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SCALABLE AND EFFICIENT MIDDLEWARE FOR

REAL-TIME EMBEDDED SYSTEMS. A UNIFORM

OPEN SERVICE ORIENTED, MICROKERNEL BASED

ARCHITECTURE

Soutenue publiquement le 3 décembre 2004
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ABSTRACT

The task to design and implement a middleware for embedded real-time systems has,

near the normal challenges for building a usual middleware, two additional difficult

demands: 1) it must maintain the real-time features of the underlying environment

and, 2) it must adapt in the same time to powerful systems and, moreover, fit on

small systems (embedded systems). This thesis presents the research done in providing

a solution for these problems - OSA+ middleware. The proposed solution is using a

well known concept from operating systems - the microkernel architecture. Adapting

this concept to a middleware brings a serie of advantages and disadvatages which are

analyzed in this thesis.
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Chapter 1

INTRODUCTION

1.1 Motivation

In the early days of computing, most solutions were equipped with mono-

lithic software designs specific to the problem domain. APIs (Application

Programming Interfaces) were not yet existent for many common functions

and standard communication protocols were not used. The applications

had to be adapted again and again to run on a different system. Entire

systems (hardware/software) could only be designed and programmed by a

single engineer unless a big software design project with a large overhead

was started. The problem was that programming at a low abstraction level

was and remains a cumbersome task. Many platform and programming

system specific details have to be taken care of, e.g. storage management,

exception handling, proper initialization of service routines and networking.

In our days, the goals have been shifted from delivering problem specific

end-solutions, to delivering open-solutions. With other words, the sintagm

a solution is good when it solves my problem has been transformed in a so-

lution is good when it solves my problem and can be used in other contexts

as well. So, the problem solution takes in account further possibilities of

reusing the software in other environments where they can enlarge the func-

tionality of existing applications. Hence, the integration and functionality of

application programs has greatly increased over the past years. And what

is interesting and more challenging is that, not only the desktop, server,

or super computers are directly affected by this trend, but also systems

with less computational resources: small microcontrollers with low clock
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frequency (a few MHz) and limited memory resources (64-512 KB). They

are usually highly specialized for tasks like: controlling devices, actuators,

gathering data from sensors and reacting to critical situations. In most of

these systems, the right answer delivered too late becomes the wrong answer,

that is why achieving of end-to-end quality of service(QoS) is essential [52].

Such systems are known as real-time and embedded systems.

These systems are increasingly being connected via wireless and wireline

networks to create large-scale distributed real-time and embedded (DRE)

systems. They have become critical in domains such as avionics (e.g.,

flight mission computers), telecommunications (e.g., wireless phone ser-

vices), tele-medicine (e.g., robotic surgery), nuclear reactors, oil refineries

and industrial process automation.

Distributed embedded and real-time systems, or more correctly the prob-

lems which they pose to the software designer, programmer and system

maintainer, represent one of the main focuses of this thesis. These prob-

lems are shortly enumerated in the following paragraph and they will be

further analysed in chapter 2. They are the driving forces for the research

done in this thesis and for the decisions which were made in order to reach

the envisioned goals.

DRE systems include many interdependent levels, such as communication

(e.g., network, bus communication), many local and remote systems which

must be coordinated, and often multiple layers of software. In such systems,

there are situations when it is hard to enumerate, or often even approximate,

all possible physical system configurations or workload mixes a priori [52].

Together all these derive the following challenges:

• As distributed systems, DRE systems require capabilities to manage

connections and message exchange between (possibly heterogeneous)

networked computing devices.

• As real-time systems, DRE systems require predictable and efficient

control over end-to-end system resources, such as memory, CPU, and

network bandwidth.

• As embedded systems, DRE systems have size, weight, cost, and

power constraints that often limit their computing and memory re-
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sources. For example, embedded systems often cannot use conven-

tional virtual and automatic memory techniques because of space or

timing constraints. In this case, the software must fit on low-capacity

storage media, such as EEPROM or NVRAM.

• As open systems which operate in a dynamic environemnt, DRE sys-

tems require controllability, and adaptability of operating character-

istics for applications with respect to such features as time, quantity

of information, accuracy, and synchronization.

While it is possible in theory to develop these types of complex sys-

tems from scratch, contemporary economic and organizational constraints,

as well as increasingly complex requirements and competitive pressures,

make it infeasible to do so in practice. To address all the competing design

forces and run-time QoS demands, sustained efforts are made for creat-

ing comprehensive software methodologies, design-/run-time environments,

and hardware/software co-design.

The presented thesis contributes to these efforts and is foccusing on the

software side of the problem.

1.2 Background

After seeing the main challenges for DRE systems, an overview about the

solution which conciliates these challenges is given in this section. Later the

solution will be further analyzed, so the reader can become familiar step by

step with the research theme of the thesis.

Over the past decade, various technologies have been intended to alleviate

many complexities associated with developing software for DRE systems.

Their successes have added a new category of systems, programming lan-

guages, and networking offerings to the previous generation. In particular,

some of the most successful of emerging technologies have centered on mid-

dleware, which is system software that resides between applications and

the underlying operating systems, network protocol stacks, and hardware.

The middleware provides general purpose services which have standard pro-

gramming interfaces and use standard protocols. The management of han-

dling presentation, computation, information storage, communication, con-
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trol and system resources are all highly popular examples of middleware

services [5].

Typically, middleware packages take care of the details and offer some

functionality at a higher level of abstraction. The oldest pieces of mid-

dleware packages in the history of computing were possibly the scientific

libraries written in Fortran. For example, LINPACK [18] raises the level of

abstraction from floating point numbers and basic arithmetic operations to

matrices and their operations.

Most middleware-oriented systems impose specific structure formats on

the applications built on them. Their API software layers are responsi-

ble for inter-operability and are well defined [64]. For example, in high

performance distributed computing, the data is distributed to a large num-

ber of computers so they can work in parallel and achieve speeds that are

much higher than on a single computer. Message passing libraries such as

PVM [59] and MPI [24] evolved into middleware packages offering many

more services than simple send and receive calls for data communication.

This thesis focuses on middleware which eases the development of a dis-

tributed system by hiding the distribution from the user. As can be seen

in figure 1.1, the user is not concerned on two important aspects regarding

the distribution:

• the locality, the middleware hides the location of the user applications.

The user makes no distinction between different physical platforms

when using the middleware, but perceives only one virtual platform

offered by the middleware.

• the platform specific implementation, the user application has to im-

plement the same middleware APIs wherever the application will be

deployed (e.g., Unix, VxWorks, Windows). The platform specific

APIs are hidden by the middleware layer.

Another important aspect of middleware is the availability on different

architectures and languages. Even the middleware provides a standard API

and the possibility to work with high level abstraction notions, it will be

a great disadvantage if it is ported only on few combinations of architec-

tures and languages. A study made by the Standish’s Group’s CHAOS

4



Middleware

Application

Platform

API

API

Application

Platform

API

Figure 1.1: Middleware, hiding the distribution

shows the importance of choosing the right infrastructure in order to have

a solid platform which also enables the application to easily adapt to new

demands. They state that 70% of all software projects involve the creation

and recreation of the infrastructure [1]. Considering also the special require-

ments regarding real-time aspects imposed by the application the potential

user has less options for choosing a whole tool chain for developing the

application.

Figure 1.2 shows the possibilities to build a real-time distributed applica-

tion in an embedded system environment using the middleware approach.

A distributed application is real-time if all the components have real-time

capabilities. Using a top-down approach it can be observed in figure 1.2,

that the middleware, which in fact realizes the distribution of the applica-

tion, has to be real-time. Under the middleware layer the following system

configurations can exist:

• System 1 : in this case the chosen programming language can be trans-

formed directly in execution code for the general purpose (GP) used

processor(C, C++, Ada). Here the middleware runs directly on top

of the operating system (OS) and is using the network communication

provided by the OS. Both have to be real-time.

• System 2 : the programming language is interpreted and is executed

by a virtual machine. Java is the most used interpreted language
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Network & OS
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GP Processor
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Real-time distributed application

Middleware

Network & OS
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Minimal network 
& OS services
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Network

Figure 1.2: Main components for building a real-time distributed applica-
tion for embedded systems

in the area of embedded systems. In this system configuration, in

addition, the Java Virtual Machine has to be real-time.

• System 3 : this system configuration is highly specialized for embed-

ded real-time applications. OS and network services are minimal,

special functionalities specific for real-time systems are provided by

the microcontroller.

When chosing the infrastructure of the application(Fig. 1.2) the following

criteria have to be considered:

• Platform availability

– programming language for development (e.g., C, C++, Java,

Ada)
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– compiler or virtual machine in case of choosing an interpreted

language (e.g., Java)

– operating system which for real-time applications must be a

Real-time Operating System (RTOS)

– processor

• Costs

– for development, which includes licence prices for the used com-

ponents: compiler, operating system, middleware and maybe

training courses for the developers

– deployment

– maintenance

• Time to market. It can be short if the developers become rapidly

familiar with the choosed components, and/or there is comprehensive

documentation and support.

The previously enumerated criteria concern the infrastructure of the appli-

cation which restricts already the user possibilities or gives the important

paths to be followed. But there are also other important aspects to con-

sider, which become critical in case of real-time embedded systems. These

are:

• Performance

– speed, efficiency of the chosen components

– footprint, especially for the embedded systems

• Predictability, without predictability, performance is useless

• the need for loading and executing dynamic code at run-time. This

is important when a system must be reconfigured, updated during

run-time without stopping it (e.g., for air traffic control systems)

• Power consumption and techniques for power management. This is

important for wireless interconnected systems.
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Regarding the programming language for real-time distributed systems,

for small embedded applications, sequential languages like C and C++ reign

supreme. For the larger real-time high integrity systems, Ada still domi-

nates. In the telecommunications market, CHILL is popular. In Germany,

Pearl is widely used for process control and other industrial automation

applications [22].

Although there is little doubt that the Java language has been immensely

successful in a wide range of application areas, it has yet to establish itself

completely in the real-time and embedded markets. Even that a preliminary

version of the Real-Time Specification for Java exists, the introduction of

the final approved specification could dramatically alter the status quo. In

the future, if Microsoft’s C# programming language starts to gain momen-

tum, extensions will inevitably be considered to make it more appropriate

for real-time systems.

1.3 Objectives

After having an overview of the research domain, distributed real-time and

embedded systems, and the problems which appear designing and devel-

oping applications for such systems, it is very important to point out now

our goals. The main focus of our middleware is to ease the development of

DRE systems. Therefore, the special requirements for these systems must

be satisfied:

1. Footprint: the middleware should be able to run on top of systems

with low resources (embedded systems).

2. Scalability: The middleware should perform well on low resource sys-

tems, but also it should be able to scale up to more complex applica-

tions where a richer set of features are needed.

3. Real-time:

• the middleware should first provide bounded worst case execu-

tion times (WCET) for all its components.
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• quality of service (QoS) information must be supported in order

to deal with different real-time aspects and to reflect different

environments.

• end-to-end priorities should be preserved over different platforms

to avoid priority inversion 1.

4. Overhead minimization: middleware introduces overhead in terms of

memory and performance degradation which have to be minimized as

much as possible.

Choosing a microkernel approach to solve at least part of these requirements

seems to be a natural approach. This concept is well-known from operating

systems and it looks suitable to be applied when designing a middleware

which has to meet the first two mentioned requirements for DRE systems.

So this leads to one of the main research goals of this thesis: to investigate

the suitability of the microkernel concept when designing middleware for

DRE systems.

The middleware designed and presented within this thesis is implemented

in two programming languages: C and Java. However, it will be discussed

the Java reference implementation, as it is more updated, more complete

regarding the implementation of our mentioned goals and better evaluated,

especially in a real-time environment.

1.4 Thesis organization

In the previous sections the reader got familiar with the research area of

the thesis and, more important, with the goals that are aimed. A roadmap

of the thesis is presented here which can guide the reader further:

In Chapter 2, the research domain - middleware for distributed real-

time and embedded systems - is thoroughly studied. This permits us to

have a deeply view of all the issues that have to be tackled for reaching our

goals and assures the foundation for the following chapters.

In Chapter 3, existing solutions provided by other people: research

groups, companies, are discussed and compared to the aimed goals.

1priority inversion appears when higher priority tasks are blocked by lower priority
tasks
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Chapter 4 presents our approach. First, a description of the abstract

concepts is made, which is continued with a deep view of all the important

insides related to the goals.

In Chapter 5, an evaluation of our middleware approach is presented in

order to verify if and in which extent the aimed goals have been reached.

Chapter 6 summarizes the research contribution presented in this thesis

and suggests directions for future work.

A logical roadmap of the thesis is presented in figure 1.3.

Distributed systems

Middleware

Middleware for real-time
embedded systems

Our approach

Conclusions and
future directions

State of the art

Concepts Approach evaluation

Figure 1.3: Thesis logical roadmap
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Chapter 2

MIDDLEWARE FOR

REAL-TIME EMBEDDED

SYSTEMS

2.1 Distributed systems

2.1.1 Definition of distributed systems

An important step in computer systems history was the appearance of Local-

area networks or LANs which allow hundreds of computers to be connected

within a building. Later the appearance of Wide-area networks or WANs

allowed more LANs to be interconnected. As a consequence of these tech-

nologies, it became very easy to put together large numbers of computers

in so called computer networks. They enabled at the beginning exchange of

data between computers located in different geographical places in a faster,

and easier way than previous communication technologies. This evolved in

more complex interactions between computers than basic data communica-

tion and finally resulted in the appearance of applications, logically spread

on different computers and with them the appearance of the distributed

systems.

There are different definitions of a distributed system in the literature.

One of the first definitions was given already in 1978 by Enslow [21]. More

recent definitions are given by Bal [4], Tanenbaum [60], Schroeder [54] and

Couloris [16]. We will give here only the later one:
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A distributed system is that composed of a collection of autonomous com-

puters connected by a communication network, and equipped with software

enabling them to coordinate their activities and share resources.

As an example of a distributed system, we consider a network of work-

stations in a university or company department. In addition to each user’s

personal workstation, there might be a pool of processors in the machine

room that are not assigned to specific users but are allocated dynamically

as needed. Such a system might have a single file system, with all files ac-

cessible from all machines in the same way and using the same path name.

Furthermore, when a user types a command, the system could look for the

best place to execute that command, possibly on the user’s own workstation,

possibly on an idle workstation belonging to someone else, and possibly on

one of the unassigned processors in the machine room. If the system as

a whole looks and acts like a classical single-processor timesharing system

(i.e., multi-user), it qualifies as a distributed system [60].

2.1.2 Goals of distributed systems

Building a distributed system should solve some problems that arise and

should serve some goals in order to worth the effort.

The main important goals for building a distributed system are: con-

nect easily users or applications to resources, hide the fact that resources

are distributed across a network, increase performace (e.g., adding new re-

sources in the system), be open, be scalable. These aspects will be discussed

further.

Connecting users to resources

A main goal of a distributed system is to make it easy for users to ac-

cess remote resources, and to share them with other users in a controlled

way. Some examples of resources are: printers, computers, storage facilities,

data, files, networks, etc. One of the problems which appear here is that

sharing resources can lead to unwanted accesses to the resources, security

mechanisms have to be considered. Furthermore, synchronization becomes

an issue. The resources have to be accessed in a consistent way, it can

happen that they are accessed by more users or tasks at the same time.
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Transparency

Transparency is an aspect of the distributed system that is hidden from the

user (programmer, system developer, user or application program). Trans-

parency is provided by including a set of mechanisms in the distributed

system at a layer below the interface where the transparency is required.

A distributed system that is able to present itself to users and applications

as if it were only a single computer system is said to be transparent.

The International Standards Organization study on Open Distributed

Processing [46] identified eight dimensions of transparency. These areas

are interrelated and build upon each other. They describe properties of

distributed systems of varying complexity and importance. We can briefly

state the characteristics of each type of transparency [19]:

• Access. Software can interact in the same manner (i.e. exchange

information), regardless of where it is (local or remote) or how it is

implemented.

• Location. Software components can find other components regardless

of location.

• Migration. A component can be moved from one host to another

without affecting interaction.

• Replication. Multiple copies of the destination component may exist

on different networked machines.

• Concurrency. Users need not be aware of ongoing interactions be-

tween other software and the destination component.

• Scalability. Systems can grow substantially (more connections, more

components), yet maintain the same basic interaction mechanism and

architecture.

• Performance. Mechanisms by which performance is obtained is hid-

den from users. This may include dynamic load balancing.

• Failure. Destination components may fail without affecting the con-

sistency of the entire system.
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Openness

An Open Distributed System is made up of components that may be ob-

tained from a number of different sources, which together work as a single

distributed system. It offers services according to standard rules that de-

scribes the syntax and semantics of those services. For example, in com-

puter networks, standard rules govern the format, contents, and mean-

ing of messages sent and received. Such rules are formalized in protocols.

In distributed systems, services are generally specified through interfaces,

which are often described in an Interface Definition Language (IDL). In-

terface definitions written in an IDL nearly always capture only the syntax

of services. In other words, they specify parameters, return values, pos-

sible exceptions that can be raised, and so on. Proper specifications are

complete and neutral. Complete means that everything that is necessary

to make an implementation has indeed been specified and neutral means

that the specification should not prescribe how an implementation should

look like. Completeness and neutrality are important for interoperability

and portability [8]. Interoperability characterizes the extent by which two

implementations of systems or components from different manufacturers

can co-exist and work together by relying on each other’s services as spec-

ified by a common standard. Portability characterizes to what extent an

application developed for a distributed system A can be executed, without

modification, on a different distributed system B that implements the same

interfaces as A [60].

Another important goal for an open distributed system is that it should

be flexible, this means that it can use easily different components from dif-

ferent developers. To achieve flexibility in an open distributed system, it is

crucial that the system is organized as a collection of relatively small and

easily replaceable or adaptable components. This implies that we should

not only describe the API seen by the user applications, but also the inter-

faces of the internal components and their interactions. This differs from

monolithic approaches where the components are mixed together without

a clear separation. Therefore, in monolithic systems adding, modifying or

removing components is more difficult to be realized and make them to be

rather closed instead of open.
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Scalability

Many distributed systems must be scalable. Typical present and future

applications include web-based applications, e-commerce, multimedia news

services, distance learning, remote medicine, enterprise management, and

network management. They should be deployable in a wide range of scales,

in terms of numbers of users and services, quantities of data stored and

manipulated, rates of processing, numbers of nodes, geographical coverage,

and sizes of networks and storage devices. Small scales may be just as im-

portant as large scales (e.g., adapting to small systems, embedded systems).

Scalability means not just the ability to operate, but to operate efficiently

and with adequate quality of service, over the given range of configurations.

Let’s discuss now some problems that can appear when a system needs to

scale.

Scalability in respect to size is a frequent problem when dealing with

distributed systems. It appears when a varying amount of resources or

users has to be supported by the system. In this case we are confronted

with limitations of centralized services, data, and algorithms.

For example if only one service exists which has to support a large number

of requests, than this service becomes a bottleneck in the whole system. The

same thing is happening in case of centralized data. As example we can

think of an on-line phone book. Even if more database services permit

the users to query the on-line book, there is still a bottleneck created due

to communication load. All the requests at some point access the same

back-end database.

Another problem is to have a centralized algorithm. Here a very good

example is the routing problem. In wide networks (e.g. WANs) a large

number of messages are transported from one node to another. An optimal

path can be calculated if all the information about the topology of the

network is known by the routing algorithm. In this case an algorithm from

graph theory can be executed (e.g. for determining maximum flux through

the network, or the fastest connection) in order to find the desired path.

But, this implies that information about the network should be collected,

information that can change very often. However, only to maintain this

information up-to-date, a lot of traffic will be generated. That’s way a
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more natural approach for this problem is to have a decentralized algorithm,

which has the following characteristics:

1. No machine has information about the complete system state

2. Machines make decisions based only on local, partial information

3. If a machine fails, the algorithm can still provide a solution

4. There is no time synchronization

Another issue is the geographical scalability. A WAN network suffers when

compared to a LAN network in terms of communication performance and

reliability. Also, the connections in a WAN network are point-to-point, so

that no broadcast protocol is possible.

To solve these scalability problems there are basically three techniques:

hiding communication latencies, distribution, and replication.

Communication latencies can be hidden when using asynchronous com-

munication. In this way the system can do other tasks so long as some

information is not yet available from the network.

Distribution involves that a component is splitted in smaller parts which

are spread over the network. An example of distribution is the Internet Do-

main Name System (DNS). The DNS name space is hierarchically organize

into a tree of domains, which are divided into nonoverlaping zones. The

names in each zone are handled by a single name server.

Replication of a component in a distributed system can help to balance

the load of the system and also provides a higher degree of fault tolerance.

This is the case of web site mirrors, where the same data is available in

different places of the Internet. If a mirror is faulty from some reason the

user can choose another mirror of the same site.

2.2 Middleware

In the previous section we reviewed the characteristics of distributed sys-

tems. Also, we could see the problems that occur when building such sys-

tems. A possible solution to cope with these problems is to use a middle-

ware.
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The term middleware first appeared in the late 1980s to describe net-

work connection management software, but did not come into widespread

use until the mid 1990s, when network technology had achieved sufficient

penetration and visibility [3]. By that time middleware had evolved into a

much richer set of paradigms and services offered to make it easier and more

manageable to build distributed applications. Concepts similar to today’s

middleware previously went under the names of network operating systems,

distributed operating systems and distributed computing environments.

2.2.1 Middleware definition

In the literature, there are different middleware definitions. One which is

more complete and covers more aspects of the term is: “Middleware is the

software that assists an application to interact or communicate with other

applications, networks, hardware, and/or operating systems. This software

assists programmers by relieving them of complex connections needed in a

distributed system. It provides tools for improving quality of service (QoS),

security, message passing, directory services, file services, etc. that can be

invisible to the user” [7].

Middleware provides a higher-level abstraction layer for programmers

than Application Programming Interfaces (APIs) such as sockets that are

provided by the operating system. This significantly reduces the burden

on application programmers by relieving them of this kind of tedious and

error-prone programming.

Middleware is designed to mask some of the kinds of heterogeneity that

programmers of distributed systems must deal with [3]. They always mask

heterogeneity of networks and hardware. Most middleware frameworks also

mask heterogeneity of operating systems or programming languages, or

both. Few of them, such as CORBA, also mask heterogeneity among vendor

implementations of the same middleware standard. Finally, programming

abstractions offered by middleware can provide transparency with respect

to distribution in one or more of the following dimensions: location, concur-

rency, replication, failures, and mobility. The classical definition of an op-

erating system is the software that makes the hardware useable. Similarly,
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middleware can be considered to be the software that makes a distributed

system programmable.

Middleware is quite a general term which covers a variety of software. In

the literature there are several ways to classify middleware. We avoid to

delve into detail here, but we will shortly enumerate the most important

middleware so that we can have a clear separation of what is the targeted

research area for our middleware and what is not intended to cover:

• Transactional middleware. Supports transactions involving compo-

nents that run on distributed hosts. Transactions oriented middleware

uses the two-phase commit protocols [6] to implement distributed

transactions. Examples of transaction middleware: IBM’s CICS [31],

BEA Tuxedo [28].

• Message oriented midlleware (MOM). Supports the communication

between distributed system components through message queues

across the network. As characteristics that differenciate MOMs from

other types of middleware can be mentioned: asynchronous communi-

cation, group communication, storing of messages on persistent stor-

age. Some examples of MOMs: IBM’s MQSeries [26] and Sun’s Java

Message Queue [29].

• Procedural middleware. Extends the procedure call interface to offer

the abstraction of being able to invoke a procedure whose body is

across a network. Remote procedure call (RPC) systems are usually

synchronous, and thus offer no potential for parallelism without using

multiple threads, and they typically have limited exception handling

facilities. RPC was devised by Sun Microsystems in the early 1980s.

• Object middleware. Makes object-oriented principles, such as object

identification through references, inheritance, polymorphism, avail-

able for development of distributed systems. The communication be-

tween objects (client object and server object) can be synchronous,

deferred synchronous, and asynchronous using threading policies. The

Common Object Request Broker Architecture [13] is a standard for

distributed object computing. It is part of the Object Management

Architecture (OMA), developed by the Object Management Group
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(OMG), and is the broadest distributed object middleware available

in terms of scope. Another examples of object middleware are: Mi-

crosoft’s DCOM [10] and Sun’s Java RMI [45].

• Component middleware. Components are third-party deployable soft-

ware modules that can be composed in ways unforeseen by their de-

velopers to produce desired behaviour [22]. A component middleware

is a configuration of components which are selected either at build-

time or at run-time. As examples we can mention: OMG’s CORBA

Component Model [14], Microsoft’s .NET [47] and Sun’s Enterprise

Java Beans [20].

• Publish-subscribe middleware. A special type of message oriented

middleware is the publish-subscribe middleware. Publish-subscribe

systems differ from point-to-point systems in the way that the com-

munication between the end points is anonymous, asynchronous and

loosely coupled. In a publish-subscribe communication model ap-

plications use named topics rather than network addresses to dis-

tribute data. Publishers simply create a publication and give it a

topic name. Then, they can send issues (data) for the already created

topic. Subscribers simply create a subscription for a topic name and

they instruct the middleware to take specific actions when a new is-

sue arrives. Examples of publish-subscribe middleware are: Elvin [55],

Tibco Rendezvous [32], NDDS [33].

• Service oriented middleware. A service oriented middleware is essen-

tially a collection of services. A service realizes some functionalities

and has the following properties:

1. The interface to the service is platform-independent.

2. The service can be dynamically located and invoked.

3. The service is self-contained. That is, the service maintains its

own state.

The idea of service oriented architecture departs significantly from

that of object oriented programming, which strongly suggests that you
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should bind data and its processing together. Therefore, the service

oriented architecture has as a main goal the achieving of loose coupling

between the software components, which are services. Examples of

service oriented architecture are Web services like SOAP [62]. Our

middleware approach uses service oriented principles too, more details

will be presented in section 4.1.

While the existing middleware covers a broad range of application do-

mains, they still have several shortcomings like:

• inflexibility, they do not respond well to changing requirements.

• unscalability, even that they perform good in local-area networks,

they are not able to scale to wide-area networks and at the other

extreme to systems with low resources, embedded systems.

As a result new middleware appeared that addresses these requirements,

such as:

• Adaptive and reflective middleware. Adaptive middleware is software

whose functional and QoS-related properties can be modified either:

– statically, e.g., to reduce footprint, leverage capabilities that exist

in specific platforms, enable functional subsetting, and minimize

hardware/software infrastructure dependencies.

– dynamically, e.g., to optimize system responses to changing en-

vironments or requirements, such as changing component inter-

connections, power levels, CPU/network bandwidth.

Reflective middleware makes the internal organization of systems as

well as the mechanisms used in their construction both visible and

adjustable at run-time. It permits automated examination of the

capabilities it offers, and automated adjustment to optimize those ca-

pabilities [52]. Examples of reflective middleware are: OpenCORBA

[38], FlexiNet [30], Quarterware [56].

• Middleware for Mobile Computing. They address problems like net-

work unreachability, low bandwidth connection (9600 baud), peer-to-

peer connections, etc.
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• Real-time middleware. Addresses systems which need real-time prop-

erties and will be discussed in section 2.2.3 as it makes the subject of

the present thesis.

Before going to discuss about the section for our research domain in the

middleware area, we will discuss about what we understand through the

real-time notion, while this is an important term for the research described

in the thesis.

2.2.2 Notion of real-time

Real-time systems are defined as those systems in which the correctness of

the system depends not only on the logical result of the computation, but

also on the time at which the results are produced [57]. As a completion

to this definition we can add that “guaranteeing timing behavior requires

that the system be predictable. It is also desirable that the system attain

a high degree of utilization while satisfying the timing constraints of the

system”. In achieving predictability, a system must have bounded worst

case execution times for all its internal components. Timing constraints for

activities to be done in a real-time system can be more complex, but usually

there are periodic or aperiodic. An activity is aperiodic when a deadline

can be attached for the start time or end time of the activity or even for

both. In the case of a periodic activity, a period might mean “once per

time interval T” or “exactly T units apart” [58].

Depending of the correctness of the system to respect the deadlines the

real-time systems can be divided in three categories:

• Soft real-time, when the system can tolerate some degree of latency,

can miss some deadlines without compromising the whole system.

• Hard real-time, when a missed deadline result in a failure of the sys-

tem.

• Firm real-time, when the result of an operation becomes worthless

after the missed deadline.

Another important point when discussing about real-time systems is the

moment when the activities has to be scheduled for execution, otherwise
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stated: the scheduling used by the real-time system. Here we can distin-

guish:

• static scheduling, priorities are assigned to the activities to be sched-

uled a priori and do not change during run-time. Static scheduling

policies allow complex analyzes to be made before execution. Ev-

ery situation can be tested and information like: deadlines, execution

times, activity inter-dependencies which affect the timing constraints,

order of executed activities, resources needed by each activity, can be

determined during the tests. Static scheduling policies algorithms

introduce almost no overhead in the system at run-time. However,

they realize usually a lower utilization of the processor, because the

priorities are set in concordance with the peak load for each activity.

Example of static scheduling policies are: Rate monotonic (RM) [36],

Fixed Priority (FP) [39].

• dynamic scheduling, priorities for each activity to be scheduled can be

changed during run-time. Dynamic scheduling policies are more flexi-

ble, adapt better to the actual demands of the system which result in

a better utilization of the processor for low or average loads of activ-

ities. The drawbacks are that they need extensible testing and they

introduce a higher overhead in order to be implemented. Examples of

dynamic scheduling policies are: Earliest Deadline First (EDF) [58],

Least Laxity First (LLF) [41].

As a distinction from normal systems, real-time systems do not have the

fairness characteristic. Thus, the activity which has the highest priority

gets all the needed resources like: CPU, memory, etc. In non real-time

systems the demand of all activities are tried to be solved on a more or less

fair basis. On the other hand, non real-time systems try to maximize the

overall performance of the system, as in real-time systems predictability is

the main goal.

2.2.3 Middleware for real-time embedded systems

Using traditional middleware solutions can not satisfy the requirements of

special distributed applications which need to react to events in a deter-
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mined time. In fact traditional middleware does not consider notions such

as time, priorities, in general quality of service. It performs the task in

a “best effort” fashion. Furthermore, resources are limited in embedded

systems. Therefore a new type of middleware emerged where issues like

efficiency, predictability, and scalability are considered stringent.

Conventional middleware is developed for general purpose applications.

In such systems, memory is often abundant. Thus, middleware can have at

least several megabytes without affecting system performance or cost. In

contrast many embedded systems have tight constraints regarding memory

footprint due to cost, power consumption or weight restrictions. For ex-

ample space systems, even in the last decade, frequently have less than a

megabyte of on-board memory [63]. Therefore a middleware designed for

embedded systems has to be able to scale down and to respect low memory

footprint constraints.

As important as the memory footprint, is the real-time characteristic

of the middleware. With this respect, the middleware has to offer means

to user applications for controlling timing constraints, priorities, resource

allocation like: CPU, memory, network bandwidth. All these require mech-

anisms at the middleware level to assure that the user application is able

to keep the deadlines.

Some of these requirements can be specified by the user application

through quality of service information. But, of course the middleware

should provide necesary API functions to accept QoS information from

the user side. The enforcement of the QoS information can be made in two

ways:

• passive, the middleware can just map these information to the under-

lying operating system and communication system and provide the

user information about the success of the enforcement.

• active, the middleware tries to use the resources of the underlying

systems together with its own mechansims in order to realize the

enforcement of the QoS information.

Nevertheless the middleware should introduce as little as possible perfor-

mance overhead. While the targeted systems usually have low power CPUs
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the middleware should spare the precious clock cycles, especially if these

can bring missed deadlines to the application. The performance overhead

can be a result of: internal message buffering strategies which can produce

non-uniform behavior of the middleware for different sizes of the messages,

excessive data copying, long chains of method calls, inefficient data mar-

shaling, and lack of integration with underlying real-time OS and network

QoS mechanisms.

2.3 Refining the problems and the objectives

Following the introduction chapter, where an overview of the research theme

of the presented thesis was given, this chapter took a step further to enlarge

and deepen this view. This should make the reader more familiar with the

research area. Moreover, it should make him/her discover the multitude of

perspectives when looking at the research subject of this thesis. On one

hand this is good because the reader can find out all the important issues

that have to be tackled when discussing about the thesis subject. On the

other hand, due to the fact that the number of issues is quite large, in the

reminding of this section will be given only the issues which we are focusing

on.

First of all it should be mentioned that the main focus of the research is

to ease the development for distributed real-time embedded systems.

As a solution to deal with the distribution we choosed to use a middleware.

More precisely our middleware addresses, regarding the distribution prob-

lem, the following issues:

• networks, hardware, operating system and programming language het-

erogeneity. A distributed system contains many computation nodes

and inherently different hardware, operating systems and program-

ming languages over which they have to be implemented. Also, the

nodes can be interconnected through different networks. Our mid-

dleware guarantees that the user doesn’t have to deal with all these

kinds of heterogeneity, but to focus on the logic of the application.

• access transparency. The user of our middleware can interact in the

same manner with middleware components (services in our case), re-
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gardless of where there are: local or remote, or how there are imple-

mented.

• location transparency. Middleware components can find other com-

ponents regardless of location.

Regarding embedded systems, our middleware approach aims towards:

• high scalability

• minimize the memory footprint

• minimize the performance overhead.

A micro-kernel architecture concept in combination with a service archi-

tecture is proposed and evaluated in this work.

Finally, our middleware provides real-time features using the following

techniques:

• guarantying predictability for all the internal middleware components

• giving control to the user over end-to-end system resources (e.g., mem-

ory, CPU, network bandwidth). This control can be achieved directly

through middleware API or, indirectly using corresponding QoS pa-

rameters.
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Chapter 3

STATE OF THE ART

This thesis explores the development of middleware for real-time embedded

systems. In this chapter will be presented existing solutions in this domain

which can be categorized from the point of view of standards in:

• CORBA compliant middleware

• Non CORBA middleware suitable for DRE

3.1 CORBA

The Common Object Request Broker Architecture (CORBA) is a standard

for distributed object computing. It is part of the Object Management Ar-

chitecture (OMA), developed by the Object Management Group (OMG).

The CORBA specification [13] is supported by more than 800 organiza-

tions. CORBA specification is object-oriented and is based on a client-

server model for distributed computing. It makes possible that objects are

available for remote invocations regardless of the language in which they

are written or the system environment (e.g., operating system, CPU type)

in which they exist. The Object Request Broker (ORB) is responsible for

all the mechanisms required to find the object’s implementation, prepare it

to receive the request, communicate the request to it, and carry the replay

(if any) back to the client. Figure 3.1 shows the structure of a typical ORB.

To invoke operations on a remote distributed object, a client must know

the interface of the object. This interface contains methods of the object,

types of data to be passed as parameters for the methods and is defined
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in the OMG Interface Definition Language (IDL). These interfaces can be

further translated to different programming languages like C++, C, Java,

Smalltalk and Ada.

Client Object Implementation
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Figure 3.1: Main components of ORB architecture

In order to enable various ORBs from different vendors to communicate

to each other, OMG specified a general ORB interoperability architecture

named General Inter-ORB Protocol (GIOP).

3.1.1 Minimum CORBA

Minimum CORBA is a sub set of CORBA which appeared as a necessity to

support systems with limited memory resources, embedded systems. Mini-

mum CORBA has the same goals as CORBA, portability and interoperabil-

ity, and represent a trade-off between usability and resource conservation.

Features omitted from CORBA could still be implemented in applications

as long as they are needed and system resources permits.
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3.1.2 Real-time CORBA

Real-time CORBA (RT CORBA) is a set of extensions to CORBA which

enable an ORB to be used in a real-time system. The goals of RT CORBA

specification is to support the developer in building predictable distributed

systems, by providing mechanisms to control resources like: CPU, mem-

ory, and network. The current version of RT CORBA supports only fixed

priority scheduling. A Request For Proposal (RFP) for dynamic schedul-

ing which should be addressed in next versions of RT CORBA is started.

RT CORBA does not guarantee that deadlines will always meet, but aims

to provide the developer a middleware which behaves in a deterministic

manner. For realizing this objective it addresses a series of issues like:

• Processor resource management. In order to use the processor in a

predictable way, RT CORBA assigns Real-time CORBA Priorities

to all operations of CORBA objects. These priorities are global on

all the platforms where RT CORBA is implemented and assure an

uniform priority model.

• Memory management. RT CORBA enables the user to specify the

number of threads that are used by the middleware, the amount of

memory that each thread should have and the amount of memory

reserved for queuing CORBA requests.

• Network resource management. Network resources are controlled in

the following ways:

– the application can select and configure the available network

protocols. For the moment only TCP/IP has been defined by

OMG (which is not a real-time communication mechanism),

but other vendors can implement other network protocols, e.g.,

VME/PCI, IP Multicast, 1394, etc.

– the client can obtain a private connection to a server, which will

be not shared with other connections

– the client can request to use multiple connections to the server.

The way that RT CORBA deals with this connections is trans-

parent to the application.
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As described earlier, OMG addresses real-time distributed applications

through a separate extension to the CORBA specification which is called

CORBA Real-time. Also, the embedded systems have different require-

ments than general purpose middleware for distributed systems and these

are reflected by OMG in a subset of the CORBA specification named Min-

imum CORBA. First, available implementations which comply with one or

both of these tailored specifications of CORBA, are discussed. Later, non

CORBA compliant approaches are presented.

An overview will be given afterwards which can help the reader to observe

the differences between the discussed middleware in relation with: memory

footprint, real-time, scalability and architecture design techniques.

3.2 CORBA compliant middleware

The most significant CORBA implementations for the domain of embed-

ded real-time distributed applications are: TAO/ZEN, ORBExpress RT,

e*ORB RT, Visibroker RT, ROFES. They will be described in the follow-

ing section.

3.2.1 ORBExpress RT

ORBExpress RT is one of the few CORBA implementations which addresses

real-time embedded applications. The product is part of the ORBExpress

family developed by Objective Interface Systems since 1997. The latency

and memory overhead are significantly reduced compared with other real-

time middleware solutions as shown in a study conducted by Boeing [12].

It provides Distributed Priority Inheritance and propagation which are es-

sential features for maintaining end-to-end predictability. Focusing on em-

bedded systems, it has the ability to adapt to different transport media

which are used by these systems. Here can be enumerated: ATM, 1394, IP

Multicast, VME/PCI bus, shared memory or even a proprietary one. The

proprietary transports can be implemented and plugged in the platform by

the developer.

From the information provided by the company, the minimum footprint

which the Orb can reach, using a highly customized configuration (proces-
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sor, operating system, network, etc.), is 93k. However, this configuration

does not provide real-time capabilities. On the other side, when using

the Orb in more common operating conditions, like on an embedded real-

time operating system, VxWorks, and a PowerPc processor, the footprint

is around 168 KB. Also, in this configuration of the Orb, real-time func-

tionalities are not included.

3.2.2 TAO

TAO is an open source Orb developed by Douglas Schmidt and his re-

search group from Universities of Washington and California, Irvine. It

is developed on top of a framework called Adaptive Communication En-

vironment (ACE), which is a widely used, freely-available object-oriented

framework that contains a rich set of components implementing design pat-

terns for high-performance and real-time communication systems. One of

the strengths of the TAO middleware is the use of designed paterns [48] [51].

They describe solutions to common problems which can appear quite of-

ten in application development, together with advantages, disadvantages

and practical examples for these solutions. Because of using these high

level principles in development, the TAO middleware is easy to be under-

standable by the developers. As a disadvantage of applying these general

solutions for special applications, like those executed on embedded systems,

is exactly its generality. And this, because more specific, more optimized

(e.g., for memory footprint) solutions should be considered for the same

problems. This was one of the reasons why the research group started a

new development process for the RTZen.

It is important here to mention that the TAO research group played

an important role in influencing the OMG’s Real-time CORBA specifica-

tion. They have used TAO or ACE in projects with important companies

like: Boeing, Motorola, BBN, Lucent, Nokia, Lockheed, Microsoft, Cisco,

DARPA, etc. and the open community around these projects count more

than 100 persons.

TAO development was started with the aim to realize a CORBA com-

pliant real-time Orb which should provide high quality reusable software

that can be used in mission critical applications. Later, the goal to adapt
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TAO to embedded systems made the research group to find techniques for

tailoring the Orb to the memory constraints imposed by the new targeted

applications domain. With a memory footprint for the complete C++ li-

braries of about 1.4 MB(for Linux), TAO is still not appropriate for the

use on embedded systems. However, in the last period, commercial support

is provided by a series of companies as OCI, Riverace, PrismTech which

includes consulting regarding the techniques used to tailor the Orb to the

specific targeted embedded system.

3.2.3 RTZen

RTZen is developed by the same team of Douglas Schmidt and is based on

the ACE framework too. Even that the techniques used are quite the same

- applying design patterns for solving the problems - the focus is to develop

a Java real-time Orb for embedded systems. The Orb is based on a micro-

kernel architecture to minimize the footprint and is implemented using the

Real-time Specification of Java (RTSJ) in order to acheive predictability of

the middeware in the Java world. Another important aspect is that RTZen

can run on top of a conventional Java Virtual Machine (JVM) and also on

interpreted and ahead-of-time compiled RTSJ platforms. For using RTZen

on an ahead-of-time compiled RTSJ platform, the research team developed

an additional tool, jRate (Java Real-Time Extension), which is an extension

of the GNU GCJ compiler and compiles java class files in target executable

files. The footprint of the actual implementation of RTZen is about 896

KB, and implements partially the RT CORBA standard.

3.2.4 OpenFusion e*ORB

OpenFusion e*ORB is one of the most important Orbs in the domain of em-

bedded real-time systems. Together with ORBExpress, they were the only

ones which focused from the begining toward systems with low resources

and later, providing also real-time capabilities. This brings to the Open-

Fusion e*ORB the advantage of a bottom-up evolving in contrast with the

top-down strategie used by other Orbs to adapt from normal systems to
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small resource systems. It was in 1998 the only implementation of a C++

CORBA ORB running on handheld device Operating Systems.

The design of the Orb is based on a micro-kernel architecture, making it

possible to adapt to small systems. What is remarkable for this Orb, is the

high control of the user over the components of the Orb. The micro-kernel

architecture provides to the user the ability to easily add Orb components

as modules or libraries, and configure them according with the application

needs. Moreover, the Orb provides a set of defined points where the user

can intercept even the interactions between the Orb components, providing

a deeper information about the actions performed by the Orb. This can

substantially help the user to understand and eventually to optimize its

application in order to meet the required real-time properties. The Orb

defined points are called interception pluggable boundaries and can be ob-

served in the Fig. 3.2.

Transport

GIOP

ORB

POA

servant code

GIOP

ORB

client code

Figure 3.2: OpenFusion e*ORB’s Open Pluggable Boundaries

Some of the componenets which the user can configure are:

• communication: the wire protocol, wire transport can be user imple-

mented, so protocols which are not supported by the company can be

added.

• POA: the size of the Portable Object Adapter(POA) can be adapted

to the user application. If the user needs a more complex adapter,

having so called child POAs, new code is plugged to the Orb which

provides this functionality.

33



• different thread pools strategies can be plugged in by the user.

• different queue dispatching techniques are available as plug-in mod-

ules.

Its reduced footprint permited to adapt even to Digital Signaling Process-

ing (DSP) environments, which have severe requirements regarding the pro-

cessing power and the amount of memory. The footprint for a minimum

real-time server for e*Orb 2.3 in C++, using shared libraries, without de-

bugging information, on a Linux OS with a 8086 compatible processor is

about 1.1 MB. On the other side the company states that a minimum client

can reach a size from 100 KB.

3.2.5 Visibroker RT

Visibroker RT is developed by Borland and is used by some important com-

panies like: Cisco Systems, Deutsche Bank, Ericsson, Hitachi, Nokia, Sun

Microsystems, etc. Like the other Orbs designed for embedded systems

it provides a mechanism to plug in, beside the TCP/IP network proto-

col, other custom network protocols needed by the embedded applications.

Notable issues which has to be mentioned for Visibroker RT are:

• communication is optimized for in-process communication between

clients and servers. The performance obtained is comparable to direct

function call.

• the Orb can be tested without target hardware, using tools delivered

together with Visibroker which simulate the hardware.

• like OpenFusion e*ORB, the Orb exposes to the user an interface

which can be modified in order to debug the Orb and get more infor-

mation about the Orb execution

The footprint of Visibroker’s RT 6 shared libraries for C++, without debug

information and not using exceptions, is on a Linux OS with a Pentium 4

processor, approximatively 5 MB for the Minimum RT CORBA 2.6 specifi-

cation. As an important goal for Visibroker is to speed up the development

process, a console visualization tool is available which helps the user to
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inspect different aspects of the Orb itself or of the distributed objects man-

aged by the Orb.

3.2.6 ROFES

ROFES is a middleware developed at the Faculty for Electrical Engineering

and Information Technology Aachen, Germany [50]. The actual implemen-

tation of ROFES, version 0.4, implements partly the RT CORBA specifi-

cation. One of the aims of the development team is to realize in the near

future a fully compliant RT CORBA Orb. ROFES provides support for

other network mediums like: CAN Bus (Controller Area Network) [9] and

Scalable Coherent Interface (SCI) [27]. It uses a microkernel architecture

which permits that different components can be dynamically loaded into

the platform. It is notable to mention that the size of the C++ library,

without debug information, exceptions and run time type identification is

about 324 KB.

3.3 Non CORBA middleware suitable for DRE

3.3.1 NDDS

NDDS (Network Data Delivery Service) is a publish-subscribe middle-

ware for distributed real-time applications developed by Real-Time Inno-

vations [33].

NDDS provides real-time by allowing to set a number of parameters for

subscription and publication which give the programmer control over:

• Subscription deadline. This deadline lets the developer to set how

long to wait for the next publication issue.

• Subscription minimum separation. Minimum separation lets the de-

veloper set the highest rate at which the application receives data.

• Publication strength. Strength lets the developer establish hierarchies

among applications publishing the same topic. The idea is similar

with having priorities for issues for the same topic.
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• Publication persistence. Persistence lets the developer define how long

each issue is valid.

It is important to note here that Real-Time Innovations was the lead au-

thor for the Data Distribution Service Standard Specification [17] adopted

by OMG. The specification establishes a standard interface for publish-

subscribe communications for real-time systems.

3.3.2 MidART

MidART stands for Middleware and network Architecture for distributed

Real-Time systems. MidART was developed starting with 1995 at Mis-

ubishi Electrical Research Laboratories. The main focus is to enable easy

communication over different networks. Thus, they have introduced some

new concepts: RT-CRM (Real-Time Channel based Reflective Memory)

and Selective Real-time Channels. RT-CRM is a software-based unidirec-

tional reflective memory. It provides data reflection with guaranteed timeli-

ness, while allowing applications to specify how and when data are reflected.

Data reflection can be done per period or upon a write. The communication

model is similar with publish-subscribe paradigm. The server application

creates a reflective memory area and all new data written in this area are

sent to the remote clients which register to this area. The communications

created in order to enable the data transfer are unidirectional. A distinction

of the MidART is the admission control support, which guarantees that the

QOS parameters specified by user for timeliness and transfer rates can be

achieved by the middleware.

3.4 Conclusions

This section presented existing solutions in the area of distributed real-time

embedded systems. All of them address the requirements for DRE systems,

requirements which get different weights in the overall end solution. For

example, interoperability is one aspect which becomes important specially

for large distributed applications which spread over a highly heterogeneous

environment and use, probably, different specialized middleware. For this,
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CORBA solutions are superior to the others, because they implement the

same standard which permit them to easily inter-communicate. On the

other side, non CORBA solutions are not restricted to a standard and have

more freedom when choosing necessary means to reach the solution.

For each described middleware there were presented some of the defining

ideas which delimit them from the others. Table 3.1 realizes a summary

of these solutions. We will also include in the comparision our middleware

approach which is described in the next two chapters. Our middleware is

named OSA+, which stands for Open System Architecture, Platform for

Universal Services. The comparison criteria are described below:

• Footprint, the three sizes have the following meaning:

– total size of the middleware

– size of an unoptimezed minimum application

– size of an optimized and highly configured minimum application

For the cases where only the total size of the middleware is present,

there are included also additional features which can be excluded when

a minimum application should be built. To reduce the size of an end

product, we can use the following techniques:

– remove debug information from libraries, or classes in case of

Java

– make custom libraries for the specific application and remove

from them, the symbols which are not used in the application

– rename classes, methods, variables with shorter names (there are

tools which automatically make this)

• Scalability :

– - : not enough information is available

– 0 : the middleware is able to scale down, but not for critical

systems where resources are minimum

– + : the middleware is able to scale down to low resource embed-

ded systems
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Middleware Footprint Scalability Architecture Middleware 

category

Standards Programming 

language 

e*Orb

- 7,9 MB 

  sh. libs 

- 1,1 MB 

  sh. libs 

-> 100KB 

+
compositional 

microkernel

object

oriented 

- RT CORBA 

- Minimum 

CORBA C, C++ 

OrbExpress RT 

-

- 168 KB 

- 93 KB 

+ -
object

oriented 

- RT CORBA 

C++, Ada 

TAO

- 1,5 MB 

  sh. libs 

-

-

0
design 

patterns 

object

oriented 

- RT CORBA 

- Minimum 

CORBA
C++

RTZen

- 896 KB 

-

-

+
compositional 

microkernel

object

oriented 

- part. RT 

CORBA Java

Visibroker RT 

- 5 MB 

  sh. libs 

-

-

- -
object

oriented 

- RT CORBA 

- Minimum 

CORBA C++

ROFES

- 324 KB 

-

-

+
compositional 

microkernel

object

oriented 

- part. RT 

CORBA C++

NDDS 

-

-

-

- -
publish/ 

subscribe 

- DSS from 

CORBA

- RTPS 
C

MidART 

-

-

-

- -
publish/ 

subscribe 
- C++

Our approach 

(OSA+)

- 75 KB 

- 53 KB 

- 29 KB 

++
full 

microkernel

service

oriented 
- Java, C 

Table 3.1: State of the art, middleware for DRE

– ++ : the middleware is able to scale down to very low resource

embedded systems

• Architecture:

– compositional microkernel: the middleware uses a microkernel

concept only for composing a desired middleware configuration

based on some building blocks which extend the features of the

middleware. The building blocks are used as libraries which are

added to the application and are tightly coupled through linking
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or compiling dependencies. Therefore, the middleware compo-

nents can not be plugged in the middleware if these dependen-

cies are not satisfied. For example using e*Orb is not possible

to build a real-time application without using the real-time mu-

tex library due to linking dependencies. Another example would

be that a client needs at compile time the interface definition of

the server when using the CORBA static invocation method for

the objects. This can be avoided using the dynamic invocation

method. But, this introduces much more degradation in terms

of code size and performance and is not suitable for applications

running on embedded systems. Another important issue is that

the compositional microkernel doesn’t provide a real medium for

inter-communication between the components, which normally

introduces a relaxing of the coupling between the components.

Further, each component has its individual interface.

– full microkernel: additionally to the compositional microkernel

concept, the full microkernel architecture provides a basic mech-

anism of communication between components. Another impor-

tant element is that components do not have compilation or link-

ing dependencies, but only semantic dependencies, so they can

exist and provide reduced functionality if other dependencies are

not present on the platform. The components are entities which

are self-contained and share the same interface. This signifi-

cantly increase the flexibility and scalability. Figure 3.3 shows

the difference.

– design patterns: for reaching the goals, the middleware uses

clearly stated solutions for a class of recurring problems. These

solutions are analyzed and exposed to the user in a standard

way.

As it can be seen the memory footprint for all presented middleware is not

suitable for a system with less than 100 KBytes. Furthermore, non of them

have realized a full microkernel. To delimit the work presented in this thesis

from the other presented middleware, the last line of the table contains as a
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preview of chapters 4 and 5 the comparison values for our approach named

OSA+:

• footprint: OSA+ has the smallest footprint which makes it easily

adapt to very low resource embedded systems.

• full microkernel architecture: apart from the facts presented in the

previous paragraph, OSA+ provides a uniform interface for its build-

ing components (services). This means that all the components, re-

gardless if they are middleware components or user components, can

be included in the platform in the same manner. No difference is

made. This leads to a maximum flexibility and scalability.

User
component 1

User
component 2

Middleware 
component 1

Middleware 
component 2

IF IF

IF IFcommunication mechanism

microkernel

User
component 1

User
component 2

Middleware 
component 1

Middleware 
component 2

microkernel

IF3 IF4

IF1 IF2

compilation/linking
dependencies

Compositional microkernel architecture Full and uniform microkernel architecture

Legend:
IF − interface

compilation/linking
dependencies

Figure 3.3: Microkernel architectures comparison

• service orientation: OSA+ is a service oriented architecture. As we

discussed in section 2.2, services are defined by their platform and

language independent interface. They are defined at a higher ab-

straction level than the objects, which use a finer level of granularity.

Thus, the management of services is more simple than in the case of

objects, because they are simply less in number than objects. An-

other advantage, when comparing with object oriented middleware,

is that services are self-contained. Once they are activated they have

their own execution flow and life cycle. On the other side, objects get
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the execution flow of some thread. Therefore, additional techniques

to manage thread pools have to be implemented on object oriented

middleware.
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Chapter 4

THESIS APPROACH

In the previous chapters we have presented, in the following order:

1. research goals of the thesis

2. research domain, which helps the reader to understand the research

background and the problems which appear when trying to reach the

goals

3. and finally, existing solutions, which inform us about what is already

done and give a first outline of what is defining this research from the

other solutions.

As a natural follow-up, in this chapter, we will present our approach to ease

and improve the applications development for distributed real-time embed-

ded systems. As a new concept for embedded real-time middleware, OSA+

is combining a purely service oriented concept with the full microkernel ar-

chitecture. To explain the design and the design motivation, this chapter

is structered in three sections, which describe the following issues:

• the general service oriented architecture of OSA+ and how it solves

the distribution problem

• how OSA+ adapts to embedded systems due to the microkernel prin-

ciples

• what the means to provide real-time are.
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4.1 OSA+ general architecture

OSA+ is a service oriented middleware for DRE systems. It facilitates the

applications to be easily deployed and to communicate over a heterogenous

environment. In OSA+, the active communication parts are services. A

service, as already mentioned in section 2.2, realizes some functionalities

which are made public to the execution environment through an interface.

This interface can be accessed in a platform and a language independent

manner. In our case, the service interface is accessed through jobs. A job

consists of an order and a result. The order is sent from one service to

another to state what functionality the service should do, for which data,

and when the action should be performed. After the service executes the

order, a result is sent back. The communication of jobs is accomplished

by a platform. The platform facilitates the plugging of services which can

communicate with each other. Figure 4.1 shows the service oriented archi-

tecture of OSA+.

Middleware/OSA+ platform

Service Service

send order receive result receive order send result

Figure 4.1: OSA+: service oriented architecture

A natural question arrises now: why did we choose, in contrast to common

real-time middleware approaches, to have a service oriented architecture for

our middleware?

The motivation is based on the following reasons:

• higher abstraction level concept independent of the programming lan-

guage

• uniform approach
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• loose coupling

• platform and programming language independent access to the service

• and as a consequence of all these, flexibility and efficieny

Let’s explain these ideas.

A service concept is defined at a higher abstraction level and, is inde-

pendent of programming language. The essence of a service is given by the

functionality of the service, by what it does. It can be argued that a service

concept is equal, when considering the abstraction level, with an object con-

cept used in OO (Object oriented) programming. In fact, they both expose

their functionality which is one of the main issues for both concepts, but

the significant difference comes in place when considering granularity. Ob-

jects are finer in granularity than services. A service can be in fact mapped

to an object in an OO programming language, which would be composed

inherently form many other objects to realize its functionality. To see the

difference of abstraction level an example will be helpful. Let’s consider the

functionality of moving from one town to the other. This can be done (not

in all the cases) by a car. In a service oriented architecture, the relevant

issues are that the car can realize the moving service and the quality of this

service, e.g., car speed and comfort. In an object oriented programming

there are additional issues which have to be considered, like:

• granularity: each other piece of the car is also an object

• how the car is built: the car object is composed using a certain ar-

rangement from other thousands of objects which are the pieces of

the car.

Therefore, the management of services is simpler, because they are not

syntactically inter-dependent, but only semantically and they are normally

less in number due to the higher level of abstraction.

With a service oriented architecture, an uniform middleware approach si

possible. As we will see in the next chapters, services are the only neces-

sary instances in our middleware to perform application and system tasks.

In contrast with other architectures, no libraries, shared objects, etc. are
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needed. Middleware configuration, middleware extensions and the applica-

tions are realized by the same service structure.

Service oriented architectures realize a loose coupling between data and

its processing. This, again contrasts with object oriented programming.

To get a better picture about this, let’s consider another example. A CD

player realizes the functionality of playing CDs. This functionality can be

provided by other CD players: a portable player, the player in the car,

etc. So, you can use your CD on all this players, getting a different quality

of service when listening the CD. This is exactly what is happening in a

service oriented architecture, there is no binding between the data, in our

case the CD, and the processing, in our case the CD player. But in an

object oriented programming, using this example, every CD would come

with its own CD player which is able to play it.

In our middleware, the access to the service is realized through jobs which

are, in fact, messages. These messages have some special format which

are recognized by the platform and by the services which exchange them.

Nevertheless, they are platform and programming language independent.

Thus, the job communication makes the access to the services to be platform

and programming language independent. In fact the access is dependent

in our case only by the semantic interface of the service which dictates the

content of the messages.

CORBA succeeded in some extent to raise the level of abstraction for

objects and make it less dependent of the execution environment and the

programming language (a CORBA object abstraction can be mapped to the

C language as well). But still there are a number of dependencies, which

bind the object from the CORBA processing model, like: object activation

techniques through thread pools, and more important the interface to the

object, which is programming language dependent and generates mandatory

changes in the application in the case it is modified.

These properties provide flexibility and efficiency. Due to the uniform

service approach, the middleware can be adapted and scaled in a very flexi-

ble way, as it is shown in the following section. Since service management is

simpler than object management, the management overhead can be reduced

and the efficiency can be increased.

46



4.1.1 OSA+ as middleware

First of all, OSA+ is a middleware and it must solve the distribution prob-

lem. In section 2.3 we enumerated the issues which we tackle regarding

distribution, and these are:

• networks, hardware, operating system and programming language

heterogeneity.

• access transparency

• location transparency

Solving heterogeneity problem

To solve the programming language heterogeneity we have to port OSA+

concepts to different languages. At this moment, OSA+ is ported to C and

Java.

To deal with the other mentioned heterogeneities, we divided our middle-

ware in an environment independent part which is the OSA+ core platform,

and a part which adapts the middleware to the environment.

The OSA+ core platform contains no hardware nor operating system

dependent parts. It is maintained as small as possible and provides basic

functionalities which gives the posibility to the user to extend the platform

and configure for its needs (a microkernel, see section 4.2). Because the

core platform is environment independent and contains the user interface

of the middleware, the applications developed using OSA+ middleware will

implement the same interface on every platform where OSA+ is ported.

This shields the applications from the environment changes, and help the

user to focus more on the logic part of the application.

The adaptation part consists from services which are implemented by the

middleware developers. It adapts to every operating system where OSA+

is ported and also to different communication mediums. These services are

part from the basic services and they are: Process Service, Event Service,

Memory Service, and Communication Services. They will be described in

section 4.1.3. Currently, OSA+ is ported on Windows NT 4.0, VxWorks,

Linux RT, Komodo micro-controller and due to the fact that is available in
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Java, OSA+ is running on all the operating systems where a java virtual

machine is implemented. In figure 4.2 we can see how OSA+ addresses

platform heterogeneity.

As mentioned before, the service is the uniform instance. There is no

difference between application services and basic services. They share the

same API, the same structure and communication principles.

User service User service

Basic services:
  - Process Service
  - Communication Services
  - Event Service
  - etc.

Extension services:
- Logging service
- Reconfiguration

Service

API

OSA+ core
API

Environment:
hardware, OS and

communication system

Functional extensions

Environment
independent

Environment
adaptation

Figure 4.2: OSA+: adapting to different environments

Besides the services which adapt the middleware to the environment, the

basic services contain an additional service called ARS (Address Resolu-

tion Service). This service permits the user to locate remote services and

local services in the same manner, providing location transparency to the

middleware. More about this service will be presented in section 4.1.3.

Once a service is located through the ARS service, the user can send jobs

to the service. The middleware will deliver the jobs to the service whether

the service is local or remote. The access to the service, which in our case

is the action to send jobs to the service, is transparent to the user. All

OSA+ platforms involved in the communication between two services will

work together to deliver the jobs to the corresponding services.

Having location and access transparency the user is not anymore con-
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cerned about the issues which occur when having the application on dif-

ferent physical platforms, but perceives the environment presented by our

middleware as a overall virtual platform, figure 4.3.

OSA+
platform 1

Operating
system

Communication
system

Service 1,1 Service 1,m

OSA+ global
virtual platform

OSA+
platform n

Operating
system

Communication
system

Service n,1 Service n,k

Computer system 1 Computer system n

Communication
medium

... ...

....

Figure 4.3: OSA+ virtual platform

Additional services can be provided by the middleware which extend the

functionality of the middleware, these are extension services. An example

of extension service is the Reconfiguration Service which can be added on

the platforms where there is a need to replace, remove or add services at

run-time [53]. Again, the service is used as the uniform concept to extend

the functionality.

4.1.2 OSA+ core platform

The core platform, as already mentioned, provides basic functionalities in

order to extend the core and to adapt to the demands of the application

and the environment. The basic functionalities are:

• the middleware user interface: the API

• service management: services can be plugged into the platform
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• local job management: jobs can be exchanged between local services

• basic support for quality of service.

They will be described in the following sections.

User interface

The user is able to interact and use the middleware through the interface

presented by the middleware, so called API (Application Programming In-

terface). When discussing about the API for a middleware we have to

address two points:

1. what functionalities offers the middleware to the user, through the

API

2. and, how the API looks for different programming languages.

For the first point, we already mentioned that the core platform contains

the necesarry functions to manage services, jobs, and quality of service

information. These functions will be described in the next sections.

The second point is related to the portability. Applications which are

not using a middleware and must be ported on different operating systems

have to solve the portability problem on their own. A good solution is to

base on APIs which are the same on every different platform where they

will be executed. For example, applications written in C which are based

on standards like ANSI C and POSIX, can be easily adapted to run on all

the operating systems where these standards are ported. This solution can

be applied when the application contains all the components written in the

same programming language. While middleware tends to solve the porta-

bility for programming languages too, the problem is solved by specifying

their API in an interface definition language (IDL). This specification is

then mapped to a programming language using a middleware tool. This

tool generates the necessary code and frames which are simply filled by the

user with the code desired for each function.

In our case we didn’t spent effort to realise such tools for the following

reasons:
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• our middleware API is quite simple and it contains a relative reduced

number of functions. This eases considerable the use of the mid-

dleware without the help of extra tools which would map the IDL

interface to C or Java for our case.

• the time spent developing such tools, require additional human re-

sources which were not available.

Services and service management

Services are the active entities which can be added to the platform in order

to extend its functionality. A service can exist in our middleware in three

forms:

• as a procedural service

• as a lightweight service

• and as a heavyweight service.

A procedural service does not have its own control flow, but takes the

control flow of the service which sent the order, when processing the received

orders. In this case only a synchronous communication is possible, so the

sender of the order will be able to do other activities after the procedural

service is finishing to process the order, figure 4.4(a).

A lightweight service has its own control flow and has the same address

space as the platform. In this case it is possible to have asynchronous com-

munication. The middleware will make sure that the order will be sent to

the service receiver, while the service sender can do other activities, fig-

ure 4.4(b). The platform is able to create lightweight services only if the

Process Service is present on the platform. This service adapts the middle-

ware to the task management of the operating system (see section 4.1.3) and

creates threads which will host a lightweight service. For each lightweight

service, a priority can be specified. This separates the services by their im-

portance. Priorities are important for real-time and help for realizing the

predictability property for our middleware. More about service priorities

will be discussed in the real-time section 4.4.
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A heavyweight service has its own control flow, but has a different address

space than the platform. To communicate with such a service, the platform

needs to have inter-process communication functionality included in the

Process Service.

The main reason to introduce procedural services on one side and

lightweight and heavyweight services on the other side is again efficiency:

many tasks in the application don’t need a control flow of its own. Thus,

overhead and complexity can be reduced by using procedural services. Fur-

thermore, the concept of the procedural service is vital for the entire uniform

service architecture: since light- and heavyweight services are only possible

when the Process Service is present to adapt to the operating system, thus

Process Service necessarily must be a procedural service. Otherwise, this

service could never be plugged in.

To distinguish between lightweight and heavyweight services is for effi-

ciency and flexibility reasons, too. Heavyweight services offer more protec-

tion while lightweight services run more efficiently due to the same address

space.

Sender service
 Receiver service


send order


send result

processing order:


procedural service:


process result:


(a) Procedural service

Sender service
 Receiver service


processing order:


lightweight service:


process result:


other activities:


send order


send result


other activities:


(b) Lightweight service

Legend: bars indicate control flow

Figure 4.4: Procedural and lightweight services
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The user can enable a service on the platform by building first the ser-

vice and then make it known to the platform. The platform has a Service

class which has to be derived by the user to implement a custom service.

This class provides functions which a service can do, like: sendOrder,

sendResult, waitOrder, waitResult, etc.

On the other side, the core platform realizes a basic service management.

It offers two functions which add or remove a service from the platform:

registerService and unregisterService. By adding a service to the

platform, the user must provide: the name and the version of the service,

the service type (ex. lightweight) and a priority. The function returns an ID

for the service which identifies uniquely the service on the local platform.

The core platform realizes the service management by applying the Service

Configurator design pattern [34].

Patterns have roots in Cristopher Alexander’s work on urban planning

and building architecture [2]. Software design patterns first became popular

with the object-oriented Design Patterns book [25].

A design pattern systematically names, motivates, and explains a general

design that addresses a recurring design problem in object-oriented systems.

It describes the problem, the solution, when to apply the solution, and its

consequences. It also gives implementation hints and examples. The solu-

tion is a general arrangement of objects and classes that solve the problem.

The solution is customized and implemented to solve the problem in a par-

ticular context. [25]

A very important advantage of design patterns is the fact that they speed

up the development process by providing an almost ready made solution

that has been used earlier and proved to be efficient. Commonly used design

patterns also have the potential of being revised and improved over time,

and thus are more likely to perform better than home made designs.

The Service Configurator pattern decouples the implementation of ser-

vices from the time at which the services are configured into an application

or a system. This decoupling improves modularity of the services and al-

lows the services to evolve over time independently of configuration issues,

such as whether or not two services must be co-located or what concur-

rency model will be used to execute the services. In addition, the Service

Configurator pattern provides centralized administration of all the services
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it configures. This facilitates automatic initialization and termination of

the services and can optimize performance by performing common service

initialization and termination activities [34].

The Service Configurator pattern requires all services to have an uni-

form interface for configuration and control. This allows the services to

be treated as building blocks that can be easily integrated as components

in our platform. The uniform interface which must be present by all the

services is given by the Service class of the core and has two parts:

• a mandatory syntactic interface, which realizes the physical binding

(due to the programming language) to the platform

• and a mandatory semantic interface, which presents the functionalities

provided by the service. This interface is accessed through the orders

that can be executed by the service.

Furthermore, the service can present its semantic interface through an op-

tional extension of the syntactic interface, which is called procedural in-

terface. The procedural interface contains functions which can be called

directly to execute the service functionalities. The procedural interface of

the service can be obtained by executting the getInterface function of the

service. The advantages and motivation of having this optional interface

are described in section 4.2.2. Figure 4.5 shows the Service Configurator

pattern used by our middleware.

The mandatory syntactic interface of a service contains the following

functions:

• getInterface, returns the optional procedural interface of the service

• serviceLoop, represents the execution body of the service and must

be overwritten by the user. For lightweight services, this function

is the start function for the thread which will host the service. For

procedural services, the function will be executed by the platform

every time when a new order is received.

• orderSignaled, executed every time an order is received for the ser-

vice. This function has to be as simple as possible and used only to

signal that an order is waiting to be processed by the service.
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Service

-GET_QOS_PARAMS

-CONSTRUCT
-DESTRUCT

-RECONFIG

+orderSignaled()
+resultSignaled()

+getInterface()
+serviceLoop()

ServiceRepository

+get( ID : int ) : Service
+getIterator() : Iterator

+remove( ID : int )
+add() : int

ExtensionServiceBasicServiceUserService

Figure 4.5: Service Configurator design pattern

• resultSignaled, executed every time a result is received for the ser-

vice. The same discussion from orderSignaled is valid here.

The mandatory semantic interface of a service consists of four platform

predefined orders which a service has to recognize. These are:

• CONSTRUCT, this is an order which is sent by the platform once the

service is registered on the platform. This is the first order received

by a service. The service can use it to allocate resources needed for

its life time.

• DESTRUCT, this order is sent by the platform when the service is unreg-

istered. The service can use this order to deallocate platform resources

or even to reject its unregistration.

• GET QOS PARAMS, when receiving this order the service should respond

with the QoS parameters supported by the service, if there are any.

More about QoS will be discussed in section 4.1.2.

• RECONFIG, this order is sent by the Dynamic Reconfiguration Service

to announce that this service should be reconfigured with another
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one. The service to be reconfigured can act accordingly and do special

actions like: prepare the current state of the service to be transfered

to the new service, reduce at minimum the number of activities made

by the service, etc. This is part of another PhD thesis [53].

Beside the mandatory orders, any user defined and application specific order

can be used to realize applications.

The ServiceRepository is a container which maintains all services reg-

istered on the platform. It has to use as less memory as possible, but in

the same time it should adapt for cases when a large number of services are

present on the platform. For static applications where the number of ser-

vices is known and will not vary, the ServiceRepository can be configured

as a simple array. For more dynamic applications the ServiceRepository

is implemented as a BucketContainer which is explained in section 4.4.1.

The ServiceRepository has four basic functions:

• add, which adds a service to the repository and returns an unique ID

• remove, which removes a service from the repository. The ID of the

service to be removed is provided by the user.

• get, which returns the reference to a service with the ID specified by

the user

• getIterator, returns an Iterator which can be used to enumerate all

services actually maintained by the ServiceRepository. This iterator is

used for example by the platform when searching for a service knowing

its name.

Communication principles

Now that we know how the services can be built and included in the plat-

form, the next step will be to define how they exchange information. Our

middleware approach provides three ways to exchange information between

services which are shown in figure 4.6 and are discussed further.
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Communication
in OSA+

Jobs communication
Basic communication

Chain communication

Procedural interface
communication

Figure 4.6: Communication methods in OSA+

Basic job communication

The basic job communication mechanism realizes the communication be-

tween services through messages. These messages are divided in orders and

results, where a pair (order, result) forms a job. The basic job mechanism

will be described step by step as it is used in a real application. These steps

are:

1. identifying the destination service for the orders

2. building the order which has to be sent to the destination service

3. filling the order with a message

4. choosing between connection-oriented or connectionless communica-

tion

5. sending the order and getting the result.

1. Identifying the destination service A communication is needed, for

example, when the user wants to transport some data over the network or

use some functionalities of a service - process the data and get back some

results. In both cases the user needs to specify the ending point of the

communication, the destination for its data. Our middleware presents the

services to the user as name and version pairs. In fact, to identify uniquely

a service on the global platform, the middleware needs more information,

like:

• information to uniquely identify the platform. This can be IP address

when communicating using internet protocol as network protocol or

serial port when using serial communication as network
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• information to uniquely identify the service on the host platform.

This is the local service ID given by the platform once the service is

registered.

But, the middleware should be location transparent and should shield the

user from these details. Therefore, the core offers a lookUpService function

which searches a service by its name and/or version and returns back a

lookUpInfo object which contains information about the found service.

This object can be further used to send orders to the located service. The

lookUpService function will look first for services on the local platform,

and if no service is found, will use the ARS service to search on the global

platform.

For identifying a service, the user has also the possibility to use directly the

local ID of the service when a service is on the local platform and the ID is

known.

2. Building the order Orders can be built by the registered services using

the buildOrder function of the Service class. This function will return

back an order which can be transmitted to the destination service, but it

doesn’t contain any message. For the moment, the order represents only

the envelope for the message. An Order object has the following relevant

members regarding the basic communication mechanism (figure 4.7):

• serviceDestId, the destination service for this order. This parameter

can be empty in the case that a lookUpInfo object is used further for

the communication.

• serviceSourceId, the service which built and sent the order. This

service will get back the result in case it exists.

• orderId, this identifies the functionality of the destination service

requested through this order.

• priority, this member is important for real-time applications where

different priority levels have to exist in order to indicate the impor-

tance of each operation. In case that more orders have to be executed

by a service, the order with a higher priority will be executed first.

58



This priority is inherited by the result and becomes the priority of the

whole job.

• resultSize, in case that the processing of this order will produce a

result, the size of the result is needed by the platform for reserving

necessary resources.

• orderData, this contains the real message which has to reach the

destination service of the order. The message can contain different

parameters for the service functionality selected by this order. These

parameters can be filled before sending the order using platform func-

tions. On the destination service, the parameters will be read and

processed.

• endian, this indicates the byte order format for the message param-

eters stored in the orderData and in qosData.

• qosData, this contains QoS information requested by sending this

order. More details about handling QoS information will be discussed

in section 4.1.2.

− serviceDestId        IM
− serviceSourceId    P
− orderId                  M
− priority                  O
− resultSize              M
− orderData              O
− endian                    P
− qosData                 O

Order

order QoS information

message

Legend:

IM − indirect mandatory, has to be
         specified by building the order
         or later using a lookUpInfo
         object
P  −    set by the core platform
M −   mandatory for user
O  −   optional for user

Figure 4.7: Order

3. Filling the order with a message Once the envelope for the message

is created, i.e. the order, the user has to fill it out with a message and

eventually to attach some quality of service demands for processing the

order. The orderData and qosData members are of type ByteArray. This
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class contains an array of bytes and has functions to write and read data

into it. The service which sends the order uses write functions for writting

the message into the order, and the service which gets the order will use read

functions for reading the message. Our middleware defines a series of types

which can be written and read from a ByteArray object, like: OSAShort,

OSAChar, etc. All the OSA+ types and their mapping to the C and Java

programming languages can be seen in table 4.1.

It can be observed from the table that the middleware introduces an

overhead of at least one byte for each data type compared with the na-

tive programming language type. This is due to an additional byte which

defines the middleware data type. Because messages represent the main

mean of communication in our middleware, we decided to introduce this

additional byte in order to provide the type safety characteristic for the

data transported over messages. In this way no misinterpretation can be

made for the message bytes.

One of the aims of our middleware is to be portable over programming

languages, and this must be valid for the data types used by the middleware,

too. In our conception, a middleware data type is portable over different

programming languages, if it maintains the same value on the mapped

programming language type. As example, an OSAUShort has the same value

range when mapped to an unsigned short in C and to an int in Java.

This is different from the CORBA standard, where the user has to take

care to use the appropriate CORBA data type that fits the programming

language dependent value range when sending a value to an application in

a different programming language.

4. Connection-oriented or connectionless communication When a ser-

vice is willing to send an order to another service, it can choose between two

possibilities. It can create a long term connection and send orders over it or

it can send the orders directly without establishing any connection. These

possibilities are known as: connection-oriented or connectionless communi-

cation.

The connection-oriented communication has the advantage that all re-

sources which are needed for transmitting the jobs will be reserved before

the communication starts. This will result in:
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OSA+ types mapping
OSA+ ANSI C JAVA

Type Min Max Bytes Type Min Max Bytes Type Min Max Bytes

OSAChar 0 2
16

-1 3 unsigned short 0 2
16

-1 2 char \u0000 \uFFFF 2

OSAShort -2
15

2
15

-1 3 signed short -2
15

2
15

-1 2 short -2
15

2
15

-1 2

OSAUShort 0 2
16

-1 3 unsigned short 0 2
16

-1 2 int -2
31

2
31

-1 4

OSALong -2
31

2
31

-1 5 signed long -2
31

2
31

-1 4 int -2
31

2
31

-1 4

OSAULong 0 2
32

-1 5 unsigned long 0 2
32

-1 4 long -2
63

2
63

-1 8

OSADouble IEEE754 IEEE754 9 double IEEE754 IEEE754 8 double IEEE754 IEEE754 8

OSAByte * * 2 unsigned char * * 1 byte * * 1

OSAWord * * 3 unsigned short * * 2 short - - 2

OSADWord * * 5 unsigned long * * 4 int - - 4

OSABool 0 1 2 unsigned char 0 1 1 boolean TRUE FALSE -

OSAString string of characters 3+2*n char* \0 terminated string n+1 String string of characters 2*n

OSAByteArray array of bytes 3+n unsigned char* * * n byte[] * * n

Legend:

                     *  : not applicable or relevant

                     -   : not present

Bytes column   : nb. of bytes when the type is serialized

Table 4.1: OSA+ types

• efficient communication, no time is spent anymore during the com-

munication for reserving and freeing resources

• safe communication, once the resources are reserved there is no more

the danger to be accidently out of resources. This situation can hap-

pen in connectionless communication where resources are allocated

each time a communication is realized.

These advantages are important especially for real-time processing where

the guaranteeing of resource reservation is made more easier when using

connection-oriented communication.

The core platform has the createConnection function which returns to

the user a Connection object that can be further used to send orders. As

parameters for this function, the user has to give a template order, a number

of orders that can be active over the connection and information to locate

the destination service. The template order and the number of orders to

be reserved indicate to the platform the memory needed by the user for the

communication. This information is used also to allocate resources in the

case that the destination service is on a remote platform.

The connectionless communication is suited when there are no strict tim-

ing demands and only sporadic orders will be sent to the service.
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5. Sending the order and getting the result The communication can

be synchronous or asynchronous. The synchronous communication is re-

alized by the following functions: sendOrder, waitOrder, sendResult

and waitResult. The asynchronous communication is realized through the

functions: sendOrder, existOrder, sendResult and existResult. The

exist functions check if there is something available to be processed for the

service: order or result. If something is available, it can be requested from

the platform through a wait function. Figure 4.8 depicts the methods used

when communicating with jobs.

SenderService ReceiverService

Middleware

sendOrder

waitResult existResult waitOrder existOrder

sendResult

1

2b 2a

3

4a4b

Legend: the numbers indicate the operation order when communicating by jobs

Figure 4.8: Synchronous/asynchronous communication with jobs

Note, there is a major difference between message oriented middleware like

e.g. JMS and the service oriented OSA+ architecture. OSA+ not only de-

livers orders and results (jobs), but it is as well responsible for the execution

of these jobs. This affects for e.g. that the middleware changes the priority

of a service when this service receives an order with a different priority.

Therefore, the OSA+ middleware performs job and service scheduling.

If the services are on the local platform, the core is able to realize the

communication. The modality how this is accomplished will be described

further. But, when a service is on a remote platform, the core uses the

Communication Services to send the order to the remote service, again

following the uniform service approach. This services will be described in

section 4.1.3.

Now we will describe the connection-oriented communication realized
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by the core platform. The connectionless communication is realized also

through connections which are hidden for the user. In this case, the plat-

form creates the necessary connections to realize the communication.

As already mentioned, the connection-oriented communication reserves

the resources once a connection is created. These resources are, for the local

communication, mainly the jobs that can be simultaneously active and are

not yet processed. These jobs will be reserved inside the Connection object

and their amount is specified by the user when the Connection is created.

Each service has two heaps sorted on priorities: one for unpro-

cessed orders - availableOrders, and one for unprocessed results -

availableResults. The core platform realizes the local communication

between two services through the Connection object created by the service

which initiated the communication - the source service of the orders. The

steps which are made by the core to realize the communication, are shown

in figure 4.9 and described here:

1. the core gets a free (unused) job from the Connection

2. the order is copied from the source service to the Connection object.

To realize a faster communication, we distinguish here two cases:

a) the content of the order is really copied byte by byte to the

Connection object

b) the Connection will use only a pointer to the order which has

to be sent. This method is faster, because it uses only pointers,

but has the drawback that the user must not modify the con-

tent of the order until it is processed by the destination service.

This requires user collaboration. This case is used inside the

middleware whenever it is possible.

3. the core adds the orders to the priority sorted order heap of the des-

tination service and acknowledges the destination service that a new

order has arrived

4. the order is processed by the destination service according to the

order’s priority and other QoS requests (see section 4.1.2 and the
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corresponding result will be written by the service directly inside the

Connection

5. the core adds the result to the priority sorted result heap of the order

source service, and acknowledges the order source service that a result

arrived.

availableOrders availableResults

heap heap

availableOrders availableResults

heap heap

SourceService DestinationService

order 3: add order

5: add result

Connection

2: copy order

4: write result

job

order

result

1: free job

job

job

Figure 4.9: Local connection-oriented communication

Procedural interface communication

The procedural interface communication is introduced in our middleware

to obtain a faster communication than the communication with jobs. It

is realized by normal method call, and the data is transmitted over the

method parameters. Using this mechanism to communicate to a service

introduces the following consequencies:
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• avoiding of the job communication mechanism which results in a faster

communication. In this case the priority used to execute the service

functionality is the caller service priority.

• the communication will be synchronous, the service which uses the

procedural interface of another service has to wait until the called

function finishes to execute

• the communication can be only local, on the same platform

• in this case a tight coupling is made between both services.

The procedural interface is optional, so a service can ommit this. In fact,

the procedural interface communication is used by our middleware to access

frequently used functionalities of the basic services (e.g. the Process Service

and the Communication Services) thus having an important impact to the

overall speed and real-time characteristic of the middleware. This issue is

addressed in more detail in section 4.2.2.

Chain communication mechanism

In the domain of the real-time systems, the application demands regarding

resources (CPU, communication needs, bounded time for memory usage)

are always important and considered. In order to fulfill these demands,

any additional information can be used to optimize the resource allocation.

Therefore, many applications, especially from the real-time domain, can

provide information in advance about a sequence of communications that

will be established with other applications. This information can be used to

minimize the overall resource usage, e.g. fewer inter-platform connections

will be established, which will save in the same time: memory, CPU and

communication time. Once the middleware has this information, it can op-

timize the flow of communication data and improve the overall performance

of the application. This can produce better results regarding the real-time

constraints imposed by the application.

The chain communication mechanism is an extension of the basic job

communication mechanism. Using the basic communication mechansim,

our middleware allows one-to-one communication through jobs. Using the

65



chain communication mechanism, a service can build a sequence of one-to-

one basic communications through jobs, which we call a chain. The chain

describes the communication partners of the service - the chain nodes, and

the orders to be transmitted to them. Furthermore, part of the results

from a chain node can be supplied as input data for the next node in the

chain, see figure 4.10. Regarding the chain concept, we define a multijob

as a sequence of jobs. A multijob contains a multiorder - the sequence of

orders to be sent to the communication partners, and the results obtained

by processing these orders.

SourceService

���

CommPartner1 CommPartner2 CommPartnern

comp. order part. order

1 2 comp./part.

order

3

���

forward

result

forward

result

Legend:

- the numbers represent the chain communication order 

- CommPartneri : communication partner service 

- comp. : complete, part. : partial

+
comp.

order

ordernorder1 order2

communication chain 

Figure 4.10: Communication chain

Analyzing the chain, the Communication Service knows the platforms

involved in communication and can obtain the values for the communication

throughput (the amount of data transported between two platforms in a

given time period) between all these platforms. With this information the

Communication Service can choose the optimum solution for each node

communication. It can choose between the following choices, figure 4.11:

• standard mechanism of establishing one-to-one connections to the

other communication partners

• establishing fewer connections and forwarding the data between the
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nodes of the chain. In this case the Communication Service can ap-

ply an algorithm from graph theory which maximizes the data flow

between the nodes of the chain.

SourceService

CommPartner1 CommPartner2 CommPartner3

6b

5a

4b

3a

2b

1a

(a) Establishing a connection for every com-
munication

CommPartner3

SourceService

CommPartner1

CommPartner2

1a

2a

4b

3a

(b) Establishing a connection between
successive partners and forwarding the
data

Legend:

- the numbers represent chain communication order

- a: sending an order, b: sending a result

- CommPartneri : communication partner service

Figure 4.11: Optimizing communication with chains

For supporting the chain communication mechanism, the Order class con-

tains the following members:

• mOrderPolicy defines different policies that can be applied inside the

chain, when processing this order. These policies are:

– MO POLICY BREAK AT ERROR, if the destination service reports an

error when processing this order, the processing of the chain must

be interrupted

– MO POLICY CONTINUE AT ERROR, if the destination service reports

an error when processing this order, continue to process the chain

– MO POLICY IGNORE RESULT, do not transmit back the result pro-

duced when processing this order
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– MO POLICY BREAK SEQUENTIALITY, if there is no data to be for-

warded between chain nodes, then make a multicast and send

the orders in the same time to the corresponding services

• fwdTable, this member contains information about which output data

from the result obtained by processing this order, should consist an

input data for the next order in the chain.

Inplementing the chain communication concept, two other classes were

added: MultiOrder and MultiJob which are linked lists of Order respec-

tively, Job objects.

Chain processing As in the basic communication mechanism, there are

two steps when using the chain communication:

1. establishing connections and reserving resources

2. sending data over the connections.

The most complex step is the first one, especially when the chain is spread

over different platforms. This step is realized by the HLCService together

with the corresponding low level communication services. The HLCService

will do the following (see also figure 4.12):

1. analyze the whole chain and group the communication partners which

reside on the same platform

2. analyze the inter-dependencies between successive communication

partners. If information will be forwarded we have an inter-

dependency.

3. analyze the communication performance of the inter-platform connec-

tions. This information is received from the low level communication

service.

4. create on the remote platforms chains containing the groups created

at step 1 and create inter-platform connections. These connections

are created according with the information obtained at steps 2 and 3.
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CommPartner1 CommPartner3 CommPartner2 CommPartneri CommPartnerj CommPartnern

Platform2 Platform3 Platformk

Platform1

Legend:
           possible low 
              level connection
           middleware
              connection

user chain

Figure 4.12: Chain processing

Once that connections are established and the user provided chain is split in

smaller chains on each remote platform, the OSA+ Core is able to process

the chain. The processing of the chain will happen sequentially on each

platform.

One way to extend the chain communication is to allow parallel process-

ing. If between two consecutive services there is no data to be forwarded,

then the platform could send the orders in parallel to both services.

QoS support

In order to present the real-time features of the underlying environment

(hardware, operating and communication systems), OSA+ uses QoS in-

formation. The user can request desired QoS properties for its actions:

deadlines, priorities, minimum band width for an Internet connection, etc.

Our middleware distinguishes between two kinds of QoS:

1. general QoS which are globally recognized by the middleware, like:

deadlines, band width, etc.

2. service specific QoS which can be defined by the service and can

be directly requested by the other services. The platform will not

interfere when processing this QoS information.
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The QoS information is divided in classes: time related, communication

related, etc. Our middleware provides a simple mechanism to realize and

extend the general QoS processed by the platform. Each class of QoS

information is managed by a service. This service will register a QoSHandler

to the platform, which will be executed every time an order contains QoS

information belonging to the class. As an example, the Event Service is

responsible for initiating and monitoring all time triggered actions. These

are mainly release times (earliest start of execution, earliest start of order

delivery, etc.) and deadlines (latest end of execution, latest end of order

delivery, etc.). The service will register to the platform a QoSHandler using

the following core function:

addQoSHandler(RTEventClass, RTEventQoSHandler)

Where RTEventClass is an integer representing the QoS class of parameters

regarding real-time events and RTEventQoSHandler is the handler imple-

mented by the Event Service. With this mechanism, new classes of QoS

information can be easily added to the platform.

The core platform differentiates two points in time when processing the

QoS information:

1. initialization time, when resources are reserved. As example for the

communication related QoS class, this is the time when connections

are created.

2. execution time, when orders are exchanged between services. As ex-

ample for the time related QoS class, this is the time when deadlines

for the orders are set and monitored.

The QoSHandler interface provides two methods for supporting these QoS

processing times: initializationTime and executionTime. They are

executed by the core platform at the corresponding processing time.

For the moment, our middleware considers only three QoS information

classes: time related, communication related and task scheduling related.

These are managed by the Event Service, Communication Services, respec-

tively Process Service.

The service specific QoS information will be delivered by the platform

along with the order. It depends of the service how this will be processed.
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An example of service specific QoS is a database service which might define:

database access priority or rate of read or write transactions per second.

As the efficiency is a key factor for OSA+, the QoS information is or-

ganized in classes of simple (key-value) pairs, where the key is a unique

code for a QoS parameter and value is the corresponding value for it. As

example an order can contain as QoS parameters the key-value pair (10 -

100), where 10 represents the QoS code parameter for the order execution

deadline and 100 represents the time in milliseconds. This mode to repre-

sent QoS information is very simple, efficient and flexible. On top of the

actual representation of QoS parameters, a layer can be easily added which

describes them in more general formats, e.g. the XML format. This layer

can be added on more powerful platforms with enough resources to support

it.

After discussing about the main aspects concerning the OSA+ core plat-

form, we will further describe the basic services.

4.1.3 Basic services

The basic services allow the middleware to use the underlying operating

system and/or hardware. They adapt and scale OSA+ to the heterogeneous

environments. The middleware is using a fixed interface for each specific

task which realizes the adaptation. These tasks are:

• using real-time memory management

• using processes and threads

• using communication hardware and protocols

• using timer events

In case of using OSA+ on an embedded system whith less resources, the

basic services can contain only the basic functionalities which are needed

for this environment.

Process Service

The Process Service allows OSA+ to use lightweight (threads) and/or

heavyweight tasks (processes) to run light- and/or heavyweight services.
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The Process Service adapts to different process models and scheduling poli-

cies and use them for scheduling the platform lightwieght and heavyweight

services.

OSA+ requires that a Process Service can create, start, terminate and

destroy tasks. Additionally, it can also take advantage of the possibility to

change priorities and deadlines or to suspend and resume tasks. Especially

the priority changing feature is mandatory for inheriting the order priority

to the service which executes the order. More about this will be discussed

in the real-time section 4.4. The Process Service is a procedural service and

has to be registered on the platform before registering other lightweight or

heavyweight services.

Currently the service adapts OSA+ to three processing environments:

1. Komodo real-time micro-controller. Here the service can use the FPP

and GP real-time scheduling schemes.

2. real-time specifications for java. The service is able to use the

javax.realtime package which gives the possibility to manage real-

time threads.

3. standard java. Only priorities are available to schedule the threads.

Communication Services

Communication services allow the platform to use communication hardware

and protocols to communicate with other platforms. This not only includes

sending and receiving data, but also includes routing data to services.

From the communication’s point of view, the middleware has a layered

architecture that is built by four layers (Figure 4.13):

• Job oriented communication between services (General Service Layer,

GSL)

• Job oriented communication between platforms (Platform Layer, PL)

• Simple data oriented communication across network boundaries (Pro-

tocol Spanning Layer, PRSL)
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• Simple data oriented communication inside of networks (Protocol

Layer, PRL)

Abstract Communication Medium (ACOMM)

General−Service−Layer (GSL)
Platform−Layer (PL)

Protocol−Spanning−Layer (PRSL)
Protocol−Layer (PRL)

General−Service−Layer (GSL)
Platform−Layer (PL)

Protocol−Spanning−Layer (PRSL)
Protocol−Layer (PRL)

Figure 4.13: OSA+ communication layers

The Protocol Layer consists of Low Level Communication services (LLCs)

that provide a simple communication with well-known protocols such as

TCP/IP, CAN or ISDN. To switch these protocols and to route data be-

tween services that are located in separate networks, the Protocol Spanning

Layer offers a High Level Communication service (HLC). This service will

send and receive data across the boundaries of networks. To keep the lay-

ers lean and to reduce the overhead, a very simple protocol is used. This

protocol only contains functions to establish and release connections and

to transmit data over them. OSA+ Platforms use the protocol spanning

layer to deliver remote orders and results. As the users of the HLC they

form the Platform Layer. Finally, the application services are grouped in

the General Service Layer.

The LLC services are designed to be synchronous regarding the commu-

nication. They are always waiting for remote data or commands received

from the HLC Service. In this way, no processor time is spent when no

remote communication exists.

TCPIPService The TCPIPService is a low level communication service

which is able to use the TCP/IP protocol. The service is using the java.nio

package appeared in JDK version 1.4. This package provides the following

advantages compared with the standard java.net package:
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• multiplexing/demultiplexing I/O operations. Using the java.net

package, the programmers would have to deal with multiple socket

connections by starting a thread for each connection. Inevitably, they

would encounter issues such as operating system limits, deadlocks, or

thread safety violations. With the java.nio package, multiple simul-

taneous socket connections can be managed by a single thread. This

leads to a scalable approach which saves considerable memory and

processor resources.

• unblocking blocked read, write operations. The new read, write block-

ing operations available in the java.nio package can be interrupted

by other threads. This feature is used by the TCPIPService when

it listens, in a blocking mode, from the network for incoming data

or connections. At the same time, the HLCService is willing to use

the TCPIPService for executing some actions, e.g. sending an order

on a remote platform. To solve this, the TCPIPService overrides the

signalOrder method of the Service class which is executed by the

platform when a new order arrives. In this method, the service un-

blocks itself from the blocking mode in order to act on the received

order.

• non-blocking operations. Using blocking operations from java.net

package, a thread will block on a read or a write until the operation is

completely finished. If during a read, data has not completely arrived

at the socket, the thread will block on the read operation until all

the data is available. Using non-blocking operations, the thread will

read whatever amount of data is available and return to perform other

tasks.

A similar library as the java.nio package, is the NBIO library [43]. This

can be used for earlier versions of the JDK standard libraries.

In figure 4.14 the simple protocol between all the communication layers

can be seen. It is interesting to mention here the createRemoteConnection

function of the HLCService which is executed in two steps:

1. first, a low level connection is established, and
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2. secondly the information about the resources to be reserved for this

connection is sent to the remote platform. This information contains

the number and size of active jobs that can exist on this connection.

TCPIPService CANService (PRL)

Application service (GSL)

Core platform (PL)

HLCService (PRSL)

connect/close
send

create(release)Connection
sendOrder/sendResult

create(release)RemoteConnection
sendRemoteOrder/sendRemoteResult

create(release)LLCConnection
sendHLCData

waitOrder/waitResult
existOrder/existResult

create(release)Connection
insertOrder/insertResult

receivedLLCConnection
releaseLLCConnection

receivedLLCData

close
receive

Figure 4.14: Simple protocol between the communication layers

Event Service

The event service allows the platform to use environment based events.

These can be:

• hardware based events, e.g. hardware timer events and other inter-

rupts. These events require the Event Service to work directly with

the hardware.

• operating system events, e.g. OS timers and interrupts. In this case

the Event Service uses the operating system capabilities.

An important event class for real-time are timer events. They give to the

platform the possibility to attach different timings to the jobs and to mon-

itor if they are respected. Once that the Event Service is registered on the

platform, it will also register a QoSHandler which is able to deal with all

timing related QoS information. It will initiate the release times of the

orders and will monitor their deadlines.
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Real-time Memory Service

Contemporary and future real-time systems are more dynamic, so not all

resources can be pre-allocated. OSA+ provides support for these dynamic

systems by definition of a basic service, the Real-time Memory Service,

which can be plugged into the platform. The Real-time Memory Service

allows the allocation and freeing of memory under guaranteed timing con-

straints. The platform can use this functionality to deliver jobs in real-

time, for connectionless communication where the needed buffers are not

pre-allocated. For real-time operating systems, the Real-time Memory Ser-

vice can rely on their capabilities to dynamically allocate and free memory.

In environments without that support, the approach is to demand in ad-

vance an important amount of memory when the service is registered on the

platform. In that case, the Real-time Memory Service realizes a predictable

memory management itself. This task is challenging especially in the case

of embedded systems, where the memory is limited and has to be used as

efficient as possible.

ARS Service

The Address Resolution Service is responsible for locating services on the

global virtual platform, the middleware level. In a usual configuration an

ARS Service maintains location service information for several platforms.

This information consists of:

• service identification information: name and version

• service location: the network type used to reach the platform where

the service is located and the network address of the remote platform.

An example for this information, which is mapped to the middleware

class LookUpInfo, will be: {UserService, 0.7, TCPIP, 127.0.0.1:5000}.

Having this information, the communication services can locate and reach

all the services which are maintained by the ARS Service. The core platform

uses the ARS Service to provide location transparency to user applications.

The user has to give only the name and/or version of the service to com-

municate, and the core platform will:

76



• contact the ARS Service and obtain information about the service

location

• use location information and the communication services to send or-

ders and results.

In order to use the ARS Service, the user has to configure first the core

platform with its location using the core function configureARS. Once that

the core is configured, each new service which will be registered on the

platform will be also made public to the ARS Service. An exception is

made for the basic services which are known only on the local platform.

However, other implementations of the ARS are possible too. Services can

be located as well on a peer-to-peer basis, when the ARS just asks the

neighbour platforms if a service is unknown. Broadcasts would be another

possibility to locate remote services.

4.2 OSA+ microkernel architecture

One main goal of OSA+ is the realization of a highly scalable architecture,

which can easily be adapted to different hardware and software environ-

ments. Especially we want to be able to scale down to embedded systems.

To reach this goal, a microkernel architecture well known from operating

systems is used. The OSA+ platform consists of a very small core platform,

which offers a basic functionality. This core platform can be extended and

adapted to the environment through the basic services. And finally user ser-

vices can be added on the platform. If we compare OSA+ to a microkernel

operating systems, we can see that:

• the microkernel role is played by the core platform

• the operating system services are in our case the basic services

• the inter-process communication mechanism corresponds to basic job

communication mechanism in our middleware, and

• the user applications correspond for our middleware to the user ser-

vices.
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In the following section the motivation of choosing to use a microkernel

concept for our middleware will be discussed.

4.2.1 Microkernel principals and ideas

The microkernel concept will be discussed in the context of the operating

systems first, because it is more easily and intuitive to be presented on that

level instead of using only abstract concepts. Once we map the microkernel

concepts to our middleware, the principles and ideas can be easily seen for

the middleware, too.

In operating systems, we can distinguish the kernel approach and the

microkernel approach. The kernel approach included all the OS services in

the kernel. The main idea is, that all the services are safe and absolutely

trustworthy. The advantage for this approach is that there is no restriction

to implement the OS services which makes the kernel approches to obtain

a good performance. The disadvantage is that the OS does not control the

execution of these services, so if an OS service is failing, the entire OS can

fail.

The main idea for the microkernel approach is to keep the kernel minimal.

Therefore, the OS services are kept outside the kernel. This reduces the ker-

nel’s size and protects the OS services from each other and the users. Now,

OS services can be introduced that are not necessarily totally trusted by

the other services. The idea for this approach is to separate the OS services

by each other. This is realized for OSes by having different address spaces.

Since they are isolated and protected by each other, the microkernel has to

supply user and system services with a cross-address-space communication

facility which is usually called inter-process communication (IPC).

The advantages of using the microkernel approach are:

• first of all flexibility and extensibility. The system can be easily

adapted to new hardware or software. Only selected services need

to be modified or added to the system. The modifications can be

made and tested on line.

• coexistence of different APIs, multiple services which provide the same

facility can exist in the OS.
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• isolation, OS services malfunctions are isolated as normal applica-

tions. They can be shut down and replaced.

• modular system structure

• easy maintenance, less error prone

After having presented the microkernel principles, it can be seen that these

principals are extremely close to our goals:

• focus for embedded systems - the central idea is minimality

• as middleware, scalability and adaptation to different environments -

flexibility and extensibility are inherent advantages of the microkernel

concept which permit to microkernel OSes to easily adapt to new

hardware or software.

Therefore, we decided to investigate this concept for building our middle-

ware and to work further for the real-time aspect of the middleware.

4.2.2 Avoiding the microkernel drawbacks

The microkernel concept seems to be a perfect approach for reaching the

above mentioned goals. However, the disadvantages must also be consid-

ered. The strict separation of the services introduces two drawbacks when

using the microkernel approach:

1. less performance, the services can not share common information but

have to use the IPC to exchange this information

2. increased communication overhead, by raising the modularization of

the entire system, the communication between the services is raised

too.

To overcome these drawbacks in our middleware approach, we introduced

the following techniques:

• the basic services can share common information with the core plat-

form (and only with the core platform) on a read-only basis. They are

not allowed to modify this information. Otherwise, a faulty service

can affect the entire platform.
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• the procedural interface communication, see section 4.1.2. A pro-

cedural interface of a service represents the public access points for

the other services. These access points can be used natively in the

implementation programming language, with the restrictions already

discussed. The main advantage using this technique is to reduce the

communication time by a more direct connection. The amount of

communication remains the same.

Figure 4.15 shows how the procedural interface communication avoids the

job communication which is more time consuming (message based commu-

nication).

OSA+ microkernel

User Service OSA+
Basic service

OSA+ API

OSA+
Basic service

Procedural interface

Job
communication

Figure 4.15: Overcoming microkernel performance loose through procedural
interface communication

4.3 Scaling OSA+ by the microkernel and the

basic services

By the microkernel approach and the basic services, the OSA+ middleware

can be scaled to different environments and application requirements. Here

are some examples on how OSA+ can be configured:

• the microkernel can be used standalone. Since it contains no operating

system or communication system dependant parts, it can only provide

the use of local procedural services with a single control flow. This

results in the lowest possible functionality and memory footprint.
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• adding the Process Service establishes the connection to the operating

system. Thus, local procedural, lightweight and heavyweight services

can be used.

• combining the microkernel with the Process Service and the Commu-

nication Services allows local and global services to be executed.

• combining the microkernel with the Event Service enables local pro-

cedural time-triggered services.

• etc.

As it can be seen, the full microkernel approach in combination with a

purely service oriented architecture provides a great flexibility. Further-

more, different types and qualities of basic services can be used without

the need to change the application or the core platform. As mentioned in

the previous sections, different implementations for e.g. the ARS, the Real-

time Memory Service or the Communication Services are possible. Finally,

extension services can be used to increase the core platform functionality,

e.g. by encryption or error logging.

4.4 OSA+ and real-time

The OSA+ middleware can guarantee real-time performance of its opera-

tions only if all the underlying layers are able to carry out their functions in

real-time (see figure 1.2). First of all, the hardware must guarantee worst

case execution times for its operations. Simple microcontrollers or proces-

sors without caches and branch prediction are more suitable than highly

speculative complex microprocessors. Second, the operating system used

should be a real-time one. It should support at least one of the common

real-time scheduling policies like fixed priority preemptive or earliest dead-

line first (EDF). Another possibility is to omit the operating system layer

at all. On a small microcontroller, the Process Service described in section

4.1.3 can operate directly on the hardware and exploit the real-time features

of the processor. This is very important in case of the embedded systems.

Real-time memory management is a useful feature which can be used by
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OSA+ as it was discussed in section 4.1.3. In case of no real-time mem-

ory management is available, the operating system should support memory

locking. And third, the physical communication medium and the protocols

used should guarantee worst case execution times for the transmission of

messages between the nodes of the distributed system.

These assumptions regarding the environment are necessary conditions

in order to provide real-time to the user applications. Furthermore, the

middleware layer itself, OSA+, has to maintain the real-time features of

the underlying environment and to present them to the user applications.

In the following sections the modalities chosen to maintain and present

these features to the user applications are described.

4.4.1 Separate functionality

An important aspect when designing real-time applications is the resource

allocation issue. This affects the predictability of the application. In most

of the cases resource allocation implies complex techniques which do not

respect strict timing constraints, e.g. complex algorithms for memory al-

location, parameter negotiation for protocol communication, task creation

implies memory allocation, etc. Therefore, our middleware makes a strict

separation between:

• initialization functions, and

• operational functions.

Initialization functions are responsible for resource allocation. They can be

unpredictabile and might not obey any timing constraints. Some examples

of initialization functions of our middleware are:

• createConnection and releaseConnection. The createConnection

function allocates all the operating system and middleware needed

resources regarding communication, e.g. sockets, buffers, jobs.

• lookUpService. This function is used to locate a service before start-

ing the real communication. It realizes a search operation (searches

a service having the name and/or version values) whith no constant

time behaviour.
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• registerService and unregisterService. Calling the

registerService function, the core platform has first to add the

service to the Service Repository, an operation which might not be

performed in constant time. Then, in case the service is lightweight

or heavyweight the core will use the Process Service to create an

operating system thread or process to host the service. Again, this

operation implies memory allocation and might not be necessarily

executed in constant time.

Operational functions use the resources allocated by the initialization func-

tions and must offer a constant and bound time behaviour. As middleware

function examples, we can mention:

• sendOrder and sendResult. The functions use the resources already

allocated by the createConnection function. A special issue here is

the processing of the job priorities. The operations to maintain the

job queues sorted on priorities have to perform in a bound time. This

aspect is discussed further in section 4.4.3.

• waitOrder, waitResult. These functions have to fetch in bound time

the job with the highest order from the job priority queue. More about

this is described in section 4.4.3.

• existOrder and existResult. These functions simply check if the

job priority queue is not empty. It is not very difficult to realize this

in bound time.

Techniques for realizing predictablity behaviour

In order to maintain the determinism and predictability of the underlying

environment, a series of principles and implementation techniques must

be strictly applied when designing the middleware. In OSA+ these are

represented by:

• separation between initialization and operational functions. This

principle has been already explained in the previous section.

• using priorities: fixed or time-based priorites. They will be explained

in sections 4.4.3 and 4.4.4.
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• choosing algorithms and data structures which have a bound time

and a good WCET(worst case execution time). We are using prior-

ity heaps (see 4.4.3) and general trees (see the description of bucket

containers below).

• avoiding search operations for the operational functions

• sacrifice high-level programming techniques for efficiency. Some cases

to mention here are:

– using list pointers instead of iterators. To obtain an iterator

implies in most of the cases the allocation of a new iterator object

even if this is not obvious for the programmer. The allocation

introduces unbounded performance overhead.

– reusing objects, which again avoids allocations.

• and, realize a close loop between development and evaluation. This

can show the weak points of the performance from already earlier

stages of development.

Applying these techniques becomes more difficult especially when the mid-

dleware is confronted with additional requirements, like:

• modularization, which means in OSA+ strict separation between the

basic services of the middleware basic services. This introduces more

communication overhead, but the procedural interface communication

introduced by us can overcome this problem.

• strict restrictions regarding memory consumption, OSA+ is focusing

on embedded systems. To cope with these restrictions, OSA+ uses a

number of techniques described in the Noble’s book [44], like:

– “small interfaces” [40] and “strong design” [35] principles, which

say that an interface should present only the minimum data and

behavior to its clients.

– hooks, which dynamically modify the behavior of the core plat-

form. This is the case of QoSHandler objects, which change

dynamically the behavior of the platform when treating QoS in-

formation.

84



– packages. A large program with lots of optional pieces can be

split in packages and loaded when there are needed. The micro-

kernel architecture concept uses this principle. The packages in

our case are the services.

– sharing. Multiple copies of the same data can be avoided when

the information is shared everywhere it is needed. We apply this

principle when the core platform shares information with the

basic service. However, this principle has to be applied carefully

due to security and fail safe reasons. Thus, the shared data is

read-only for the basic services.

– multiple representations. To support several different implemen-

tations of an object, each implementation must satisfy a common

interface. For example in OSA+, the HLC Service can have dif-

ferent implementations:

∗ a basic one, with a small footprint, which is able only to

route messages to the low level communication services

∗ an enhanced version which supports the common basic func-

tionalities and other extra features like: applying special al-

gorithms to find the optimum solution when establishing low

level communication connections in case of using the chain

communication mechanism (see figure 4.11).

An example for a data structure with a good WCET used in OSA+ is

the Bucket Container. The Bucket Container is a container (data structure)

that maintains objects in buckets. A bucket is represented by a vector of

pointers to the objects managed by the container, see figure 4.16. This

structure represents a special type of general incomplete tree, where each

non leaf node has exactly bs siblings (bs is the bucket size) and the object

pointers are stored only on the tree leaves. Additionally, the structure con-

tains a linked list with buckets which have at least one free slot for storing

an object. This list is used when adding a new object to the container.

From now on, objects will be used for convenience in place of pointers to

objects.

The ideas for building such a structure are:
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• using the memory space in an optimal way when managing a variant

number of objects. This is e.g. needed when managing connections

or services registered on the platform. A simple linked list would

introduce a lot of overhead. A simple array lacks the necessary dy-

namics. The tree-based Bucket Container is able to manage a number

of n = bstl objects, where tl is the number of tree levels. At the be-

ginning, the container will be able to store objects in a preallocated

number of buckets. Once that these buckets are filled with objects,

new buckets are created. In this way, the storage capacity can be ex-

ponentially extended by keeping the overhead low at the same time.

• the operations to manage objects have low bound complexity values:

– add is adding an object to the container and returns an ID.

The operation complexity is max(O(bs), O(1)+O(al(logbsn))), if

exists already a free slot among the existing buckets, respectively

a new leaf bucket has to be created. al(m) is the allocation time

for m buckets.

– get, returns the reference of an object knowing its ID. The com-

plexity of the operation is O(logbsn + bs).

– remove, removes the object with the specified ID from the con-

tainer. The complexity is: O(logbsn + bs).

4.4.2 QoS information

OSA+ allows every service to provide quality of service (QoS) information

for the platform and all other services which want to use it. QoS parame-

ters depend highly on the individual service, so they belong to the service

specification. However, for the middleware basic and the extension ser-

vices all QoS parameters are predifined by the OSA+ middleware and they

can be used by the user. These QoS parameters are important because

they reflect the characteristics of the underlying hardware and operating

system. Therefore, the real-time characteristic of the middleware depends

upon them.

The QoS parameters predifined by the OSA+ middleware are:
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Figure 4.16: Bucket container structure

• for low level communication services:

– RT, if a predictibale communication is possible at all

– bandwidth, the amount of data that can be transferred on a

connection in a defined amount of time

– priority, if the connection allows priority based communication

– send/receive buffer sizes

– timeout, if a timeout value can be set for the blocking operations:

accept, read

• Process Service:

– the process/thread stack size

– the available RT scheduling schemes

– the RT scheduling scheme specific parameters: priority, deadline,

processor percentage utilization, etc.

– the possibility to modify task scheduling parameters during run-

time
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• Event Service:

– deadlines set for order processing

Using the QoS parameters the middleware core and the application services

can evaluate the real-time capabilities based on the current environment

(operating system, communication system, etc.). Here are some examples:

• if the Process Service offers no real-time scheduling scheme (non RT-

OS present), no real-time operations are possible at all.

• if RT scheduling schemes are available but the low level communica-

tion services report no real-time features (bandwidth, priorities, etc.),

only local jobs can be processed in real-time.

• if RT scheduling schemes are available and the low level communica-

tion services report real-time features, e.g. priority based communica-

tion, remote jobs can be processed in real-time too, because priorities

can be preserved end-to-end from on platform to the other thus avoid-

ing priority inversions.

4.4.3 Job scheduling

The main communication mechanism in OSA+ is realized through jobs. In

order to have a predictibale communication the core platform introduces

priorities for jobs. Each service processes the arrived jobs in the priority

order. The core platform uses priority quees to maintain the service jobs

which are waiting to be processed, see 4.4.3. Moreover, the core platform

will modify the priority of the job’s destination service according with the

priority of the job. This action is performed when the job is picked up

by the service and is possible only if the Process Service realizes a priority

based task scheduling.

Regarding priorities, the core platform realizes a priority inheritance

mechansim in order to avoid priority inversion for job processing. Priority

inversion can happen when a service is curently processing a job with a low

priority and a high priority job is waiting to be processed in the priority

queue.
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So, the core platform is able only to realize a priority based scheduling

of the jobs.

When the user needs a time based scheduling, the Event Serivce has to

be plugged to the platform. The Event Service will manage all the jobs

which contain time related QoS information: release times and deadlines

for job processing. For the release times, the Event Service will:

1. send the job to the job’s destination service

2. modify the deadline for the job’s destination service according to the

deadline of the job. In this way, the job scheduling parameters are

inherited by the service which should process the job. This can be

realized only if the Process Service supports modification of scheduling

parameters for the tasks at run-time.

Priority queues

The jobs are scheduled by the core platform using priority queues. These

queues are used by the core when sending orders and results. Because

these operations are categorized by the middleware in operational oper-

ations (see 4.4.1) and are determinant for the predictability of the mid-

dleware, they have to provide bound time for the enqueue and dequeue

operations. Therefore, we chose to implement them using binary heaps.

A binary heap is a heap-ordered binary tree which has a very special

shape called a complete tree. The order in the heap is given by the rule:

each node value of the tree is greater than the values of its siblings. As a

result of its special shape, a binary heap can be implemented using an array

as the underlying basic data structure. Thus, the implementation is based

on array subscript calculations rather than pointer manipulations. And

since an array is used, the storage overhead associated with the pointers

contained in the nodes of the trees is eliminated.

The enqueue and dequeue operations for the binary heap have O(log n)

complexities which make them appropriate for using as priority queues.
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4.4.4 Service scheduling

Besides job scheduling, our middleware realizes service scheduling, too. As

already discussed in section 4.4.3, services are scheduled in OSA+ according

to the job scheduling parameters. The priority (or deadline) of a service is

set to the priority (or deadline) of the job it is currently processing. Services

are scheduled by the core platform through the Process Service which di-

rectly adapts to the scheduling scheme of the hardware or operating system.

The adaptation of the service priority according to the currently processed

job is the default behaviour applied to a registered service on the platform,

and is known as ORDER PROPAGATED policy. The user can otherwise change

this behaviour and use the SERVICE DECLARED policy. This allows the user

to:

• request specific scheduling parameters for the service (e.g. priority)

• not inherit the scheduling parameters from the jobs received by the

service.

Note, only the lightweight and heavyweight services can be scheduled be-

cause they have their own control flow.
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Chapter 5

APPROACH EVALUATION

In the previous chapter we described the principals and realization of our

middleware approach. We presented the concepts that drove us toward a

solution for the development of applications for distributed real-time and

embedded systems. In this chapter, we will evaluate the implementation of

these concepts and analyze if they cope with our expectations.

5.1 OSA+ for embedded systems

One of our main objectives is to adapt to embedded systems. Thus, we

have to address the following requirements:

• high scalability. Our middleware has to scale down to these systems

and maintain only the necessary components.

• minimize the memory footprint. Even if we scale down and main-

tain the necessary set of functionality, we can only benefit from this

functionality if we match the stringent memory requirements. Our

software has to fit on a system with low memory resources.

• minimize the performance overhead. If we succeeded to physically

adapt our middleware to these embedded systems, we must also con-

sider the performance degradation which our middleware introduces

to a distributed application. The performance overhead introduced

must not hinder the requirements of the application which uses our

middleware, especially in the case of real-time applications.
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5.1.1 High scalability

Our middleware is highly scalable due to the pure microkernel architecture

and service orientation. These concepts offers two characteristics regarding

the scalability:

• platform configurability: the microkernel architecture permits us to

select for the middleware only the desired functionalities. These func-

tionalities are realized by the microkernel and additional services.

• fine adjustment: each component selected to be part from the plat-

form, can be further configured and adjusted to the needs of appli-

cation and environment requirements. For example, the HLC Service

can provide basic functionalities, or can implement more complex al-

gorithms in order to realize an optimum communication with chains

of orders, see 4.1.2.

5.1.2 Memory footprint

In order to measure the memory footprint for our middleware, we used the

Sun java compiler for Linux, version 1.4.2 05. In table 5.1, there are two

sets of measurements:

• a normal set, obtained by compiling the source files and removing

debug information from the resulted classes

• a minimum set which is obtained by executing an additional tool [37]

on the classes generated at the previous step. This tool makes opti-

mizations for code size, like:

– removes the code which is not used by the application, eg.

classes, methods, variables.

– renames long with short names

As it can be seen from the table, for the minimum version the overall

footprint including TCP/IP communication is about 44 kBytes, which is,

to our knowledge, the smallest footprint for a fully configurable real-time

middleware. Furthermore, e.g. for local sequential applications, only the

core and the InitService is necessary leading to a footprint of 29 kBytes.
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Minimum Normal
OSA+ Core 28628 52705

ProcessService 3316 5084
HLCService 5695 9561

TCPIPService 5992 7573
InitService 880 1046

Total 44511 75969

Table 5.1: OSA+ footprint(in bytes)

5.2 OSA+ and real-time

Our approach aims toward a middleware which maintains the real-time

features of the underlying environment. Therefore, the predictability of the

middleware has to be evaluated and analyzed.

The main idea when evaluating the real-time features of our middleware,

is to obtain an environment which is proved to be real-time. In this way,

the results generated by an application using OSA+, are not influenced by

the enviornment but only by our middleware. The influence in this case is

introduced in terms of predictability and determinism.

5.2.1 Considerations about the test environment

As it can be seen in the picture presented at the beginning of the thesis 1.2,

in order to have an environment with real-time features, we choosed two

configurations:

1. a microcontroller with real-time features

2. a general processor with a:

• real-time operating system, and

• a real-time interpreter, which in our case is represented by a java

virtual machine.

From both configurations, we removed the remote communication, because

at this moment we do not have implemented a communication service which

adapts to a real-time network communication medium, like: CAN Bus [9]
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or, SCI [27]. The only remote communication which we can do is based on

the TCP/IP protocol which does not have support for real-time.

For the first configuration we used the Komodo Simulator which is sim-

ulating the Komodo microcontroller. The Komodo project explores the

suitability of Java and a multithreaded processor in embedded real-time

systems [11]. A multithreaded processor is characterized by the ability to

simultaneously execute instructions of different threads within the proces-

sor pipeline, which allows an extremely fast context switch. Multithreaded

techniques are proposed in processor architecture research to mask laten-

cies of instructions. The Komodo microcontroller has the following features

which make it appropriate for real-time applications:

• supports four real-time scheduling schemes:

– earliest deadline first (EDF), where the thread with the closest

deadline gets the highest priority,

– guaranteed percentage (GP), where each thread gets a guaran-

teed percentage of the available processor power

– fixed priority preemptive (FPP), where each thread gets a fixed

priority, and

– Least Laxity First (LLF), where the thread with the lowest laxity

to the deadline gets the highest priority.

• has zero latencies for thread context switches. A context switch ap-

pears when a different thread is scheduled for execution.

• can execute maximum six real-time threads

• has a java virtual machine implemented in hardware

For the second configuration we use for evaluation as real-time operating

systems:

• TimeSys Linux GPL 4.1 based on the Linux kernel 2.4.21

• TimeSys Linux GPL 5.0 based on Linux kernel 2.6.0

• MontaVista 3.1 based on Linux kernel 2.4.20
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As comparision we use also a non real-time operating system: RedHat 9.0

based on Linux kernel 2.4.20 [49].

The TimeSys [61] and MontaVista [42] RTOS apply different modifica-

tions to the original Linux kernel in order to improve the real-time perfor-

mance of basic mechanisms, such as:

• improvements to the scheduler and drivers in order to have a pre-

emptible kernel and to improve the responsiveness of user processes.

• high-resolution timers, with a resolution below one millisecond (eg.

100 microseconds or even less depending on the hardware). The Linux

kernel provides timers with a 10 milliseconds resoultion.

• mutexes with priority inheritance, so that a higher priority process

can continue with the execution as soon as possible.

These RTOSes use the standard Linux API and the POSIX standard.

Therefore, existing Linux applications can be simply executted in a real-

time operating system without changes.

The java virtual machines used for evaluation were:

• Sun JVM 1.4.2 06 which is a standard java virtual machine, and

• the reference implementation of the real-time specification for java.

This is realized by TimeSys and we will refer it as RTSJ. The version

used in our evaluations is 1.1. The real-time specification for java

enable Java programs to be used for real-time applications, see [23].

The test environment for these two configurations had the following char-

acteristics:

• first configuration, Komodo microcontroller: 5.5 MHz frequency, 2Mb

RAM

• second configuration, general purpose processor: Mobile Intel Pen-

tium 4, 1800MHz, 512 MB RAM. All the evaluations were running

in console mode, without any other processes on the system except

the application. In this way we tried to avoid as much as possible

influences from other sources.
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For evaluating the predictability of our middleware not only the average

performance for a bunch of operations is important, but also the peak per-

formance for a single operation. For hard real-time applications, the worst

case execution time of an operation is more important than the overall per-

formance. Thus, we used a simple Client/Server application. There were

implemented as lightweight services and their pseudocode looks like this:

Server Client

while (not test_finished) { test_finished=false;

waitOrder(); createConnection(Server);

measure time after receiving; order = createOrder(order_size);

sendResult(); fill_order_with_data;

} for (1000 times) {

measure time before sending;

sendOrder(order);

waitResult();

}

test_finished = true;

We use the basic communication mechanism with order sizes of 32 bytes.

On the Komodo we collected 10 samples of this test and on the Pentium 100

samples. Furthermore, we recorded the following computed values: mini-

mum, maximum, average and standard deviation for each test. Moreover,

on the Komodo microcontroller we used four different configurations:

• FPP scheduling scheme, no garbage collector, each service had the

same priority

• GP scheduling scheme, no garbage collector, Client/Server CPU

shares of 60/30 percent

• GP scheduling scheme, no garbage collector, Client/Server CPU

shares of 50/50 percent

• GP scheduling scheme, with garbage collector, Client/Server/GC

CPU shares of 60/30/10 percent.
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The real-time garbage collector of Komodo can be started as an additional

thread and, as for the other real-time threads, custom scheduling parame-

ters can be assigned. In this way, the user can control the garbage collector.

On a standard java virtual machine, the garbage collector introduces un-

predictable behavior for an application.

On the Pentium processor, we tested the Sun JVM in interpreted mode,

avoiding the execution of the Just In Time compiler (JIT). The JIT intro-

duces unpredictable behavior, by compiling the java bytecode of the hot

spots in an application into machine specific code. This results in longer

times when this operation is performed, but the performance is increased

for next execution of the same part of the application.

For both configurations we were looking for patterns when sending these

1000 orders. Eventual patterns, like peeks which appear in all configurations

at a certain time, can show that our middleware encounters a situation

where it doesn’t behave predictably.

The time was measured on the Pentium processor by executing the rdtsc

instruction, which returns a 64 bit quantity indicating the number of pro-

cessor cycles since the machine was booted. In order to use the rtdsc

instruction, we used a C code function which was accessed by our Java ap-

plication through the Java Native Interface (JNI). The JNI interface allows

java applications to access libraries written in C or C++. As observed in

our tests, the first measurement has every time a greater value than the

average. This can be explained by the fact that the java virtual machine

is loading the library code used for our fine measurements in its address

space. This is confirmed on the Komodo Simulator, where the first mea-

surement does not have any specific pattern. Here, no library is needed and

loaded by the microcontroller, but a Komodo API function is used to get

the processor cycles since the Komodo Simulator was started. This value

still appears on the graphics, but is not considered in statistics.

All time measurements were recorded in memory for each test, and saved

in a file when the test was finished. In this way we tried to avoid as much

as possible I/O operations to the harddrive. However, when collecting the

statistics for the 100 samples, they were saved after completing a sample in

a file. This could result in I/O operations in between the tests, which may

interleave with our time measurements for the next test.
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5.2.2 OSA+ predictability evaluations

Before starting to discuss the evaluations regarding our middleware pre-

dictability, a short roadmap is given which hopefully will help the reader

to easily follow the ideas behind these evaluations:

1. firstly, we will analyze our approach in a full real-time environment:

the Komodo microcontroller. This evaluations set we will refer it as

Full RT and should show clearly if OSA+ performs in a predictibale

manner.

2. then, OSA+ will be studied on top of a real-time JVM - RTSJ and

all selected operating systems. We expect to observe here, that the

configuration RTOS + RTSJ is comparable with the Full RT evalu-

ations set. Furthermore, when combining RTSJ with a non real-time

operating system, we expect the real-time java virtual machine can

not support the predictability of the application without the help of

a RTOS. This evaluations set we will name RTSJ.

3. in the third set, we will analyze the predictability of OSA+ on top of

a standard java virtual machine. Here we are interested if the real-

time operating system can support by itself the predictability of the

application when the java virtual machine is not real-time. We should

expect here worst results regarding the predictability compared with

the RTSJ evaluations set. This set we will name it Sun evaluation

set.

When evaluating the results obtained, we will qualify them using two cri-

teriums:

• the predictability: as uniform the values are, as predictable they are

evaluated. A statistical value which indicates the uniformity of the

values, is the standard deviation.

• and their value: as small the value is, as better is the performance for

executing a single operation.
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The Full RT evaluations set

On the Komodo microprocessor we observed that all 10 samples for each

configuration produced the same succession of time measurements. This

confirm us the high level of predictability for this environment.

The ideal results were obtained when using the FPP scheduling scheme,

figure 5.1. Here, all the 1000 measurements made have the same value, 4308

microseconds. This is due to two reasons:

• the Garbage Collector does not influence the application.

• as soon as one service is blocked waiting for an order or result, the

other thread gets the processor in a deterministic context switch time,

which for Komodo is zero cycles.
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Figure 5.1: OSA+ on Komodo, FPP, no GC, same priority

The values obtained here, 4308 microseconds, are the smallest obtained

from all configurations. This is due to the scheduling scheme, which suits

best here. This can not be obtained using the GP scheduling scheme,

figures 5.2 and 5.4. However, without the garbage collector we still get a

uniform distribution, all measurements show the same value.

This set of results confirm us clearly that OSA+ maintains the predictabil-

ity of the environment. No peaks are appearing in the measured results once

that the resources are reserved by the middleware.

From our evaluation, a standard and often configuration for a normal

application is missing: OSA+ using the FPP scheduling scheme in combi-

nation with the Garbage Collector. This is hapenning due to a weakness of
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Komodo: since the garbage collector is realized as a thread, under FPP it

will get a fixed priority like the other threads. Possible priority assignments

are:

1. GC < Server = Client. In this configuration the GC could not get

the processor.

2. GC = Server = Client. The Server and Client reach both a blocking

state (waiting for an order, respectively the result) which makes the

GC to take and not realease back the processor.

3. GC > Server = Client. Only the GC will run.

In the configurations were the GP scheduling scheme was used, we can

make the following considerations regarding the results obtained:

• the GC influences the results obtained: the distribution is no longer

uniform and there is a performance degradation (compare figures 5.2

and 5.3). This indicates that the execution of the application threads

depends on the actions made by the GC when collecting the unused

application objects. The GC may aqcuire some locks on objects used

by the application threads, which results in blocking periods for the

affected thread. In this situation, a similar problem like in the FPP

scheduling scheme appears: priority inversion. The affected thread

will wait for the GC to release the locks, but this one has only a small

share of the processor. A possible solution here is to realize a priority

inheritance mechanism, and to assign to the GC the additional share

from the affected thread as long as the lock is still owned by the GC.

In this way, the blocking periods will be shorter which will increase

the predictability and performance of the application.

• the results depend of the allocated percentages for each thread. For

our application, the threads become active in a succesive order and

depend one from the other. Moreover, the time needed by each thread

to perform its action until the next blocking state is equal. This

leads to better results in the configurations with equal shares for each

thread than the ones with inequal processor shares. This can be

observed in figures 5.4 and 5.2. Nevertheless, it can be observed that
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in both configurations we have a very good distribution for a real-

time application. This confirms once more that OSA+ maintains the

predictability of the underlying environment.
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Figure 5.2: OSA+ on Komodo, GP, no GC, 60/30 CPU
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Figure 5.3: OSA+ on Komodo, GP, with GC, 60/30/10 CPU

The previous considerations are summarized in figure 5.5. Here we can

see regarding the predictability and performance that:

FPP > GP, no GC, equal CPU shares > GP, no GC, inequal CPU shares

> GP, with GC
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Figure 5.4: OSA+ on Komodo, GP, no GC, 50/50 CPU
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Figure 5.5: OSA+ on Komodo, statistics.

The RTSJ evaluations set

Before starting to discuss about the RTSJ set, we will discuss some issues

which are valid for the Sun evaluations set, too.

In order to check the consistency of our evaluations, we recorded a number

of 100 samples of the same test. For each operating system we present two

diagrams:

• one diagram which is selected from the 100 samples. This diagram

shows a single sample execution and time evolution for our applica-

tion.

• one diagram which shows the collected statistics from all samples.
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As we can observe from all the diagrams (5.6(b), 5.7(b), 5.8(b) and 5.9(b))

which show the collected statistics of the 100 samples, their representation

is rather liniar and does not have major variances. This assures us that the

measured results are consistent and representative.

Another important observation which has to be stated before going to

present the evaluations is about the garbage collector on the java virtual

machines. As it can be seen from our pseudocode for the Client/Server

services, the resources are allocated before the communication starts. This

has an important impact on the overall performance of the application.

When no more resources are allocated during run-time by the application,

the garbage collector does not have to make any action in order to collect the

unused application objects. Moreover, before starting each test we called

the System.gc() method, which should collect all the unused objects up to

that moment. We have monitored also the activity of the garbage collector

on Sun JVM and did not registered any collecting actions.

The inactivity of the garbage collector shows us that we have succeded

to separate the initialization phase, when the resources are allocated by

the middleware, from the operational phase, when no resources are more

allocated. However, for the Komodo microcontroller this behaviour of in-

activity from the side of the garbage collector is not encounted. In fact,

we could observe on the Komodo Simulator that the system itself was al-

locating some memory for executing some optimizations for the java byte

code of our application. This was resulting in a continue activity of the GC

which affected the bahaviour of the OSA+ application.

With the RTSJ evaluations set we wanted to observe how OSA+ per-

forms on top of an real-time java virtual machine. It can be seen from the

diagrams which show the time evolution of a single sample, that our Clien-

t/Server application produces almost the same pattern on all the operating

systems. This pattern is identified through regular peaks which are with

approximatively 10 microseconds greater than the average. However, on

the RedHat operating system, this peak has a higher value. This can be

explained by the fact that the real-time java virtual machine has no real-

time support from the operating system. These peaks can be accepted for

a real-time application, if the following conditions are respected:
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• the peaks must be bound, and

• they must be acceptable for the timing constraints of the application.

However, for RedHat 9 their is no guarantee that in other situations, when

the system is loaded, the value of the peaks will not be even higher. In

case of TimeSys 4.1, the company provided for the Linux GPL version a

bounded time of 1000 microseconds maximum latency, see TimeSys white

paper [15]. In the Linux preemptible kernel, whenever a kernel thread

needs exclusive access to a resource, all other kernel threads must wait,

resulting in maximum latency that is as long as the duration of the longest

non-preemptible interval. For the comercial version, TimeSys Linux/Real

Time, the maximum latency is even better, 10 microseconds. Furthermore,

in the same paper they estimate for a standard Linux (e.g. RedHat) a

maximum latency of 100000 microseconds, much more higher than both

TimeSys real-time operating systems.

From the collected sample statistics diagrams, it can be observed that

TimeSys 4.1 produces the smaller peaks, less than 250 microseconds. All

other operating systems produced peaks around 4500 microseconds. In fact,

these peaks are due to the state of the operating system at that time, and

like already mentioned they could appear as result of our bash script which

started each test and saved the results in a file. We have registered samples

with major peaks appearing grouped in small numbers. This could result

when our application interrupted the I/O operations for the results file, so

they appeared again when sending the next orders.

From the statistics presented in figure 5.10, we can observe that OSA+

performs predictably on all operating systems. However, no guaranties exist

that the same will happen in case of the RedHat operating system under

different load.

The Sun evaluations set

After having evaluated OSA+ on top of a real-time java virtual machine

running on standard and real-time operating systems, we would like to

observe if the same predictable behaviour is maintained when using a non

real-time java virtual machine.
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Figure 5.6: OSA+ on MontaVista 3.1 and RTSJ

105



0
20
40
60
80

100
120

1 92 183 274 365 456 547 638 729 820 911
order nb.

si
ng

le
 o

rd
er

 s
en

di
ng

(u
s)

(a) A single sample

0

50

100

150

200

250

1 8 15 22 29 36 43 50 57 64 71 78 85 92 99
sample nb.

si
ng

le
 o

rd
er

 
se

nd
in

g(
us

)

min max average stdev

(b) Collected sample statistics

Figure 5.7: OSA+ on TimeSys 4.1 and RTSJ
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Figure 5.8: OSA+ on TimeSys 5.0 and RTSJ
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Figure 5.9: OSA+ on RedHat 9 and RTSJ
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As expected the real-time distribution is worse (5.11(b) to 5.2.2, regard

the logarithmic scale of the y-axis).

At this evaluations set, like for the RTSJ evaluations set, we don’t see

any notable difference when running in the same java virtual machine, but

on different operating systems: real-time and non real-time. This can have

the following explanations:

• the OSA+ application reserves resources at the begining and not dur-

ing operational phase. This results in no activity from the garbage

collector, which could influence the application.

• our tests were made on an idle system. This minimized the influence of

other activities on the system, and in fact masked the non predictibale

responsiveness of a non real-time operating system in case that more

requests exist for the processor.

However, when comparing the RTSJ set with the Sun evaluations set, we

can clearly see that the first one has a lower variation for the measured

values.

As conclusion, the evaluations shows our middleware approach behave

predictable if it based on a predictable environment. If only one component

is non real-time, the entire configuration looses real-time capabilities, too.
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Figure 5.11: OSA+ on MontaVista 3.1 and Sun JVM

110



1

10

100

1000

10000

1 84 167 250 333 416 499 582 665 748 831 914 997
order nb.

si
ng

le
 o

rd
er

 s
en

di
ng

(u
s)

(a) A single sample

1

10

100

1000

10000

1 8 15 22 29 36 43 50 57 64 71 78 85 92 99
sample nb.

si
ng

le
 o

rd
er

 s
en

di
ng

(u
s)

min max average stdev

(b) Collected sample statistics

Figure 5.12: OSA+ on TimeSys 4.1 and Sun JVM
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Figure 5.13: OSA+ on TimeSys 5.0 and Sun JVM
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Figure 5.14: OSA+ on RedHat 9 and Sun JVM
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5.3 Performance overhead

In the previous section we analyzed and prooved the predictability of our

middleware approach. But, this characteristic together with the very good

results for the memory footprint could not be enough for using OSA+ in

some applications. The reason is, the performance degradation introduced

by the middleware might break tight timming requirements of the applica-

tion. Therefore, we have to analyze the performance overhead introduced

by our approach as well. For this, we measured the communication latencies

introduced by OSA+ in two cases:

• local communication, services are on the local platform. This mea-

surements are especially important for the middleware itself. Because

OSA+ is using a microkernel architecture, the middleware uses plat-

form services for accomplishing some tasks. These services can inter-

communicate over the basic communication mechanism. Therefore,

these evaluations are important for the performance of OSA+ mid-

dleware.

• remote communication, services are on different platforms. As OSA+

is used for distributed systems, the latencies introduced for remote

communication must also be measured.
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5.3.1 Local communication

For the local communication measurements, we compared the OSA+ Clien-

t/Server application with a pure Java Client/Server application. In the

pure Java application the Client and Server threads exchange data through

a message queue and use the java synchronization mechanims to announce

the arrival of a message in this queue. We measured the average time for

sending a 32 bytes message for a number of 1000 operations. To compute

the OSA+ performance overhead we compared the obtained time with the

time for sending a single 32 bytes order using the basic communication

mechanism which is already measured, see figures 5.5 and 5.10. The over-

head was measured for two real-time configurations:

• Komodo micro-controller using FPP scheduling scheme, no garbage

collection with the same priority for both services, and

• TimeSys 4.1 real-time operating system and RTSJ java virtual ma-

chine

Additionally, we have simulated a payload (data processing activity) from

the side of the server for each message sent. The idea is to simulate a real

application which will do some processing with the message, and to observe

how the overhead evolves for different payloads.

Table 5.2 presents the measured values. Regarding the timing constraints

for the application that is using our middleware, the 22 us overhead in-

troduced by OSA+ in case of the powerfull Pentium processor is almost

negligible. For the embedded system, the 4.3 milliseconds communication

time has to be considered especially if the application has to react to events

which introduce lower timming constraints, e.g. 10 ms. In this case, due to

the low computation power of the micro-controller, the time left for other

processings is quite narrow. To overcome such tight constraints, the user

has different posibilities to further minimize the overhead:

• if it is possible, the service could be registered on the platform as a

procedural service. The communication time is approximatively half

compared with the case of using a lightweight service, see figure 5.19.

• the procedural interface mechanism can be used. This introduces

almost no overhead, see figure 5.19.
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Configuration Java app. OSA+ app. OSA+ overhead
TimeSys 4.1 and RTSJ 25 us 47 us 22 us
Komodo, FPP, no GC 1.6 ms 4.3 ms 2.7 ms

Table 5.2: OSA+ performance overhead for sending a single message

Figures 5.16 and 5.17 show the evolution of the performance overhead

when sending a single message using our middleware and considering a

processing payload for each message. The measured time in the figures is

splitted in:

• payload for processing a single message by the server

• time which the Java application needs to send the message

• overhead introduced by OSA+ when sending the same message using

the basic communication mechanism

As we can see, already for a 195 microseconds payload (the tile with value

242), the performance overhead introduced by OSA+ reaches a value of only

10% in the configuration which is using the powerfull Pentium processor.

On the Komodo micro-controller we need a payload of 25.4 milliseconds to

reach the same 10% performance overhead which for an 5.5 MHz micro-

controller is quite a good value. The measurements made in figures 5.16
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Figure 5.16: OSA+ performance overhead on TimeSys 4.1 and RTSJ
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Figure 5.17: OSA+ performance overhead on Komodo, FPP, no GC, same
priority

and 5.17 are directly compared in figure 5.18, where the time is normalized

and measured in clock cylces. It can be easily observed that on the Komodo

embedded system the computation power is more efficient used, to reach

a 5% performance overhead (last plotted value) on Komodo, are necessary

only 38% of the clock cycles needed by the Pentium processor. This is due

to the fact that the Komodo micro-controller is highly specialized for exe-

cutting Java applications. Otherwise, we are expecting the same evolution

as for the Pentium processor on other embedded systems which are using a

simillar configuration, see figure 1.2.

5.3.2 Remote communication

For the remote communication we measured the latency introduced only

by the OSA+ when sending a 48 bytes order. The latency does not include

the network communication and the time needed by the functions used

from the java.nio package. The test was done in a configuration which

includes TimeSys 4.0 RTOS and Sun JVM running in interpreted mode.

We choosed Sun JVM because the reference implementation of RTSJ does

not implement the java.nio package which is used by the TCPIPService.

The average for 1000 orders was about 498 microseconds. For realizing the

remote communication, the middleware is using the basic communication
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mechanism where jobs are exchanged between OSA+ Core, HLCService

and TCPIPService. The latency can be further minimized if the procedural

interface is used.

5.4 Avoiding microkernel communication

drawbacks

As discussed in section 4.2.2, the microkernel architecture which we are

using for our approach introduces disadvantages in terms of performance

degradation and increased communication overhead. We addressed the per-

formance degradation by introducing:

• the procedural interface communication mechanism, and

• the non copy variant of the order communication mechanism, see 4.1.2

Both techniques can be used only on the local platform. To evaluate these

communication mechanisms we used the same test described in the pre-

vious section 5.3 with a payload of 0 microseconds and for the following

configurations:

1. Client: lightweight service, Server: procedural service. With this
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configuration we wanted to evaluate order communication for a pro-

cedural service.

2. Client: lightweight service, Server: lightweight service. The Client is

using the procedural interface of the Service to exchange data.

3. Client: lightweight service, Server: lightweight service. The stan-

dard order communication mechanism is used.

4. Client: lightweight service, Server: lightweight service. The non

copy order communication mechanism is used.

In figure 5.19 can be observed that the latency of the procedural interface

mechanism is comparable as to a direct method call invocation and the

time to send 1000 orders is below one microsecond. We can conclude that

this is a very efficient way to communicate between local services and to

improve considerably the performance of our microkernel based middleware.

However, this mechanism has to be used as less as possible, because it’s

introducing strong dependencies between service.

To avoid the strong dependencies introduced by the procedural interface,

it can be choosen to implement only basic services which are critical for the

performance of the platform as procedural services. If this is possible (no

control flow is needed for the service), it can be observed that communicat-

ing with orders to a procedural service is more than two times faster than

communicating between two lightweight services.

The non copy variant of the order communication mechanism introduces

constant overhead independently of the order size. This mechanism, when

used on the local platform, can speed up the application especially when

large amounts of data must be transported.
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Chapter 6

CONCLUSIONS AND FUTURE

DIRECTIONS

6.1 Conclusions

In this thesis, we presented our approach which addresses the development

of applications on distributed real-time embedded systems. In the first two

chapters we introduced the research domain and described the requirements

and the problems which appear when trying to cope with these require-

ments. Due to the fact that our research domain represents an intersection

of three research areas:

• distributed systems

• real-time systems, and

• embedded systems,

the mission to find a solution which solves the requirements of all these

areas was more difficult. We had to address issues regarding distribution,

our solution must have strict real-time capabilities and must fit on systems

with very low resources. Nevertheless, there are already existing solutions

in our research domain. We have summarized them and presented a brief

comparision in the third chapter. Here, we already introduced the main

aspects which differentiate our approach from the other solutions. The

following list summarizes the contributions of this thesis to the research

domain:
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• full microkernel architecture. We introduced a full microkernel

middleware architecture which permited us to reach a high adaptabil-

ity:

– to the environment. Our middleware can adapt to different pro-

cessing and communications environments.

– to low resource systems. Using a microkernel architecture, it

becomes more easy to select only the neded components for a

specific application. Moreover, these components can be further

configured and adapted to the low resource systems in a user

transparent manner (e.g. some functionalities can be removed

from the components).

The full microkernel architecture makes the adaptability task to be

more easy due to the uniform and independent view of each compo-

nent. This differs from other approaches which use a microkernel ar-

chitecture, but introduce tight dependecies between the components.

The full microkernel approach permits us to reach a memory foot-

print of 44 KB for a distributed version of the middleware, which is

the smallest footprint from the presented approaches.

• service orientation. Our approach is the only one in our research

domain which is service oriented. The other approaches are object

oriented. This has the following important consequences:

– our approach is working at a higher abstract level. The notion

of service is focused more on the offered functionality and less on

the implementation and programming language aspects. As an

immediate result of this, the management of services introduces

less overhead. For example, they can overlap on many other

objects from a object oriented programming language.

– due to the abstraction level, our approach is loosely coupled. It

can be more natural and easily implemented in different pro-

gramming languages. This differs from the other approaches

which are tight to the processing environment.
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• chain communication mechanism. This communication mech-

anism permits our middleware to establish optimum inter-platform

connections. The connections are optimum in regard to communica-

tion time or amount of data to transfer. The mechanism can be used

when multiple connections has to be established by the application.

In chapter 4 we described the concepts and the realization of our approach

and we pointed out the differences to the other approaches. Nevertheless,

we had to evaluate if our concepts produce good results when there are

applied in practice. Thus, we evaluated our middleware in chapter 5 and

proved, that it respects the real-time and embedded systems requirements.

6.2 Future directions

We have realized an implementation reference for our approach, but there

are still many things that can be added. As a matter of consequence, in this

reference implementation we realized only the basic concepts which permit

us to further build on top of what we have alreay realized.

Firstly, we have to implement the Address Resolution Service. This will

permit the user to transparently discover services on remote platforms.

Currently, the user has to provide specific parameters in order to identify a

remote service.

Then we will realize a bridge between OSA+ and CORBA as an addi-

tional service. The service will be able to understand and communicate

with CORBA applications. CORBA is the most important standard for

distributed applications.

We would also like to publish our implementation, so it can be tested by

other people and hopefully evolve in more richer and mature middleware.

Finally, organic computing is an upcoming research initiative. Here, com-

putational systems should behave like organic entities and provide self-x fea-

tures like self-organizing, self-configuring, self-healing, self-protecting, etc.

Extending OSA+ to an organic middleware could introduce such features

to distributed embedded systems by automatically organizing, configuring,

copying or moving services.
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Appendix

Application example using OSA+

import osa . ∗ ;

public class Cl i en tS e r v i c e extends osa . S e r v i c e {

//This execu t e s the cons t ruc t order r e c e i v e d from the p la t form .

public f ina l void cons t ruc t ( f ina l osa . Error osaErr , f ina l Job job ) {

// noth ing to do

sendResult ( osaErr , job ) ;

}

//This execu t e s the d e s t r u c t order r e c e i v e d from the p la t form .

public f ina l void des t ruc t ( f ina l osa . Error osaErr , f ina l Job job ) {

// noth ing to do

sendResult ( osaErr , job ) ;

}

public stat ic void main ( St r ing [ ] args ) {

MicroKernel osaMKernel = new MicroKernel (

new BucketContainer (3 , 2 , 3 , 3) , // Serv i c e Repos i tory

new BucketContainer (3 , 2 , 3 , 3) , //Connection Repos i tory

null ) ;

osa . Error osaErr = new osa . Error ( ) ;

// I n i t i a l i z e the OSA+ plat form

osaMKernel . i n i t ( osaErr ) ;

Proce s sSe rv i c e p r o c e s sS e r v i c e = new Proce s sSe rv i c e ( ) ;

//we add the Proce s sServ i c e to the p la t form

osaMKernel . r e g i s t e r S e r v i c e (

osaErr , p roce s sSe rv i c e , ” Proce s sSe rv i c e ” , // s e r v i c e name
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” 1 .0 ” , // s e r v i c e ve r s i on

Plat formInfo .PRC SERVICE) ; // procedura l s e r v i c e

//we add HLC s e r v i c e because we want to have remote acce s s

HLCService h l cS e r v i c e = new HLCService ( ) ;

osaMKernel . r e g i s t e r S e r v i c e ( osaErr , h l cSe rv i c e , ”HLCService” , ” 1 . 0 ” ,

Plat formInfo .LWP SERVICE) ;

//we can have remote acce s s over TCPIP

TCPIPService t cp i pS e rv i c e = new TCPIPService (

” 1 2 7 . 0 . 0 . 1 ” , 7777) ; //IP address o f the p la t form

osaMKernel . r e g i s t e r S e r v i c e ( osaErr , t cp ipSe rv i c e , ”TCP/IP” , ” 1 .0 ” ,

Plat formInfo .LWP SERVICE) ;

C l i e n tS e r v i c e c l i e n t = new Cl i en tS e r v i c e ( ) ;

//we add the C l i en tS e r v i c e as a l i g h tw e i g h t s e r v i c e

osaMKernel . r e g i s t e r S e r v i c e ( osaErr , c l i e n t , ”He l loWor ldServ ice” , ” 0 . 1 ” ,

Plat formInfo .LWP SERVICE) ;

}

//This i s the entry po in t o f the s e r v i c e f o r OSA+

public f ina l void serv iceLoop ( f ina l osa . Error e r r o r ) {

Order rece ivedOrder , sendOrder ;

osa . Error osaErr = new osa . Error ( ) ;

Job job ;

LookUpInfo serverLookUpInfo ;

Connection conn ;

S t r ing message ;

while ( true ) {

job = waitOrder ( osaErr ) ;

rece ivedOrder = job . getOrder ( ) ;

switch ( rece ivedOrder . getOrderId ( ) ) {

case Plat formInfo .DESTRUCT FUNCTION ID:

de s t ruc t ( osaErr , job ) ;

return ;

case Plat formInfo .CONSTRUCT FUNCTION ID:

cons t ruc t ( osaErr , job ) ;

// d i s c o v e r a SERVER s e r v i c e

serverLookUpInfo = getMicroKernel ( ) . lookUpServ ice ( ”SERVER”) ;

sendOrder = bui ldOrder ( ( byte ) 100 ,
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// order id , i d e n t i f i e s the f u n c t i o n a l i t y o f the SERVER s e r v i c e which i s

r eques t ed

50) ; // r e s u l t S i z e

sendOrder . setOrderData ( ByteArray . a l l o c a t e (60) ) ;

// f i l l the order wi th a message

sendOrder . getOrderData ( ) . writeOSAString (

osaErr , ” He l lo World ! ” ) ;

// crea t e a connect ion to the SERVER s e r v i c e

conn = getMicroKernel ( ) . c reateConnect ion (

osaErr , sendOrder , ( short ) 1

//nb . o f orders which shou ld be re se rved on the connect ion

, serverLookUpInfo ) ;

//we send the order over the c rea t ed connect ion

sendOrder ( osaErr , sendOrder , conn ) ;

//and we wai t the r e s u l t from the SERVER

job = waitResu l t ( osaErr ) ;

// suppos ing t h a t the SERVER s e r v i c e r e a l i z e s f o r orderId 100

//an echo f u n c t i o n a l i t y , we read back the r e c e i v e d message

message = job . ge tResu l t ( ) . getResultData ( ) . readOSAString ( osaErr ) ;

System . out . p r i n t l n ( ”Received : ” + message + ” from the s e r v e r ! ” ) ;

break ;

}

//we need t h i s in case t h a t t h i s s e r v i c e i s r e g i s t e r e d as

// procedura l s e r v i c e

i f ( kernelNeedControlFlow ( ) ) {

return ;

}

}

}

}
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Figure .1: OSA+ UML class diagram


