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5Abstra
tThis thesis presents the 
ompilation of a highly multilingual parallel 
orpora(JRC-A
quis) and its usage to improve statisti
al alignment and translation bytriangulation, whi
h is the pro
ess of translating from a sour
e to a target languagevia an intermediate third language. We explore heuristi
s to improve alignmentand translation using multilingual, parallel, senten
e-aligned 
orpora in severalbridge languages. Our study o�ers two methods utilizing a bridge language to
reate a translation model, with a pro
edure for 
ombining translation systemsfor multiple bridge languages. We present experiments showing that multilingual,parallel text in twenty-two languages 
an be used in this framework to improvestatisti
al translation.The motivation for this approa
h is two-fold. First, we believe that paral-lel 
orpora available in several languages provide a better training material foralignment systems relative to bilingual 
orpora. Word alignment systems trainedon di�erent language pairs make errors whi
h are somewhat orthogonal. In su
h
ases, in
orre
t alignment links between a senten
e-pair 
an be 
orre
ted whena translation in a third language is available. Thus it 
an help to resolve errorsin word alignment. We 
ombine word alignments and translation models basedon them using several bridge languages with the aim of 
orre
ting some of thealignment errors. The se
ond advantage to this approa
h 
on
erns the problemof data 
overage. Current phrase-based statisti
al ma
hine translation (SMT)systems perform poorly when using small training sets. When there are onlysmall bilingual 
orpora between low-density language-pairs (like Romanian andFinnish), the triangulation allows the use of a mu
h wider range of parallel 
or-pora for training. Therefore, pivot alignment 
ould be expe
ted to make a positiveand safe 
ontribution in a word alignment system, i.e. in
reasing re
all withoutlowering pre
ision.Kay[Kay, 2000℄ suggests that mu
h of the ambiguity of a text that makesit hard to translate into another language may be resolved if a translation intosome third language is available, and he suggests using multiple sour
e do
u-ments as a way to inform subsequent ma
hine translations. He 
alls the useof existing translations to resolve underspe
i�
ation in a sour
e text �triangu-lation in translation�, but does not propose a method to go about performingthis triangulation. The 
hallenge is to �nd general te
hniques that will ex-ploit the information in multiple sour
es to improve the quality of alignmentand ma
hine translation. [Callison-Bur
h et al., 2006℄ used pivot language forparaphrase extra
tion to handle the unseen phrases for phrased-based SMT.[Borin, 2000b℄ and [Wang et al., 2006℄ used pivot language to improve word align-ment: [Borin, 2000b℄ used multilingual 
orpora to in
rease alignment 
overage,and [Wang et al., 2006℄ indu
ed alignment models by using two additional bilin-gual 
orpora to improve word alignment quality. Kumar, O
h and Ma
hery[Kumar et al., 2007℄ des
ribe an approa
h to improve SMT performan
e whereword alignment systems are 
ombined from multiple languages by multiplyingposterior probability matri
es. An approa
h based on phrase table multipli
ation



6 is dis
ussed in [Utiyama and Isahara, 2007, Wu and Wang, 2007℄. S
ores of thenew phrase table are 
omputed by 
ombining 
orresponding translation proba-bilities in the sour
e-pivot and pivot-target phrase-tables. [Bertoldi et al., 2008℄gives a mathemati
al sound formulation of the various approa
hes and introdu
estwo methods to train translation models through pivot languages (bridging attranslation time and bridging at training time). [Cohn and Lapata, 2007℄ presenta method that alleviates the 
overage problem over sour
e and target phrases, byexploiting multiple translation of the same sour
e phrases.Although related to their approa
h, our method is slightly di�erent in terms ofthe implementation and the large 
overage of languages. We propose two methods,one at the alignment level, and the other at the phrase-table level, both fo
usingon translation improvement. Our experiments 
over a large number of languagepairs and intermediate languages and 
onstitute the basis for studying di�erentfa
tors that in�uen
e the alignment and translation via a pivot language: thetraining 
orpus size, the type of the intermediate language (the relatedness of thepivot language with the sour
e and target language, poor or ri
h morphology). Wedesigned a set of experiments to 
ompare the methods proposed to demonstratethe importan
e of ea
h of these features and to show how triangulated alignmentsor phrase-tables 
an be 
ombined with the standard ones to improve the outputof a statisti
al translation system.The aim of this thesis is to explore how a highly multilingual parallel 
orpora
ould in
rease alignment and translation performan
es, using a bridge language.We developed methods to train and 
ombine alignment models through pivotlanguages.In pursuing the main goal, the following tasks have been distinguished:Corpora 
ompilation (JRC-A
quis and its sub-
orpora): Do
umentsand their multilingual translations have been 
olle
ted and transformed into a for-mat whi
h 
an be used extensively and e�
iently. This task involves downloadingdo
uments, format 
onversions, and some pre-pro
essing, su
h as tokenizationand senten
e alignment. We sele
ted sub-
orpora that has been used in our ex-periments, as training data and as developement set.Training baseline translation models: We used parallel 
orpora in 22languages to 
reate 462 translation systems for all possible language pairs. Theresulting systems and their performan
es reveal the di�erent 
hallenges for thestatisti
al ma
hine translation.Training alignment and translation models using a pivot lan-guage:The fo
us of the resear
h presented is on the pivot methods in transla-tion. We developed and explored two main methods (with slightly variations) fortraining alignment and translation models through pivot languages.Appli
ation in SMT: experiments and evaluation: The �nal part 
on-tains the evaluation of our methods in statisti
al ma
hine translation. We per-formed experiments that show the improvement brought by the usage of a pivotlanguage and the in�uen
e of di�erent fa
tors on our models.



7Parallel 
orpora are the essential data in our resear
h and the JRC-A
quis
orpus [Steinberger et al., 2006℄ was 
ompiled while working on this thesis. JRC-A
quis is a unique and freely available parallel 
orpus 
ontaining European Union(EU) do
uments of mostly legal nature. It is available in 22, out of 23 o�
ialEU languages. The 
orpus 
ontains 463,792 texts and a total of over one billionwords. It 
onsists of almost 21000 do
uments per language, with an average size ofnearly 48 million words per language. Pair-wise paragraph alignment informationprodu
ed by two di�erent aligners (Vanilla and HunAlign) is available for all 231language pair 
ombinations. Most texts have been manually 
lassi�ed a

ordingto the EUROVOC subje
t domains so that the 
olle
tion 
an also be used totrain and test multi-label 
lassi�
ation algorithms and keyword-assignment soft-ware. The 
orpus is en
oded in XML, a

ording to the Text En
oding InitiativeGuidelines. Due to the large number of parallel texts in many languages, the JRC-A
quis is parti
ularly suitable to 
arry out all types of 
ross-language resear
h,as well as to test and ben
hmark text analysis software a
ross di�erent languages[Tu�³, 2007, Tu�³ et al., 2008℄.The JRC-A
quis 
orpus is a valuable data for our resear
h, due to its highlymulti-linguality (22 languages) and its size (to our knowledge it is the biggestparallel 
orpus). Furthermore, it provides resour
es for rare language pairs likeFinnish-Maltese, or Romanian-Estonian.We have 
reated two di�erent sub
orpora of JRC-A
quis. The �rst one in-
ludes all the do
uments of JRC-A
quis 
orpus, that have been (manually) 
las-si�ed into �health� and �health-related� domains a

ording to the EUROVOCthesaurus. The se
ond one has been sele
ted on the language availability basis:we have extra
ted all the do
uments that have translations in all the 22 languagesof the JRC-A
quis 
orpus. They have been used in our experiments in order tostudy and validate the pivot approa
h.Our resear
h provides re
ipes to use a bridge language to 
onstru
t a transla-tion model and to 
ombine translation models produ
ed by multiple systems. Wefo
us on the te
hniques from statisti
al ma
hine translation be
ause they formthe basis of our methods, as SMT has be
ome the dominant paradigm in ma
hinetranslation in re
ent years and has repeatedly been shown to a
hieve state-of-the-art performan
e. Whereas the original formulation of SMT [Brown et al., 1993℄was word-based, 
ontemporary approa
hes have expanded to phrases. Phrased-based SMT [Koehn et al., 2003℄ uses larger segments of translated text, multi-word units, des
ribed as �substrings� or �blo
ks� sin
e they just denote arbitrarysequen
es of 
ontiguous words (and not synta
ti
 
onstituents). The phrases arestored in a data stru
ture 
alled phrase table, as pairs of sour
e phrase and theirtranslations into the target language along with the value of their translationprobabilities.The phrase-table for ea
h language pair is generated using a statisti
al ma-
hine translation system, Moses, that allows to train translation models auto-mati
ally, based on a 
olle
tion of translated texts. Moses [Koehn et al., 2007,Hoang and Koehn, 2008℄ is a 
omplete out-of-the-box translation system for a
a-demi
 resear
h. It 
onsists of all the 
omponents needed to prepro
ess data, train



8 the language models and the translation models. It also 
ontains tools for tun-ing these models using minimum error rate training [O
h, 2003℄ and evaluatingthe resulting translations using the BLEU s
ore [Papineni et al., 2002℄. Mosesuses standard external tools for some of the tasks to avoid dupli
ation, su
h asGIZA++ [O
h and Ney, 2003℄ for word alignments and SRILM[Stol
ke, 2002℄ forlanguage modeling.Based on A
quis sub
orpora and performing Moses tool, we trained transla-tion models for the 22 language pairs in both dire
tions (462 translation systems).The resulting systems and their preforman
es demonstrate the di�erent 
hallengesfor statisti
al ma
hine translation for di�erent (non-traditional) language pairs.We explore two heuristi
s for 
ombining translation models using a pivotlanguage. The �rst one proposes a pro
edure at the alignment level and these
ond one at the phrase table level.As using Moses, our lexi
al s
ores are estimated on a training 
orpus whi
his automati
ally aligned using GIZA++ in both dire
tions between sour
e andtarget and symmetrized using the growing heuristi
 [Koehn et al., 2003℄. Our�rst heuristi
 o�ers a pro
edure where this symmetrized alignment table betweena language pair is 
ombined with the alignment tables between the sour
e andthe pivot language, and between the pivot and the target language. Thus, weevaluate the enhan
ement produ
ed by an intermediate language to alignment.The se
ond heuristi
 
ombines phrase tables and is evaluated in bilinguallexi
on extra
tion and in ma
hine translation. For a triad of languages we 
reatethe phrase table between the sour
e and the pivot language and between the pivotand the target language. For ea
h phrase entry we identify their translations intothe intermediate language and then into the target language and we generatethe triangulated phrase table. This leads to many errors and omissions in thistable, but these problems 
an be ta
kled by using the triangulated phrase tablein 
onjun
tion with a standard one. We suggest using the linear interpolation to
ombine two or more phrase tables.We study the di�erent fa
tors that in�uen
e the performan
e of this method.Firstly, the size of the training data: on small data sets the performan
e gainswith triangulation. The 
hoi
e of the pivot language is also an important fa
tor.The degree of relatedness of the languages in a triad seems to play a role in howwell a pivot alignment will work: a high degree of similarity with the sour
e ortarget language makes the intermediate language more e�e
tive. On the otherhand, di�erent pivot languages add di�erent alignments. The more languages weadd, the better the results be
ome, i.e. di�erent additional languages 
omplementone another.Our systems has been evaluated in the SMT 
ontext. Improving alignmentquality is one way to improve translation models. Sin
e the entries in the phrasetable a
t as basis for the behaviour of the de
oder - both in terms of the translationoptions available to it, and in terms of the probabilities asso
iated with ea
h entry- it is a 
ommon point of modi�
ation in SMT resear
h. We evaluate the e�
a
yof using a pivot language by 
omputing BLEU s
ore.



9We show that parallel 
orpora available in several languages provide a bet-ter training material for translation systems relative to bilingual 
orpora and it
an be exploited to improve performan
e of an translation system. We 
ombinetranslation models using several bridge languages with the aim of 
orre
ting someof the alignments errors (errors whi
h are somewhat orthogonal) and to enhan
ethe data 
overage. We analyze the fa
tors in�uen
ing the alignment results andtranslation models via a pivot language and evaluate the resulting systems instatisti
al ma
hine translation.





11RésuméNotre thèse porte sur la 
onstitution d'un 
orpus parallèle multilingue (JRC-A
quis) et son appli
ation à l'amélioration de l'alignement et de la tradu
tionstatistique par triangulation, pro
essus de tradu
tion d'une langue sour
e vers unelangue 
ible par le biais d'une langue tier
e. Dans 
e 
adre, nous avons développédeux appro
hes basées sur l'utilisation de 
orpus parallèles multilingues alignésau niveau des phrases dans plusieurs langues dites `pivots'. Les deux méthodesproposées par notre étude permettent de générer un modèle de tradu
tion par
ombinaison de plusieurs systèmes 
réés pour di�érentes langues pivots. Nousdémontrons ainsi que des textes parallèles multilingues en vingt-deux languespeuvent améliorer sensiblement la tradu
tion automatique.L'intérêt de notre re
her
he est double. Tout d'abord, nous pensons que lamise à disposition de 
orpus parallèles dans un grand nombre de langues peutfournir une base d'entraînement plus performante aux systèmes d'alignement en
omparaison ave
 les 
orpus bilingues 
lassiquement utilisés. Les systèmes d'ali-gnement au niveau des mots opérant sur des paires de langues déterminées pro-duisent en e�et des erreurs que l'on peut quali�er d'orthogonales. Or, dans de tels
as, l'alignement in
orre
t de deux phrases pourrait être 
orrigé si une tradu
tiondans une troisième langue était disponible. Ce
i permettrait alors de résoudreun 
ertain nombre d'erreurs d'alignement. C'est dans 
ette perspe
tive que nousavons 
ombiné les alignements et les modèles de tradu
tion issus de di�érenteslangues pivots.Le se
ond avantage que nous espérons retirer de 
es ressour
es 
on
erne leproblème de la 
ouverture des données. Les systèmes statistiques de tradu
tionautomatique étant en général peu performants lorsqu'ils reposent sur des 
or-pus limités, la triangulation pourrait permettre, pour des paires de langues nedisposant que de 
orpus à faible densité (
omme la roumain et de le �nnois),l'élargissement des données disponibles pour l'entraînement. L'alignement et latradu
tion par pivot devraient ainsi apporter une 
ontribution signi�
ative auxsystèmes de tradu
tion en augmentant le rappel sans diminuer la pré
ision.[Kay, 2000℄ suggère que la majeure partie de l'ambiguïté d'un texte qui rendsa tradu
tion di�
ile dans une autre langue peut être résolue par le re
ours à unetroisième dont la tradu
tion est également disponible et propose ainsi d'élargirles 
apa
ités des systèmes de tradu
tion automatique par l'utilisation de do
u-ments `multi-sour
es'. Il appelle 
ette utilisation de tradu
tions tier
es en vue derésoudre la sous-spé
i�
ation dans un texte sour
e `Triangulation en tradu
tion'mais ne propose toutefois pas de méthode 
on
rète pour sa mise en ÷uvre. Notreidée 
onsiste don
 à présenter des te
hniques générales exploitant les informationsfournies par 
es `multi-sour
es' de manière à a

roître la qualité de l'alignementet de la tradu
tion automatique.[Callison-Bur
h et al., 2006℄ utilisent une langue pivot pour l'extra
tion deparaphrases, qui seront ensuite utilisées dans les tables de tradu
tion, dans laperspe
tive d'augmenter la 
ouverture des systèmes de tradu
tion statistique.[Borin, 2000b℄ et [Wang et al., 2006℄ se servent d'une langue pivot pour améliorer



12 l'alignement au niveau des mots : [Borin, 2000b℄ emploie des 
orpus multilinguespour augmenter la 
ouverture de l'alignement et [Wang et al., 2006℄ induisent desmodèles d'alignement en utilisant deux 
orpus multilingues supplémentaires dansle but d'améliorer la qualité de l'alignement des mots. Kumar, O
h and Ma
h-ery [Kumar et al., 2007℄ dé
rivent une méthode pour augmenter la performan
edes systèmes de tradu
tion statistique, par l'intermédiaire de 
orpus parallèlesdisponibles dans di�érents langages pivots, dans laquelle, pour 
haque languepivot, les systèmes d'alignement sont 
ombinés en multipliant les matri
es deprobabilité postérieure. Une appro
he basée sur la multipli
ation des tables detradu
tion est dis
utée dans [Utiyama and Isahara, 2007, Wu and Wang, 2007℄.[Bertoldi et al., 2008℄ proposent une formulation mathématique des di�érentes ap-pro
hes existantes et présentent deux méthodes destinées à l'entraînement des mo-dèles de tradu
tion par re
ours à une langue pivot. En�n, [Cohn and Lapata, 2007℄réduisent le problème de la 
ouverture au niveau des séquen
es de mots entrelangue sour
e et langue 
ible, en exploitant les tables de tradu
tion pour di�é-rents langues pivots.Bien que liée à leur appro
he, nos méthodes sont légèrement di�érentes quantà leur implementation et de part leur large multilinguisme. Nous proposons deuxméthodes, l'une au niveau de l'alignement et l'autre au niveau des tables de tra-du
tion, les deux mettant l'a

ent sur l'amélioration de la tradu
tion. Nos expé-rien
es portent plus parti
ulièrement sur l'utilisation d'un grand nombre de pairesde langues et de langues pivots et 
onstituent une base d'étude des fa
teurs quiin�uen
ent l'alignement et la tradu
tion par le biais d'une langue pivot, soit :la taille du 
orpus d'entraînement, les 
ara
téristiques de la langue intermédiaire(la relation entre le pivot et la langue sour
e / 
ible, morphologies pauvres ouri
hes). Nous avons e�e
tué des expérimentations pour 
omparer nos méthodes.Nous démontrons ainsi l'importan
e de 
ha
un des paramètres et analysons lafaçon dont 
es alignements ou tables de tradu
tion pivot peuvent être 
ombinésave
 des tables de tradu
tion standard de manière à améliorer les résultats d'unsystème de tradu
tion automatique.L'obje
tif de 
ette thèse est d'étudier 
omment un 
orpus multilingue paral-lèle pourrait augmenter les performan
es d'alignement et de tradu
tion, par lebiais d'une langue pivot. Dans 
ette perspe
tive, nous avons développé di�érentesméthodes pour entraîner et 
ombiner plusieurs modèles de tradu
tion par le biaisde langues tier
es.Nous avons e�e
tué pour 
ela les étapes suivantes :La 
onstitution des 
orpus parallèles (JRC-A
quis et ses sous-
orpus) : Les textes de l'A
quis Communautaire et leurs tradu
tions dans lesdi�érentes langues de l'Union Européenne ont été rassemblés et sto
kés dans unformat fa
ilement utilisable. Cette tâ
he implique le télé
hargement des do
u-ments, leur 
onversion et des pre-traitements 
omme segmentation en phrases etalignement au niveau des phrases. Nous avons également séle
tionné des sous-
orpus qui ont été utilisés dans nos expérimentations (pour l'entraînement, leparamétrage et le test).La 
onstru
tion des systèmes de tradu
tion 'baseline' : Nous avons



13utilisé des textes parallèles en 22 langues pour 
onstruire 462 systèmes de tradu
-tion 
orrespondant à toutes les 
ombinaisons possibles de paires de langues. Lessystèmes résultants et leur performan
e révèlent les di�érents dé�s de la tradu
tionstatistique.La 
onstru
tion des modèles d'alignement et de tradu
tion utili-sant une langue pivot : Notre re
her
he est fo
alisée sur les méthodes pivotsen tradu
tion statistique. Nous avons développé et exploré deux méthodes prin
i-pales (ave
 des légères variations) pour entraîner des modèles d'alignement et detradu
tion, par le biais d'une langue pivot.Appli
ation dans la tradu
tion automatique - Expérimentations etévaluation : La partie �nale 
omprend l'évaluation de nos méthodes dans latradu
tion automatique. Nous avons e�e
tué des expérimentations qui montrentl'amélioration apportée par l'utilisation d'une langue pivot et quelle est l'in�uen
edes di�érents paramètres sur nos modèles.Les 
orpus parallèles 
onstituent les données essentielles né
essaires à notredomaine de re
her
he. C'est dans 
ette perspe
tive, que nous avons 
onstruit le
orpus 'JRC-A
quis' utilisé dans le 
adre de 
ette thèse. Celui-
i est un 
orpusparallèle, unique par sa taille et le nombre de langues 
ouvertes (22 des 23 langueso�
ielles de l'Union Européenne.). Il est disponible gratuitement et 
ontient laplupart des do
uments de nature juridique de l'Union européenne (UE). Il 
ontientau total 463.792 textes de loi, soit plus d'un milliard de mots. Par langue, il 
om-porte en moyenne 21.000 do
uments, soit 48 millions de mots. L'alignement auniveau des paragraphes est issu des résultats produits par deux systèmes d'aligne-ment (Vanilla et HunAlign) et est disponible pour l'ensemble des 231 
ombinai-sons de langues. La plupart des textes ont été répertoriés grâ
e aux des
ripteursEUROVOC, de manière à 
e que le 
orpus puisse également être utilisé pourl'entraînement et l'évaluation d'algorithmes de 
lassi�
ation automatiques et delogi
iels d'attribution automatique de mots 
lés (keyword-based). Le 
orpus esten
odé en XML, selon les 'Text En
oding Initiative Guidelines'. Du fait du grandnombre de textes parallèles disponibles et de si nombreuses langues, le JRC-A
quisest parti
ulièrement adapté pour mettre en exé
ution des re
her
hes multilingues,ainsi que pour tester et étalonner des logi
iels d'analyse de textes multilingues.Le 
orpus JRC-A
quis regroupe ainsi un ensemble de données pré
ieuses pournotre re
her
he, de part son large multilinguisme (22 langues) et de part sa taille(il est, à notre 
onnaissan
e, le plus grand 
orpus parallèle). De plus, il fournitdes ressour
es pour des paires de langues rares, telles que �nnois - maltais, ouestonien - roumain.Nous avons 
rée deux sous-
orpus du JRC-A
quis. Le premier 
omprendl'ensemble des do
uments du 
orpus JRC-A
quis qui ont été 
lassés (manuelle-ment) dans les domaines �santé� et �relatif à la santé� d'après le thésaurus EU-ROVOC. Nous avons 
onstitué le se
ond en nous basant sur la disponibilitépar langue : nous avons extrait tous les do
uments possédant une tradu
tionréféren
ée dans les 22 langues du 
orpus JRC-A
quis. Nous avons utilisés 
eux-
idans nos expérien
es portant sur l'étude et la validation de l'appro
he pivot.



14 Notre re
her
he propose des méthodes basées sur l'utilisation d'une languepivot pour produire un modèle de tradu
tion, ainsi que sur la 
ombinaison desmodèles de tradu
tion produits par di�érents systèmes. Lors de nos travaux, nousnous sommes 
on
entrés sur les te
hniques de tradu
tion automatique statistiques
ar 
elles-
i 
onstituent la base des méthodes que nous utilisons. La tradu
tionstatistique [Brown et al., 1993℄ est en e�et devenu le paradigme dominant en tra-du
tion automatique au 
ours de 
es dernières années en prouvant de manièrerépétée sa 
apa
ité à réaliser des performan
es 
onformes à l'état de l'art a
tuel.Alors que les premiers algorithmes de tradu
tion statistique se basaient sur lesmots, les appro
hes a
tuelles ont permis leur extension au niveau de séquen
es(de mots). Les systèmes de tradu
tion à base de séquen
es [Koehn et al., 2003℄utilisent des segments plus larges de texte traduits (des groupes de mots), dé�nis
omme 'sous-
haînes' ou 'blo
s', 
ar 
onstitués de séquen
es de mots 
ontiguëset pas sur une base syntaxique. Ces systèmes sto
kent alors l'ensemble des sé-quen
es dans une stru
ture de données appelée 'table de tradu
tion', par pairesde séquen
es (originale/traduite) asso
iées à une probabilité de tradu
tion.Nous avons généré 
es tables pour 
haque paire de langues en utilisant `Mo-ses', système de tradu
tion statistique, qui permet de 
onstruire automatiquementdes modèles de tradu
tion sur la base d'une 
olle
tion de textes parallèles. `Mo-ses' est un système de tradu
tion out-of-the-box destiné à la re
her
he. Celui-
iregroupe l'ensemble des 
omposants né
essaires à la préparation des données, àl'entraînement des modèles de langage et des modèles de tradu
tion. Il 
ontientégalement les outils né
essaires à l'optimisation de 
es modèles à l'aide d'un en-traînement à taux d'erreur minimum [O
h, 2003℄ ainsi qu'un système d'évaluationdes tradu
tions obtenues reposant sur le s
ore BLEU. `Moses' re
ourt égalementà d'autres outils externes pour 
ertaines tâ
hes permettant d'éviter 
ertaines du-pli
ations, tels que GIZA++[O
h and Ney, 2003℄ pour l'alignement des mots ouen
ore SRILM [Stol
ke, 2002℄ pour la modélisation du langage.En nous basant sur les sous-
orpus de l'A
quis et l'utilisation de 'Moses',nous avons entrainé des modèles de tradu
tion pour les 22 paires de langues (462systèmes de tradu
tion). Les systèmes résultants et leur performan
es mettent enavant les di�érents dé�s à relever par la tradu
tion statistique pour les paires delangues les moins étudiées.Nous avons exploré deux heuristiques pour 
ombiner plusieurs modèles detradu
tion en utilisant une langue pivot. La première propose une pro
édure auniveau de l'alignement et la se
onde au niveau des tables de tradu
tion.Utilisant `Moses' pour notre étude, les s
ores lexi
aux ont été 
al
ulés à partird'un 
orpus d'entraînement automatiquement aligné par GIZA++ dans les deuxsens entre les langues sour
e et 
ible, et après avoir été symétrisés selon 'l'heuris-tique de 
roissan
e'[Koehn et al., 2003℄. Notre première heuristique propose unepro
édure où 
ette table d'alignement symétrisée entre deux langues est 
ombinéeave
 les tables d'alignement entre langues sour
e - pivot et pivot - 
ible. Nous éva-luons ainsi l'amélioration produite par l'introdu
tion d'un langage intermédiaireau niveau de l'alignement.Notre se
onde heuristique repose sur la 
ombinaison des tables de tradu
tion.Pour une triade de langues, nous 
onstruisons les tables de tradu
tion entre les



15langues sour
e - pivot, puis pivot - 
ible. Pour 
haque phrase nous identi�ons leurstradu
tions dans la langue intermédiaire, puis dans la langue 
ible et généronsla table de tradu
tion triangulée. Appliquée telle quelle, 
ette appro
he basiquepourrait 
onduire à de nombreuses erreurs et omissions mais nous parvenons àréduire 
es problèmes en asso
iant la table de tradu
tion triangulée à une tablestandard par interpolation linéaire. Nous proposons ainsi d'utiliser l'interpolationlinéaire de manière à 
ombiner deux ou plusieurs tables de tradu
tion.Notre étude porte �nalement sur les di�érents paramètres qui in�uen
ent lesperforman
es de nos méthodes. La taille du 
orpus d'entraînement est un des pre-miers fa
teurs 
ar sur des ensembles réduits, la triangulation permet des gains deperforman
es. Le 
hoix de la langue pivot est également un fa
teur important. Ene�et, le degré de parenté des langues dans une triade joue un r�le sur alignement :un haut degré de similitude de la langue pivot ave
 la langue sour
e ou 
ible aug-mente signi�
ativement l'e�
a
ité de notre appro
he En�n, l'ajout su

essif delangues pivots permet d'améliorer su

essivement l'alignement : plus nous utili-sons de langues pivots, meilleurs sont les résultats, 
elles-
i se 
omplétant les unesaux autres.Nous avons évalué nos systèmes dans le 
ontexte de la tradu
tion automatiquestatistique. Augmenter la qualité de l'alignement, est un des moyen d'améliorerles modèles de tradu
tion. En e�et, les entrées de la table de tradu
tion servant debase au dé
odeur, (tant en termes d'options de tradu
tions o�ertes qu'en termesde probabilités asso
iées) 
elles-
i 
onstituent un paramètre 
lassiquement étu-dié de la re
her
he en tradu
tion statistique. Nous évaluons ainsi l'e�
a
ité del'utilisation d'une langue pivot dans 
e 
ontexte en utilisant le s
ore BLEU.Nous montrons dans notre thèse qu'un 
orpus parallèle disponible en plusieurslangues permet de fournir un meilleur matériel d'entraînement pour les modèlesde tradu
tion qu'un 
orpus bilingue 
lassique et qu'il peut être exploité de 
ettemanière pour améliorer les performan
es d'un système de tradu
tion donné. Notreappro
he se base sur la 
ombinaison de plusieurs modèles de tradu
tion par re-
ours à des langues pivots, dans le but d'une part, de 
orriger 
ertaines erreursd'alignement et d'une autre, d'améliorer la 
ouverture des données. Nous analy-sons en�n les paramètres qui in�uen
ent l'alignement et les modèles de tradu
tionlorsque nous passons par une langue pivot et évaluons nos résultats dans le do-maine de la tradu
tion automatique.
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Chapter 1Introdu
tionParallel 
orpora are a key resour
e as training data for statisti
al ma
hine translation,and to build or extend bilingual lexi
ons and terminologies. Often in this 
ontext, moredata is better data.1.1 MotivationWe 
olle
ted a highly multilingual parallel 
orpora (JRC-A
quis) and we explored howthis resour
e 
an improve statisti
al alignment and translation. The view that is pre-sented here is that multiple versions of a text 
an (and should) be seen as additionalsour
es of information that 
an e�e
tively be exploited to produ
e better billingualalignment.The a

ess to a multilingual 
orpora raises the following questions:� Can anything be gained by viewing multilingual do
uments as more than justmultiple pairs of translations?� Can multilingual parallel translations help us to learn better about word align-ment and translation models than we would with bilingual translations alone ?Bilingual alignments have been used for a variety of purposes in a wide range of linguis-ti
s appli
ations, and their usefulness as su
h is well established. However, as trilingualand multilingual aligned 
orpora are less widely used, their utility and distin
tivenessis not as 
lear. Indeed one may ask whether there is any real use in mapping out trans-lation equivalen
es between more than two languages. After all, in the vast majorityof appli
ations, su
h as ma
hine translation, terminology and lexi
ography, the fo
us ison bilingual not multilingual 
orresponden
es.What we intend to show is that while trilingual or multilingual text alignmentsmay not be interesting in themselves, any additional version of a translated text shouldbe viewed as additional information that 
an be leveraged to produ
e better bilingualalignments, and therefore a better knowledge of bilingual translational equivalen
es. In
23



24 CHAPTER 1. INTRODUCTIONother words, whatever the intended appli
ation, three languages are better than two, orto put things idiomati
ally, the more translated languages at our disposal, the better!Another important question is how to best 
ombine these parallel sour
es of infor-mation in a prin
ipled statisti
al framework.Central to our approa
h is triangulation, the pro
ess of translating from a sour
eto a target language via an intermediate third language (pivot or bridge language).The motivation for this approa
h is two-fold.First, we believe that parallel 
orpora available in several languages provide a bettertraining material for alignment systems relative to bilingual 
orpora. Word alignmentsystems trained on di�erent language pairs make errors whi
h are somewhat orthogonal.In su
h 
ases, in
orre
t alignment links between a senten
e-pair 
an be 
orre
ted whena translation in a third language is available. Thus it 
an help to resolve errors in wordalignment. We then 
ombine word alignments using several bridge languages with theaim of 
orre
ting some of the alignment errors.The se
ond advantage to this approa
h is related to the problem of data 
overage,from an appli
ation point of view. Current phrase-based Statisti
al Ma
hine Transla-tion (SMT) systems perform poorly when using small training sets. When there areonly small bilingual 
orpora between low-density language-pairs (like Romanian andFinnish), the triangulation allows the use of a mu
h wider range of parallel 
orporafor training. Therefore, pivot alignment 
ould be expe
ted to make a positive andsafe 
ontribution in a word alignment system, i.e. in
reasing re
all without loweringpre
ision.Di�erent pivot languages may 
at
h di�erent linguisti
 phenomena, and improvealignment and translation quality for the desired language pair in di�erent ways.1.2 ContextWe are putting our work in the 
ontext of text alignment for statisti
al ma
hine trans-lation (SMT).Ma
hine translation and alignment are 
losely related problems[Lopez and Resnik, 2006℄. State-of-the-art SMT is based on alignments betweenphrases (sequen
es of words in the sour
e and target senten
es). The learning step inthese systems often relies on alignment between words. It is 
ommonly assumed thatthe quality of the word alignment is 
riti
al for translation.The dominant paradigm in SMT is referred to as phrase-based ma
hine translation[Koehn et al., 2003℄. In phrase-based models, the unit of translation is any 
ontiguoussequen
e of words that we 
all a phrase. Ea
h phrase in the target language is nonemptyand translates exa
tly one nonempty phrase in the sour
e language. This is done usinga simple me
hanism.1. the sour
e senten
e is segmented into phrases.2. ea
h phrase is translated



1.2. CONTEXT 253. the translated phrases are permuted into a �nal order.The set of rules that governs this pro
ess is 
ontained in a phrase table, whi
h is asimple list of all sour
e phrases and all their translations, with a number of asso
iatedstatisti
s. The phrase table is learned from the training data.Thus, in the phrase-based SMT framework, the translation task is split into twophases. The �rst phase indu
es word alignment over a senten
e-aligned bilingual 
or-pus and generates a translation model, and a se
ond phase uses statisti
s over thesepredi
ted words to de
ode (translate) novel senten
es. Our work deals with the �rst ofthese tasks.The phrase table is at the 
enter of the pro
ess, it is a list of phrases identi�edin a sour
e senten
e, together with potential translations. This 
an be done usingword alignments by extra
ting all phrases that are 
onsistent with the word alignment.The term phrase refers to a sequen
e of words 
hara
terized by its statisti
al, ratherthan grammati
al, properties. Phrase in the sour
e may overlap and also may haveseveral translations, so that a subset of the table must, in general, be sele
ted to makea translation of the senten
e. The members of the subset must then be arranged ina spe
i�
 order to give a translation. These operation are determined by statisti
alproperties of the target language enshrined in the so-
alled language model.

Figure 1.1: Phrase-based Statisti
al Ma
hine Translation systemThe 
onstitution of the phrase table is determined by the translation model whi
h
aptured the supposedly relevant statisti
al properties of a 
orpus 
onsisting of pairedsour
e and target senten
es. Very generally speaking, the faithfulness, or a

ura
y ofa translation depends more on the translation model and its �uen
y on the languagemodel.



26 CHAPTER 1. INTRODUCTIONSeveral 
urrent SMT systems work this way and our resear
h is based onthe most suited to our purposes, the freely available, open-sour
e Moses Toolkit[Koehn et al., 2007℄. We use the phrase-based SMT framework to develop pivot meth-ods.1.3 Aims and obje
tivesThe aim of this thesis is to explore how a highly multilingual parallel 
orpora 
ouldin
rease alignment and translation performan
es, using a bridge language. We havedeveloped methods for training and 
ombining alignment models and translation modelsthrough pivot languages.In pursuing the main goal, the following tasks have been a
omplished:1. Corpora 
ompilation (JRC-A
quis and its sub-
orpora): Do
uments andtheir multilingual translations have been 
olle
ted and transformed into a formatwhi
h 
an be used extensively and e�
iently. This task involves downloadingof do
uments, format 
onversions, and some pre-pro
essing, su
h as tokeniza-tion and senten
e alignment. We sele
ted sub-
orpora that has been used in ourexperiments, as training data and and as developement set.2. Training baseline translation models: We used parallel 
orpora in 22 lan-guages to 
reate 462 translation systems for all possible language pairs. Theresulting systems and their performan
es reveal the di�erent 
hallenges for thestatisti
al ma
hine translation.3. Training alignment and translation models using a pivot language: Thefo
us of the resear
h presented is on the pivot methods in translation. We devel-oped and explored two main methods (with slight variations) for training align-ment and translation models through pivot languages.4. Appli
ation in SMT: experiments and evaluation: The �nal part 
omprisesthe evaluation of our methods in statisti
al ma
hine translation. We performedexperiments that shows the improvement brought by the usage of a pivot languageand the in�uen
e of di�erent fa
tors on our models.1.4 OutlineThe thesis is 
omposed of four parts that in
lude eight 
hapters presenting resear
hthat has been 
arried out these last few years. Some parts of the thesis elaborate onwork published elsewhere [Steinberger et al., 2006, Erjave
 et al., 2005℄; the other parts
ontain re
ent, unpublished work that is des
ribed in detail in 
omparison with earliera
hievements.Part 1 : Preliminaries - Introdu
tion and Framework



1.4. OUTLINE 27The framework, that follows this introdu
tion, provides some ba
kground to the�eld of resear
h on statisti
al ma
hine translation and presents 
on
epts that are rel-evant to our approa
h. It introdu
es basi
 terminology and in
ludes a summary ofrelated work. It sket
hes the important points and the 
ontribution of our approa
h.Part 2: JRC-A
quis and its sub-
orpora - Corpora 
ompilation and pre-pro
essingThis part gives an overview of the parallel 
orpus (JRC-A
quis) and its sub-
orpora,whi
h has been 
olle
ted, built and used in the thesis.Part 3: Alignment and translation modelsThis part 
onstitutes the main 
ontribution of the thesis. Here we present thedire
t translation models and des
ribe the pivot methods, followed by experiments andevaluation.Part 5: Con
lusions and further dire
tionsThis part 
on
ludes the thesis with a summary of 
ontributions and some prospe
tsfor future work.





Chapter 2FrameworkThis se
tion des
ribes the framework of our approa
h and introdu
es 
on
epts fromstatisti
al ma
hine translation that form its basis. We start by de�ning the term ofparallel 
orpus as used in the thesis, in relation to other 
on
epts of 
omputational
orpus linguisti
s.2.1 Parallel 
orporaIn 
omputational linguisti
s a 
orpus is a 
olle
tion of spoken and written utteren
esof natural language usually a

essible in ele
troni
 form. Often a 
orpus represents aparti
ular genre of text or spee
h. Other 
orpora 
ontain a large variety of types andgenres to represent language used in a more general way.There are several ways of 
lassifying 
orpora into di�erent types and 
ategoriesa

ording to their properties. One way is to distinguish between 
orpora that in
ludeonly one language (monolingual 
orpora) and 
orpora that in
ludes several languages(multilingual 
orpora). Multilingual 
orpora 
an be divided into parallel and 
ompa-rable 
orpora1. A parallel 
orpus is a 
olle
tion of texts, ea
h of whi
h is translatedinto one or more other languages. The simplest 
ase is where only two languages areinvolved: one of the 
orpora is an exa
t translation of the other. Some parallel 
orpora,however, exist in several languages. The term 
omparable 
orpora refers to texts in two(or more) languages that are similar in 
ontent, but are not translations.Parallel 
orpora usually 
ontain a 
ommon sour
e do
ument (the original) andone or more translations of this sour
e (target do
uments). Sometimes the originallanguage is unknown (mixed sour
e 
orpora) or the original do
ument is not in
ludedat all (multi-target 
orpora) [Merkel, 1999℄.1There are no multilingual 
orpora apart from parallel and 
omparable 
orpora; there are plenty of
entres that have 
olle
ted text material in several languages, and some of these 
olle
tions are 
orporain their own right. But unless the 
olle
tions share 
ommon features of sele
tion, at least at the levelof the 
omparable 
orpus, then they are just text resour
es in di�erent languages. It therefore seemsunhelpful to use the term multilingual 
orpus (Sin
lair).
29



30 CHAPTER 2. FRAMEWORKIn order to exploit a parallel text, some kind of text alignment, whi
h identi�esequivalent text segments, is a prerequisite for analysis. A large number of methods wereproposed for aligning text at di�erent levels. (i.e., mapping the units that translate ea
hother). The units in question in
lude paragraphs, senten
es, words and expressions. Thebilingual aligned parallel texts are sometimes 
alled bitext, and the term multitext isused to refer to parallel text in more than one language, as mentioned in [Véronis, 2000℄.Parallel 
orpora are a prime resour
e for the development of multilingual languagete
hnologies. Serving as training datasets for indu
tive programs, they 
an be used tolearn models for ma
hine translation, 
ross-lingual information retrieval, multilinguallexi
on extra
tion, sense disambiguation, et
. The value of a parallel 
orpus grows withthe following 
hara
teristi
s:� Size: larger 
orpora give not only statisti
ally more reliable 
ounts, but alsoreveal phenomena that are 
ompletely la
king in smaller samples.� Number of languages: the utility here grows quadrati
ally with the numberof languages, as ea
h language 
an be paired with any other. While bilingual 
orporausually 
ontain at least one `major' language, larger multilingual 
olle
tions will also
ontain pairings of less 
ommon languages, where su
h a resour
e is of great value(Maltese-Finish for example).� Linguisti
 annotation: 
an be used as a normalisation step on the raw text,hen
e redu
ing the 
omplexity (sear
h spa
e) of the LT task; or to enable multipleknowledge of the text (e.g. morphosynta
ti
 tags, 
ollo
ations, predi
ate-argumentstru
ture) to be exploited.� Semanti
 annotation: refers to the 
lassi�
ation of do
uments (or their parts,e.g. words) into some hierar
hy of 
on
epts, whi
h 
an be used to a

ess the data (e.g.the Semanti
 Web paradigm).2.1.1 Available parallel 
orporaMany proje
ts aiming at 
ompiling parallel text 
orpora have sprung around the world.Parallel 
orpora are leveraged in the business of 
ommuni
ation in multilingual so
ieties,su
h as the United Nations, the NATO, the European Union and o�
ially bilingual
ountries su
h as Canada.The Hansard 
orpus (Fren
h-English) is no doubt the �rst and in any 
ase themost famous of all parallel 
orpora. Colle
ted during the eighties by groups su
h asBell Communi
ations Resear
h and the IBM T.J.Watson Resear
h Center, this 
orpus
ontains over �fty million words taken from trans
riptions of debates in the CanadianParliament between the mid-seventies and 1988. It has been used in many studies, andover the years, has be
ome a de fa
to gold standard for developing and testing systems.However, its limitation to one type of text and to one pair of languages has made itne
essary to 
olle
t other data.The last release2, from 2001, 
ontains 1.3 million pairs of aligned text 
hunks (sen-2http://www.isi.edu/natural-language/download/hansard/index.html
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es or smaller fragments) from the o�
ial re
ords (Hansards) of the 36th CanadianParliament.Multilingual parallel 
orpora with translations into more than one language areavailable and be
ame very popular in re
ent studies. Due to their high 
ost, aligned(and veri�ed) texts are mu
h less 
ommon than unaligned ones.The two main institutions for the distribution of 
orpora are the Linguisti
 DataConsortium 3 and the European Language Resour
e Asso
iation 4. Their 
atalogues
ontain some available parallel 
orpora.We will present two multilingual parallel 
orpora, 
omparable with the JRC-A
quis
orpus whose des
ription is detailed in the next 
hapter.The MULTEXT-East language resour
es5 presented in [Erjave
 et al., 1996℄ is amultilingual dataset for language engineering resear
h and development, �rst developedin the s
ope of the EUMULTEXT-East proje
t as mentioned in [Dimitrova et al., 1998℄,that has now already rea
hed its 3rd edition [Erjave
, 2004℄. This standardised(XML/TEI P4, [Sperberg-M
Queen and Burnard, 2002℄) and linked set of resour
es
overs a large number of mainly 
entral and eastern european languages and in
ludesannotated parallel, 
omparable and spee
h 
orpora with morphosynta
ti
 lexi
a andspe
i�
ations. The most important 
omponent is the linguisti
ally annotated 
or-pus 
onsisting of Orwell's novel �1984� in the english original and translations, about100,000 words in length. The translations of �1984� have been automati
ally sen-ten
e aligned with the original english text, and the alignments hand-validated. Thelanguages in
luded are: Bulgarian, Cze
h, English, Estonian, Hungarian, Romanian,Slovene, Lithuanian, Serbian, and Russian. This dataset, unique in terms of languagesand wealth of en
oding, is extensively do
umented, and freely available for resear
hpurposes.The Europarl 
orpus 6 presented in [Koehn, 2005℄ is a 
olle
tion of the pro-
eedings of the European Parliament, dating ba
k to 1996. It in
ludes versions in 11European languages: Romani
 (Fren
h, Italian, Spanish, Portuguese), Germani
 (En-glish, Dut
h, German, Danish, Swedish), Greek and Finnish. Altogether, the 
orpus
omprises of about 30 million words for ea
h language. The 
orpus has been 
olle
tedmainly to aid the resear
h in statisti
al ma
hine translation and it is used by the Ma-
hine Translation 
ommunity for the Shared Task of Workshops in SMT (2006-2009) 7. 3http://www.ld
.upenn.edu/4http://www.i
p.grenet.fr/ELRA/home.html5http://nl.ijs.si/ME/V3/6http://www.statmt.org/europarl/7http://www.statmt.org/wmt06/, http://www.statmt.org/wmt07/, http://www.statmt.org/wmt08/, http://www.statmt.org/wmt09/.



32 CHAPTER 2. FRAMEWORK2.1.2 Appli
ationsIn re
ent years, parallel 
orpora have be
ome more widely available and serve as asour
e for data-driven Natural Language Pro
essing (NLP) tasks. Their appli
ationsare extremely diverse and in
lude 
ompiling translation memories, deriving di
tionariesand bilingual terminology lists, extra
ting knowledge for 
ross-language informationretrieval, retrieving examples for 
omputer assisting tea
hing or 
ontrastive linguisti
s,statisti
al ma
hine translation, et
.In this subse
tion, we will list some appli
ations that have been based on parallel
orpora. Note that this des
ription is not intended as a 
omprehensive list of tools andproje
ts on this subje
t.Senten
e aligned parallel 
orpora are dire
tly appli
able to support translators intheir daily work. Translation Memories have been used for a long time by humantranslators and senten
e aligned bitexts 
an be used as su
h without any further pro
ess-ing. Extending the fun
tionality of translation memories by aligning even sub-sententialparts leads to the idea of Example-Based Ma
hine Translation [Brown, 1996℄.The idea of reusing translation fragments for Ma
hine Translation (MT) seemsto date ba
k to the late seventies. The resear
h trend 
alled Memory-Based Ma
hineTranslation (MBMT) or Example-Based Ma
hine Translation (EBMT) began in themid-eighties [Nagao, 1984, Sumita and Tsutsumi, 1988, Sadler, 1989a, Sadler, 1989b,Sato and Nagao, 1990, Sumita et al., 1990℄. The basi
 idea behind this type of transla-tion is to sear
h a translation sample database for fragments similar to 
ertain portionsof the text to be translated, and then 
ombine them in an appropriate way�whi
hmay require de�ning a set of highly 
omplex rules. Another line of resear
h started upat about the same time, in parti
ular at IBM, where the goal was to get rid of this
omplexity by letting the ma
hine �learn� automati
ally, based on statisti
al models.A

ordingly, [Brown et al., 1988, Brown et al., 1990℄ who to some extent took up on[Weaver, 1949℄'s initial idea, proposed a translation model for whi
h they estimated theparameters of 40,000 senten
e pairs drawn from the Hansard 
orpus (Fren
h-English).The results were surprisingly good for su
h a simple model. Various improvements dis-
ussed in [Arad, 1991, Brown et al., 1992℄ demonstrated the validity of the approa
h.Statisti
al Ma
hine Translation (SMT) systems have be
ome even more populardue to re
ent improvements of translation models and the in
reased power of today's
omputer te
hnology. SMT systems present the advantage that they 
an be developedvery fast on
e there are tools and su�
ient training data available for the parti
ularlanguage pair. SMT systems have the disadvantage that they rely on training andthe statisti
al model. Corre
tions and improvements are hard to integrate in the setof estimated parameters whi
h are usually not human readable. We will give a moredetailed des
ription of SMT framework in se
tion 2.3.Another obvious appli
ation of parallel 
orpora is the Extra
tion of Bilin-gual Terminology. Several systems have been developed using word alignmentte
hniques as des
ribed above. Termight uses Chur
h's 
hara
ter-based alignmentapproa
h 
har align [Dagan and Chur
h, 1994℄, TransSear
h uses IBM's model 2
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klovit
h and Hannan, 1996℄, and Champollion uses Smadja's 
ollo
ation aligner[Smadja et al., 1996℄. Terminology extra
tion te
hniques have su

essfully been portedto a variety of language pairs among them less related languages su
h as Englishand Japanese [Fung and M
Keown, 1997℄ or English and Chinese [Wu and Xia, 1994℄.They have been applied in di�erent domains, like the medi
al one [Deléger et al., 2009,Langlais et al., 2008℄.Related to terminology extra
tion is the �eld of Lexi
ography. The use of bilin-gual data to build translation di
tionaries has been investigated in several proje
ts.BICORD is one example that 
ombines information derived from a bilingual di
tio-nary with information extra
ted from a parallel 
orpus, and shows how it 
an be ap-plied to the study of verbs of movement [Klavans and Tzoukermann, 1990℄. Dilemmais another lexi
ographi
 tool that re-uses existing translations [Karlgren et al., 1994℄.Many more proje
ts aim at the automati
 or semi-automati
 extra
tion of bilinguallexi
ons for di�erent language pairs [Resnik and Melamed, 1997, Ribeiro et al., 2001,Ahrenberg et al., 2002, Tu�³ et al., 2004a℄.Many authors have worked on Extra
ting Di
tionaries of singlewords, mostly using statisti
al methods [Dagan et al., 1993, Wu and Xia, 1994,Dagan and Chur
h, 1994, Melamed, 1997b, Resnik and Melamed, 1997℄. Veryqui
kly, though, resear
hers began to fo
us on units longer than the graphi
word, su
h as 
ollo
ations, expressions, and phraseology. Complex unitslike these are one of the major weakness of standard di
tionaries. Manyauthors have attempted to extra
t su
h 
omplex units from aligned texts:[Kupie
, 1993, Smadja et al., 1996, Melamed, 1997a, Hiemstra, 1998, Gaussier, 1998℄.Another �eld of resear
h where parallel data 
an help is the �eld of Word SenseDisambiguation. Ambiguities are distributed di�erently in natural languages. Thisfa
t 
an be used for 
ross-lingual 
omparisons, whi
h may help to disambiguatewords and to identify 
on
epts in 
ontext [Gale et al., 1992, Diab and Resnik, 2002,Tu�³ et al., 2004b℄.Another appli
ation of parallel 
orpora to be mentioned here is the adaptationof language tools to new languages with the help of parallel data. Robust TextAnalysis tools, whi
h exist for one language, 
an be ported to other languages byproje
ting analyses (su
h as part-of-spee
h and 
hunks) from one language to anotherin a parallel 
orpus [Borin, 2000a, Yarowsky et al., 2001, Borin, 2002℄.Finally, the Pivot Methods 
an also be mentioned, in whi
h a third languagemay be used to indu
e senten
e or word alignments between two other languages[Simard, 2000, Borin, 2000b℄. We will detail the approa
hes based on su
h a pivotlanguage in the se
tion 2.4.2.2 AlignmentSour
e language do
uments in a translation 
orpus 
an be split into segments that
orrespond (monotoni
ally) to segments in translated do
uments. Establishing links



34 CHAPTER 2. FRAMEWORKLinktype English senten
e(s) Fren
h senten
e(s)1:1 A Joint Committee is hereby establishedwhi
h shall be responsible for theadministration of the Agreement andshall ensure its proper implementation. Il est institué un 
omité mixte qui est
hargé de la gestion de l'a

ord et quiveille à sa bonne exé
ution.1:2 For this purpose, it shall makere
ommendations and take de
isions inthe 
ases provided for in the Agreement. A 
et e�et, il formule desre
ommandations.Il prend des dé
isions dans les 
as prévusà l'a

ord.1:1 These de
isions shall be put into e�e
t bythe Contra
ting Parties in a

ordan
ewith their own rules. L'exé
ution de 
es dé
isions est e�e
tuéepar les parties 
ontra
tantes selon leursrègles propres.Table 2.1: Senten
e alignment from A
quis Communautaire 
orpus, between Englishand Fren
h versionbetween 
orresponding segments is 
alled alignment.When establishing the 
orresponden
e between two re
ipro
al translations, thereare two levels of alignment to be 
onsidered: senten
e alignment and word alignment.The senten
e alignment of the parallel 
orpora is a prerequisite to any multilingual NLPsetting. Word alignment is more 
omplex than senten
e alignment and is mainly used tobuild the translation models of SMT systems. The latest phrase-based or synta
ti
allymotivated translation systems use word alignment as a prerequisite step.2.2.1 Senten
e alignmentSenten
e alignment is a well established task whi
h does not ex
lusively refer to 1-to-1alignments. Senten
e boundaries may vary in di�erent translations. However, it usuallyassumes that information at the senten
e level is expressed in the same order in theoriginal do
ument as in its translations. With this assumption, senten
e alignment 
anbe modelled as a monotoni
 mapping pro
ess, i.e. an alignment without 
rossing links.A sample of a senten
e aligned bitext is given in the table 2.1.
Several approa
hes to automati
 senten
e alignment have been proposed. Themain approa
hes apply either length based models using 
orrelations between thelengths of 
orresponding senten
es [Gale and Chur
h, 1991b, Gale and Chur
h, 1993,Brown et al., 1991℄, or models based on lexi
al an
horing, using 
orresponden
es be-tween words and other lexi
al units [Kay and Rös
heisen, 1993℄, or 
ombinations ofboth. [Langlais and El-Beze, 1997℄ stressed the importan
e of 
ombining di�erentsour
es of information (lexi
on, 
ognates, senten
e length, mat
hing frequen
ies) and
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essity of having an adequate model to 
hoose the best 
ombination. Enhan
e-ments and 
ombinations of senten
e alignment te
hniques 
an also be found in theliterature, e.g. [Simard et al., 1993℄.Automati
 senten
e alignment is known as a task that 
an be a

omplished withhigh a

ura
y, above 90%. The systems evaluated in ARCADE evaluation proje
t[Véronis and Langlais, 2000℄ a
hieved a su

ess rate of 98.5% on �
lean� texts. How-ever, improvements are still possible in the most di�
ult 
ases, when �noisy� texts,in
luding divergent and in
omplete translations, are pro
essed.Last, the use of more than two languages is explored in [Simard, 1999℄ where heshows that paired alignment is not optimal and that the simultaneous alignment ofseveral languages 
an improve the overall results.2.2.2 Word alignmentLinking 
orresponding words and phrases in parallel 
orpora is usually 
alled wordalignment. The type of relation between words varies in parallel texts. Texts 
ontainmany tokens that are related in 
omplex ways (
ompound words, idiomati
 expressions,phraseology) and no true alignment or extra
tion of any quality 
an be done at thelexi
al level without taking su
h phenomena into a

ount.Furthermore, the strategy of aligning words and phrases in parallel 
orpora de-pends on the task to be a

omplished. Usually, word alignment aims at a 
ompletealignment of all lexi
al items in the 
orpus, i.e. the goal is to break ea
h bitext segmentinto sets of 
orresponding lexi
al items. This often leads to �fuzzy� translations re-lations between 
ertain words [Merkel et al., 2002, Véronis, 1998, O
h and Ney, 2000℄due to lexi
al di�eren
es, stru
tural and grammati
al di�eren
es, paraphrased trans-lations, spelling mistakes, and other divergent translations. The alignment betweentwo word strings 
an be quite 
ompli
ated. Often, an alignment in
ludes e�e
ts su
has reorderings, omissions, insertions, and word-to-phrase alignments. The degree of
orresponden
e 
an be expressed in terms of alignments probabilities, whi
h is usefulfor many tasks, su
h as Ma
hine Translation. Bilingual lexi
on extra
tion aims at theidenti�
ation of lexi
al word type links in parallel 
orpora. These links 
an be inferredfrom word alignments.There are generally two approa
hes to word alignment, the asso
iation[Tiedemann, 2003℄ or hypothesis testing [Hiemstra, 1998℄ approa
h using measures of
orrespondan
e of some kind, and the estimation approa
h using probabilisti
 transla-tion models. Asso
iation approa
hes are also referred to as heuristi
 approa
hes andestimation approa
hes are often 
alled statisti
al alignments [O
h and Ney, 2003℄.A 
ommon idea behind the Heuristi
 Methods is to test if two words 
o-o

ur signi�
antly more often than it would be expe
ted if they would o

urpurely by 
han
e. These methods [Gale and Chur
h, 1991a, Smadja et al., 1996,Tiedemann, 1998, Ahrenberg et al., 2000, Melamed, 2001℄ produ
e pairs of translation
andidates, extra
ted from 
orresponding segments of the parallel texts, ea
h of thembeing subje
t to an independen
e statisti
al test. The translation 
andidates that show
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iation measure higher than expe
ted under the independen
e assumption areassumed to be translation pairs. The translation pairs are extra
ted independently andtherefore the pro
ess might be 
hara
terized as a lo
al maximization (greedy) one.The Statisti
al Alignment Model or estimation approa
h [Brown et al., 1993,Kay and Rös
heisen, 1993, Kupie
, 1993, Hiemstra, 1998℄ is based on building a statis-ti
al bitext model from data, the parameters of whi
h are to be estimated a

ordingto a given set of assumptions. The bitext model allows for global maximization of thetranslation equivalen
e relation, 
onsidering not individual translation equivalents butsets of translation equivalents. Most work in this �eld has been inspired by the workon statisti
al ma
hine translation introdu
ed in [Brown et al., 1990℄. As we 
hose tofollow this approa
h for word alignment, we will des
ribe more pre
isely statisti
al wordalignment produ
ed by Giza++ [O
h and Ney, 2003℄ in the se
tion 2.3.3.1.Combination of these two methods for word aligment systems in bitext 
orre-sponden
es identi�
ation were developed as well. [Tu�³ et al., 2005, Tu�³ et al., 2006℄showed that through 
ombining two aligners, one based on hypothesis testing approa
hand the other 
loser to the estimation approa
h, the results are signi�
antly improved
ompared to those obtained by ea
h individual aligner.Pros and 
ons for ea
h type of approa
h are dis
ussed in [Hiemstra, 1998℄ and[O
h and Ney, 2003℄. [O
h and Ney, 2003℄ 
onsider that the main advantage of theheuristi
 models is their simpli
ity as they are very easy to implement and understand.Therefore, variants of the heuristi
 models are widely used in the word alignment lit-erature. Nevertheless, one problem with heuristi
 models is that the use of a spe
i�
similarity fun
tion seems to be 
ompletely arbitrary and the literature 
ontains a largevariety of di�erent s
oring fun
tions, some in
luding empiri
ally adjusted parameters.For this reason, in their view, the approa
h of using statisti
al alignment models ismore 
oherent. The general prin
iple is to 
ome up with an asso
iation s
ore betweenwords results from statisti
al estimation theory, and the parameters of the models areadjusted to maximize the likelihood of the models on the training 
orpus.2.2.3 Evaluation of word alignmentIt is 
ommon to evaluate word alignment intrinsi
ally, by 
omparison with alignmentsprepared by human annotators, although sometimes task-based evaluation might bepreferable, depending on the purpose of the alignment experiment.The Automati
 Evaluation using a referen
e alignment (named gold standard)is often preferred over manual a posteriori evaluation. The main advantage of referen
ealignments is their re-usability on
e they are 
reated, while the main di�
ulty is toprodu
e representative samples of reliable referen
e alignments. Most of these test sets
ontain a few hundred senten
es and are available in several languages [Melamed, 1998b,O
h and Ney, 2000, Mihal
ea and Pedersen, 2003℄. Ideally, ea
h senten
e is alignedby multiple annotators and the results are 
ombined in some way. In mu
h of thereported literature, the annotations 
ontain two sets of links. The Sure set S 
ontainslinks about whi
h all annotators agreed. The Probable set P is a superset of S that
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ontains links about whi
h annotators disagreed or expressed un
ertaintyabout, su
h as �idiomati
 expressions, free translations, and missing fun
tion words�[O
h and Ney, 2000℄.The metri
s des
ribed below have been typi
ally used in re
ent literature and forthe evaluation measures of the HLT-NAACL 2003 [Mihal
ea and Pedersen, 2003℄ andACL 2005 Workshops on �Building and Using Parallel Texts� [Martin et al., 2005℄.Automati
ally 
omputed alignments (alignments to be evaluated) are 
ompared to amanually aligned referen
e 
orpus (gold standard) and s
ored with respe
t to pre
ision,re
all, F-measure8 and Alignment Error Rate (AER).The pre
ision is de�ned as the proportion of 
omputed links that are present in thereferen
e. The re
all is the proportion of referen
e links that were 
omputed (eq. 2.1).The F-Measure (eq. 2.2) is a way of 
ombining both metri
s [Van Rijsbergen, 1979℄.Finally, the AER (eq. 2.3), introdu
ed by [O
h and Ney, 2000℄ to take into a

ount theambiguity of the manual alignment task, involves unambiguous links (set S or Sure)and ambiguous links (set P or Probable). If there is a P link between two words in thereferen
e, a 
omputed link between these words is a

eptable, but not 
ompulsory. Onthe 
ontrary, if there is an S link between these words in the referen
e, a 
omputed linkbe
omes 
ompulsory.The measures whi
h are de�ned are the following:
Precision =

|aligned ∩ probable|

|aligned|
, Recall =

|aligned ∩ sure|

|sure|
(2.1)

Fmeasure =
2 ∗ Precision ∗ Recall

P recision + Recall
(2.2)

AER = 1 −
|aligned ∩ sure| + |aligned ∩ probable|

|aligned| + |sure|
(2.3)where aligned is the 
omputed alignment, sure is the set of unambiguous (or sure)links and probable is the set of ambiguous (or probable) links in the referen
e goldstandard.If only one type of links is 
onsidered in the alignment referen
e, 2.3 be
omes:

AER1 = 1 −
2 ∗ Precision ∗ Recall

P recision + Recall
= 1 − Fmeasure (2.4)It has been shown that the per
entage of Sure and Probable links in the goldstandard referen
e has a strong in�uen
e in the �nal AER result, favouring high-pre
ision alignments when Probable links outnumber Sure links, and favouring high-re
all alignments otherwise [Lambert and Castell, 2004℄. A well-founded 
riterion is8A balan
ed F-measure is often used to 
ombine both pre
ision (P) and re
all (R) for a 
omparisonof the overall performan
e. This is derived from the weighted F-measure, whi
h is de�ned as the ratio

Fβ = ((β2 + 1) ∗P ∗R)/(β2 ∗P + R). Setting β = 1 �balan
es� pre
ision and re
all, i.e. both rates areweighted to be equally important.
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e Probable links only when they allow 
ombinations whi
h are 
onsideredequally 
orre
t, as a referen
e with too many Probable links su�ers from a resolu-tion loss, 
ausing several di�erent alignments to be equally rated. Therefore, de-tailed guidelines are ne
essary for manual annotators when 
reating gold standards[Lambert et al., 2005, Véronis, 1998, Melamed, 1998a℄.Appli
ation-Oriented Evaluations may also be 
onsidered. For instan
e, inlexi
on extra
tion, the fo
us is on 
ontent words, whereas fun
tion words may be ne-gle
ted. The evaluation measures of the ARCADE [Véronis and Langlais, 2000℄ wordalignment tra
k were tailored towards the task of translation spotting, i.e. the sear
hfor proper translations of the given sour
e language terms. In SMT, word alignmentis measured by its 
ontribution to parameter estimation of our translation models (seese
tion 2.3.3.1). If one alignment method produ
es a better translation system thananother, we might 
on
lude that it is more a

urate overall.Nowadays, due to a la
k of perfe
t 
orrelation between AER and translationevaluation s
ores observed in many experiments, alternative word alignment eval-uation metri
s are being pursued [Ayan and Dorr, 2006, Fraser and Mar
u, 2007℄.[Fraser and Mar
u, 2007℄ found that the use of Probable links redu
ed the ability ofalignment metri
s to predi
t translation a

ura
y and re
ommends an annotation stylethat does not 
ontain them [Melamed, 1998b℄.We will fo
us next on the te
hniques from Statisti
al Ma
hine Translation, as theyform the basis for our alignment method via a pivot language.2.3 Statisti
al Ma
hine Translation�It is very tempting to say that a book written in Chinese is simply a bookwritten in English whi
h was 
oded into the �Chinese 
ode.� If we have usefulmethods for solving almost any 
ryptographi
 problem, may it not be thatwith proper interpretation we already have useful methods for translation? �� Warren Weaver (in [Lopez, 2007℄ - A Survey of SMT)Ma
hine translation (MT) is the automati
 translation from one natural language intoanother using 
omputers. Interest in MT is nearly as old as the ele
troni
 
omputer.Popular a

ounts tra
e its modern origins to a letter written by Warren Weaver in 1949,only a few years after the Ele
troni
 Numeri
al Integrator And Computer (ENIAC)
ame online [Weaver, 1949℄.Statisti
al Ma
hine Translation (SMT) is an approa
h to MT that is 
hara
terizedby the use of ma
hine learning methods. SMT has 
ome to dominate a
ademi
 MTresear
h, and has gained a share of the 
ommer
ial MT market. Sin
e its revival morethan a de
ade ago when IBM resear
hers presented the Candide SMT system [Bro90,Bro93℄, the statisti
al approa
h to ma
hine translation has seen an in
reasing interest
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h pro
essing resear
h 
ommunities. Mainly,three fa
tors a

ount for this in
reasing interest:� There is a growing availability of parallel texts (though this applies, in gen-eral, only to major languages in terms of presen
e in internet), 
oupled with in-
reasing 
omputational power. This enables resear
h on statisti
al models whi
h,in spite of their huge number of parameters (or probabilities) to estimate, aresu�
iently represented in the data.� The statisti
al methods are more robust to spee
h dis�uen
ies or gram-mati
al faults. As no deep analysis of the sour
e senten
e is done, these systemsseek the most probable translation hypothesis for a given sour
e senten
e, assum-ing the input senten
e is 
orre
t.� And last but not least, shortly after their introdu
tion, these methods proved atleast as good or even better as rule-based approa
hes in various evaluation
ampaigns.We will then �rstly show the pla
e of SMT in the general 
lassi�
ation of MT system,before des
ribing the main methods of this approa
h in the se
tion 2.3.3.2.3.1 Approa
hes to MTSeveral 
riteria 
an be used to 
lassify Ma
hine Translation approa
hes, yet the mostpopular 
lassi�
ation is done a

ording to the level of linguisti
 analysis (and genera-tion) required by the system to produ
e translations. Usually, this 
an be graphi
allyexpressed by the ma
hine translation pyramid in Fig. 2.1.

Figure 2.1: Ma
hine Translation PyramidGenerally speaking, the bottom of the pyramid represents those systems whi
h donot perform any kind of linguisti
 analysis of the sour
e senten
e in order to produ
e a
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e. Moving upwards, the systems whi
h 
arry out some analysis (usuallyby means of morphosyntax-based rules) are to be found. Finally on top of the pyramid,a semanti
 analysis of the sour
e senten
e turns the translation task into generating atarget senten
e a

ording to the obtained semanti
 representation.Aiming at a 
on
ise survey rather than a 
omplete review, we will next dis
ussea
h of these approa
hes brie�y, before delving into the statisti
al approa
h to Ma
hineTranslation.Interlingua-based translation. The interlingua idea is based on the mapping ofthe input into a language independent representation of its meaning. This approa
hadvo
ates the deepest analysis of the sour
e senten
e, rea
hing a language of semanti
representation named Interlingua. This 
on
eptual language, whi
h needs to be devel-oped, has the advantage that, on
e the sour
e meaning is 
aptured by it, in theory we
an express it in any number of target languages, so long as a generation engine for ea
hof them exists. Though 
on
eptually appealing, several drawba
ks make this approa
hunpra
ti
al. First of all the di�
ulty of 
reating a 
on
eptual language 
apable of bear-ing the parti
ular semanti
s of all languages is an enormous task, whi
h in fa
t hasonly been a
hieved in very limited domains. Apart from that, the requirement that thewhole input senten
e needs to be understood before pro
eeding onto translating it, hasproved to make these engines less robust to the grammati
al in
orre
tness of informallanguage, or whi
h 
an be produ
ed by an automati
 spee
h re
ognition system.Transfer-based translation. The rationale behind the transfer-based approa
h isthat, on
e we grammati
ally analyse a given senten
e, we 
an pass this grammar onto the grammati
al representation of this senten
e in another language. In order todo so, rules to 
onvert sour
e text into some stru
ture, rules to transfer the sour
estru
ture into a target stru
ture, and rules to generate target text from it are needed.Lexi
al rules need to be introdu
ed as well. Usually, rules are 
olle
ted manually, thusinvolving a great deal of expert human labour and knowledge of 
omparative grammarof the language pair. Apart from that, when several 
ompeting rules 
an be applied, it isdi�
ult for the systems to prioritise them, as there is no natural way of weighing them.This approa
h was massively followed in the eighties, and despite mu
h resear
h e�ort,high-quality MT was only a
hieved for limited domains [Hut
hins and Somers, 1992℄.Dire
t Translation. This approa
h solves translation on a word-by-word basis, andit was followed by the early MT systems, whi
h in
luded a very shallow morphosynta
-ti
 analysis. These approa
hes in
luded initially the rule-based approa
h and 
orpus-based approa
hes (su
h as Example-Based Ma
hine Translation and Statisti
al Ma
hineTranslation).Typi
ally, the rule-based systems are ad-ho
 systems built with only one languagepair in mind, that perform simple (but reliable) operations adapted to the spe
i�
itiesof that language pair. One of the problems of rule-based dire
t systems is that they
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eiling at whi
h they be
ome so 
omplex that the addition of any rule 
auses asmu
h degradation as enhan
ement. To redu
e the 
omplexity of the rule system, someaspe
ts of the transfer approa
h 
an be introdu
ed. Thus, the original versions of theSystran system [Toma, 1976℄, in operation sin
e the seventies, used a dire
t approa
h,but the many modi�
ations have transformed it in a rather transfer-based system.Today, the dire
t translation approa
h has been almost abandoned, even in theframework of 
orpus-based approa
hes: although SMT initially worked on a word-to-word basis and 
ould therefore be 
lassi�ed as a dire
t method, nowadays several enginesattempt to in
lude a 
ertain degree of linguisti
 analysis into the SMT approa
h, slightly
limbing up the aforementioned MT pyramid.2.3.2 Corpus-based approa
hesMany 
orpus-based approa
hes sprung at the beginning of the nineties. These systemsextra
t the information needed to generate translations from parallel 
orpora that in-
lude many senten
es whi
h have already been translated by human translators. Theadvantage is that, on
e the required te
hniques have been developed for a given languagepair, it should in theory be relatively simple to transpose them to another language pair,as long as su�
ient parallel training data is available. Thus, parallel 
orpora form abasis for data-driven aproa
hes to ma
hine translation, from whi
h the most relevantones are Example-Based Ma
hine Translation [Nagao, 1984℄ and Statisti
al Ma
hineTranslation [Brown et al., 1988℄. Both approa
hes learn subsentential units of transla-tion from the senten
e pairs in a parallel 
orpus and reuse these fragments in subsequenttranslations. Therefore one of the primary tasks for both EBMT and SMT is to identifythe 
orresponden
e between sub-sentential units in their parallel 
orpora.EBMTmakes use of parallel 
orpora to extra
t a database of translation examples,whi
h are 
ompared to the input senten
e in order to translate. By 
hoosing and
ombining these examples in an appropriate way, a translation of the input senten
e
an be provided.In SMT, this pro
ess is a

omplished by fo
using on purely statisti
al parametersand a set of translation and language models, among other data-driven features. Thefollowing se
tion further introdu
es the statisti
al approa
h to ma
hine translation.2.3.3 Statisti
al approa
h to MTSMT treats translation as a ma
hine learning problem. This means that they applya learning algorithm to a large body of previously translated text. The learner isthen able to translate previously unseen senten
es. With an SMT toolkit and enoughparallel text, we 
an build an MT system for a new language pair within a very shortperiod of time - perhaps as little as a day [Al-Onaizan et al., 1999, Oard and O
h, 2003,Oard et al., 2003℄. Workshops have shown that translation systems 
an be built fora wide variety of language pairs within similar time frames [Koehn and Monz, 2005,
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h et al., 2007℄. The a

ura
y of these systemsdepends 
ru
ially on the quantity, quality, and domain of the data.In �A survey of SMT�, [Lopez, 2007℄ 
onsider four problems that have to be solvedin order to build a fun
tioning SMT system.� First, one must des
ribe the series of steps that transform a sour
e senten
e intoa target senten
e. This is 
alled a Translational Equivalen
e Model. Often,they derive from 
on
epts from automata and language theory.� Next, in order to enable the model to make good 
hoi
es when fa
ed with ade
ision to resolve some ambiguity, one need to develop a Parameterization ofthe model that will assign a s
ore to every possible sour
e and target senten
epair that the model might 
onsider. Taken together, translational equivalen
emodeling and parameterization are often 
ombined under the rubri
 of modeling.� The parameterization de�nes a set of statisti
s 
alled parameters used to s
orethe model, but we need to asso
iate values to these parameters. This is 
alledParameter Estimation, and it is based on ma
hine learning methods.� Finally, when we are presented with input senten
e, we must sear
h for thehighest-s
oring translation a

ording to our model. This is 
alled De
oding.The �rst two steps are often 
on�ated under the term of modeling in the litera-ture, following [Brown et al., 1990℄. This is be
ause early systems involved a tight
oupling between the translational equivalen
e model and the parametrization (ormathemati
al model). The most popular models 
an be des
ribed by one of twoformalisms: Finite-State Transdu
ers (FST) or Syn
hronous Context-Free Grammars(SCFG); for a detailed explanation of this models see [Lopez, 2008℄. For our resear
h,we followed the phrase-based apprao
h of SMT, presented by Koehn, O
h and Mar
u[Koehn et al., 2003, Zens et al., 2002b℄, whi
h is based on FST formalism.In the next se
tion, we will des
ribe word-based IBM models, whi
h introdu
e manyof the 
ommon problems in translation modeling. They are followed by phrase-basedmodels.2.3.3.1 Word-based models - IBM alignment and translation modelsSMT 
ontinues to be in�uen
ed by the groundbreaking IBM approa
h[Brown et al., 1990, Brown et al., 1993, Berger et al., 1994℄. The IBM Modelsare word-based models and represent the �rst generation of SMT models. Theyillustrate many 
ommon modeling 
on
epts.In its basi
 form, the result of translation is modelled as the maximum of somefun
tion whi
h represents the importan
e of faithfulness and �uen
y. This translationapproa
h was �rst des
ribed by [Brown et al., 1990, Brown et al., 1993℄, in terms of thenoisy 
hannel model. In this model, the input senten
e f to be translated is 
onsidered
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Figure 2.2: The noisy 
hannel model in ma
hine translation. The Language Modelgenerates an English senten
e e. The Translation Model transmits e as the Foreignsenten
e f. The de
oder �nds the English senten
e ê whi
h is most likely to have givenrise to f.to be a distorted version of some target language senten
e e (in this view the distortiondue to noise has produ
ed a language 
hange). The task of the translation de
oder is,given the distorted senten
e f , to �nd the senten
e ê whi
h has the best probability tohave been 
onverted into f (Fig. 2.2) [Manning and S
hütze, 1999℄. In this model (IBMModel 4), the pro
ess that produ
es ei from fj , takes three steps (Fig. 2.3), ea
h step
orresponding to a single transdu
er in a 
omposed set [Knight and Al-Onaizan, 1998℄.1. Ea
h target word 
hooses the number of sour
e words that it will generate. Thisnumber is 
alled φi the fertility of ei. It enables the de�nition of a translationalequivalen
e between sour
e and target sequen
es of di�erent lengths.2. Ea
h 
opy of ea
h target word produ
es a single sour
e word. This represents thetranslation of individual words.3. The translated words are permuted into their �nal order.These steps are also applied to a spe
ial empty token ε, 
alled the null word (or simplynull). Null translation a

ounts for target words that are dropped in translation, as isoften the 
ase with fun
tion words.This Translational Equivalen
e Model allows to enumerate possible stru
turalrelationships between pairs of strings, but the translation system needs a me
hanismto de
ide between those. This me
hanism 
omes with the parametrization (the mathe-mati
al model) that designs a fun
tion whi
h allows us to assign a real-valued s
ore toany pair of sour
e and target senten
es.This is formalized by a Generative Model as following. [Brown et al., 1990℄ pro-posed that translation 
ould be treated as a probabilisti
 pro
ess in whi
h every sen-ten
e in one language is viewed as a potential translation of a senten
e in the otherlanguage. To rank potential translations, every pair of senten
es sour
e - target9 (f , e)is assigned a 
onditional probability p (f | e). The best translation ê is the senten
e thatmaximizes this probability. Using Bayes' theorem, [Brown et al., 1990℄ de
omposed theprobability into two 
omponents:9We use the notation f (foreign or Fren
h) for the sour
e sour
e and e (English) for the targetsenten
e for histori
al reasons, as it has been initially introdu
ed by Brown and al. (1990) and hasbeen used subsequently by the SMT literature.
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Figure 2.3: Visualization of IBM Model 4. This model of translation takes three steps.(1) Ea
h Romanian (E) word (and the null word) sele
ts a fertility - the number ofEnglish (F) words to whi
h it 
orresponds. (2) Ea
h Romanian (E) word produ
es anumber of English (F) words 
orresponding to its fertility. Ea
h English (F) word isgenerated independently. (3) The English (F) words are reordered.
ê = arg max

e
p (e | f) (2.5)

ê = arg max
e

p (e) p (f | e) (2.6)The two 
omponents are p (e) whi
h is a language model probability, and p (f | e)whi
h is a translation model probability, where roughly, the �rst one quanti�es the�uen
y of the language and the se
ond quanti�es the faithfulness of the translation.Note that while the obje
tive is to dis
over e given f , we a
tually model the re-verse. The advantage of this over modeling p (e, f) dire
tly is that we 
an apply twoindependent models to the disambiguation of e. This is bene�
ial be
ause the estimatesfor ea
h model 
ontain errors. By applying them together we hope to 
ounterbalan
etheir errors.To implement equation 2.6, three tasks must be performed: quantify �uen
y, p (e),quantify faithfulness, p (f | e), (that means to de�ne the parameters of the models andto estimate them) and �nd an algorithm whi
h maximises the produ
t of these twofun
tions (the translation is de�ned as an optimisation problem).The set of parameters, or probabilities of the language and translation model is tobe automati
ally learned from parallel data (parameter estimation step). We 
an seethe model as a sto
hasti
 pro
ess that generated the data (that is why these modelsare 
alled generative models). In fa
t, we 
an think of the language model p (e) as asto
hasti
 model that generates target language senten
es, and the translation model
p (f |e) as a se
ond sto
hasti
 pro
ess that �
orrupts� the target language to produ
esour
e language senten
es.



2.3. STATISTICAL MACHINE TRANSLATION 45The Language Model. The language model probability does not depend on the for-eign language senten
e f . It represents the probability that the e is a valid senten
e inEnglish. Rather than trying to model valid English senten
es in terms of grammati
al-ity, Brown et al. borrow n-gram language modeling te
hniques from spee
h re
ognition.These language models assign a probability to an English senten
e by examining thesequen
e of words that 
omprise it. For e = e1e2e3 . . . en , the language model probability
p (e) 
an be 
al
ulated as:

p (e1e2e3...en) = p (e1) p (e2|e1) p (e3|e1e2) . . . p (en|e1e2e3 . . . en−1) (2.7)This formulation disregards synta
ti
 stru
ture, and instead re
asts the languagemodeling problem as the 
hallenge of 
omputing the probability of a single word givenall of the words that pre
ede it in a senten
e. At any point in the senten
e we mustbe able to determine the probability of a word, ej , given a history, e1e2 . . . ej−1 . Inorder to simplify the task of parameter estimation for n-gram models, we redu
e thelength of the histories to be the pre
eding n − 1 words. Thus in a trigram modelwe would only need to be able to determine the probability of a word, ej , given ashorter history, ej−2ej−1 . Although n-gram models are linguisti
ally simpleminded,they have the redeeming feature that it is possible to estimate their parameters fromplain monolingual data.The Translation Model. The design of a translation model has similar trade-o�s to the design of a language model. In order to 
reate a translation model whoseparameters 
an be estimated from data (whi
h in this 
ase is a parallel 
orpus) Brownet al. avoid linguisti
 sophisti
ation in favor of a simpler model. They ignore syntaxand semanti
s and instead treat translation as a word-level operation. They de�nethe translation model probability p (f |e) in terms of possible word-level alignments, a,between the senten
es:
p (f |e) =

∑

a

p (f, a|e) (2.8)Just as n-gram language models 
an be de�ned in su
h a way that their parameters
an be estimated from data, so 
an p (f, a|e). Introdu
ing word alignments simpli�esthe problem of determining whether a senten
e is a good translation of another intothe problem of determining whether there is a sensible mapping between the words inthe senten
es (Fig. 2.4).
Figure 2.4: Word alignments between a phrase pair in a Fren
h-English parallel 
orpus
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reasingly 
omplex translation models, referred toas the IBM Models, whi
h de�ne p (f, a|e). IBM Model 3 de�nes word-level alignmentsin terms of four parameters. These parameters in
lude a word-to-word translationprobability, and three less intuitive probabilities (fertility, spurious word, and distor-tion) whi
h a

ount for english words that are aligned to multiple foreign words, wordswith no 
ounterparts in the foreign language, and word re-ordering a
ross languages(
.f. table 2.2).The (word) translationprobabilities t (fj |ei)
The probability that a foreign word fj is thetranslation of an English word eiFertility probabilities

n (φi|ei)
The probability that a word ei will expand into φiwords in the foreign languageSpurious wordprobability p The probability that a spurious word will be insertedat any point in a senten
eDistortion probabilities

d (j|aj, l, m)

The probability that a target position j will be 
hosenfor a word, given the index of the English word thatthis was translated from aj , and the lengths l and m ofthe English and foreign senten
esTable 2.2: The IBM Models de�ne translation model probabilities in terms of a numberof parameters, in
luding translation, fertility, distortion, and spurious word probabili-ties.Parameter Estimation (EM algorithm). The probability of an alignment
p (f, a|e) is 
al
ulated under IBM Model 3 as10:

p(f, a|e) =

n∏

i=1

n(φi|ei) ∗

m∏

j=1

t(fj |ei) ∗

m∏

j=1

d(j|aj, l, m) (2.9)If a bilingual parallel 
orpus 
ontained expli
it word-level alignments between itssenten
e pairs, like in �gure 2.4, then it would be possible to dire
tly estimate theparameters of the IBM Models using maximum likelihood estimation. However, sin
eword-aligned parallel 
orpora do not generally exist, the parameters of the IBM Modelsmust be estimated without expli
it alignment information. Consequently, alignmentsare treated as hidden variables. The Expe
tation Maximization (EM) framework formaximum likelihood estimation from in
omplete data [Dempster et al., 1977℄ is usedto estimate the values of these hidden variables. EM 
onsists of two steps that areiteratively applied:� The E-step 
al
ulates the posterior probability under the 
urrent model of everypossible alignment for ea
h senten
e pair in the senten
e-aligned training 
orpus;10The true equation also in
ludes the probabilities of spurious words arising from the �NULL� wordat position zero of the English sour
e string, but it is simpli�ed here for 
larity.
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ted likelihood under the posterior distribution,
p (f, a|e), with respe
t to the model's parameters.While EM is guaranteed to improve a model on ea
h iteration, the algorithm is notguaranteed to �nd a globally optimal solution. Be
ause of this, the solution that EM
onverges on is greatly a�e
ted by initial starting parameters. To address this problemBrown et al. �rst train a simpler model to �nd sensible estimates for the t table, andthen use those values to prime the parameters for in
rementally more 
omplex modelswhi
h estimate the d and n parameters des
ribed in Table 2.1.IBM Model 1 is de�ned only in terms of word-for-word translation probabilitiesbetween foreign words fj and the English words ea j whi
h they are aligned to:

p(f, a|e) =

m∏

j=1

t(fj |eaj
) (2.10)IBM Model 1 produ
es estimates for the the t probabilities, whi
h are used at thestart EM for the later models.Beyond the problems asso
iated with EM and lo
al optima, the IBM Models fa
eadditional problems. While equation 2.8 and the E-step 
all for summing over all possi-ble alignments, this is intra
table be
ause the number of possible alignments in
reasesexponentially with the length of the senten
es. To address this problem Brown et al.did two things:� They performed approximate EM wherein they sum over only a small number ofthe most probable alignments instead of summing over all possible alignments.� They limited the spa
e of permissible alignments by ignoring many-to-many align-ments and permitting one-to-many alignments only in one dire
tion.[O
h and Ney, 2003℄ undertook systemati
 study of the IBM Models. They trainedthe IBM Models on various sized German-English and Fren
h-English parallel 
orporaand 
ompared the most probable alignments generated by the models against referen
eword alignments that were manually 
reated. They found that in
reasing the amountof data improved the quality of the automati
ally generated alignments, and that themore 
omplex of the IBM Models performed better than the simpler ones.Improving alignment quality is one way of improving translation models.Thus word alignment remains an a
tive topi
 in resear
h. Some work fo-
us on the improvement on the training pro
edures used by the IBM Models.[Vogel et al., 1996℄ used Hidden Markov Models. [Callison-Bur
h et al., 2004℄ re-
ast the training pro
edure as a partially supervised learning problem by in
or-porating expli
itly word-aligned data alongside the standard senten
e-aligned train-ing data. [Fraser and Mar
u, 2006℄ did similarly. [Moore, 2005, Taskar et al., 2005,Itty
heriah and Roukos, 2005, Blunsom and Cohn, 2006℄ treated the problem as a fully
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riminative training. Others have fo-
used on improving alignment quality by integrating linguisti
ally motivated 
onstraints[Cherry and Lin, 2003℄.But the most promising dire
tion in improving translation models has been to movebeyond word-level alignments to phrase-based models whi
h are des
ribed in the nextse
tion.2.3.3.2 Phrased-based models in SMTWhereas the original formulation of Statisti
al Ma
hine Translation was word-based,
ontemporary approa
hes have expanded to phrases. Phrase-based Statisti
al Ma
hineTranslation [O
h and Ney, 2003, Koehn et al., 2003℄ uses larger segments of humantranslated text. By in
reasing the size of the basi
 unit of translation, phrase-basedSMT does away with many of the problems asso
iated with the original word-basedformulation. In parti
ular, [Brown et al., 1993℄ did not have a dire
t way of translatingphrases; instead they spe
i�ed the fertility parameter whi
h is used to repli
ate wordsand translate them individually.Furthermore, be
ause words were their basi
 unit of translation, their models re-quired a lot of reordering between languages with di�erent word orders, but the distor-tion parameter was a poor explanation of word order. Phrase-based SMT eliminatedthe fertility parameter and dire
tly handled word-to-phrase and phrase-to-phrase map-pings. Phrase-based SMT's use of multi-word units also redu
ed the dependen
y on thedistortion parameter. In phrase-based models less word re-ordering needs to o

ur sin
elo
al dependen
ies are frequently 
aptured. For example, 
ommon adje
tive-noun alter-nations are memorized, along with other frequently o

urring sequen
es of words. Notethat the phrases in phrase-based translation are not 
ongruous with the traditional no-tion of synta
ti
 
onstituents; they might be more aptly des
ribed as substrings or blo
kssin
e they just denote arbitrary sequen
es of 
ontiguous words. [Koehn et al., 2003℄showed that using these larger 
hunks of human translated text resulted in high qualitytranslations, despite the fa
t that these sequen
es are not synta
ti
 
onstituents.In order to 
al
ulate a phrase translation probability it is 
ru
ial to identify phrase-level alignments between phrases that o

ur in senten
e pairs in a parallel 
orpus.Symmetrizing word alignments Many methods for identifying phrase-level align-ments use word-level alignments as a starting point.[O
h and Ney, 2003℄ de�ned one of those. Their method �rst 
reates a word-levelalignment for ea
h senten
e pair in the parallel 
orpus by outputting the alignmentthat is assigned the highest probability by the IBM Models. Be
ause the IBM Modelsonly allow one-to-many alignments in one language dire
tion they have an inherentasymmetry. In order to over
ome this, [O
h and Ney, 2003℄ train models in both thee�f and f�e dire
tions, and symmetrize the word alignments by 
ombining them. Ata minimum, all alignment points of the interse
tion of the two alignments are main-tained. At a maximum, the points of the union of the two alignments are 
onsidered.
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h and Ney, 2003℄ explore the spa
e between interse
tion and union with expansionheuristi
s that start with the interse
tion and pro
eed by iteratively adding links fromthe union.Their method has been reimplemented for Moses system, [by Koehn et al℄, in thefollowing way:� It starts with interse
tion of the two word alignments. Only new alignmentpoints that exist in the union of two word alignments 
an be added. They alsoalways require that a new alignment point 
onne
ts to at least one previouslyunaligned word.� Then, they expand to only dire
tly adja
ent alignment points, startingfrom the top right 
orner of the alignment matrix (alignment points the �rstEnglish word, then for the se
ond English word, and so on).� This is done iteratively until no more alignment point 
an be added.� In a �nal step, they add non-adja
ent alignment points, with otherwise thesame requirements.This 
reates a single word-level alignment for ea
h senten
e pair, whi
h 
an 
ontainone-to-many alignments in both dire
tions.There are other ways to obtain symmetri
 alignments. [Matusov et al., 2004℄present a symmetri
 word alignment method based on linear 
ombination of 
omplemen-tary asymmetri
 words alignment probabilities. [Ayan and Dorr, 2006℄ investigate thee�e
t of various symmetrization heuristi
s on the performan
e of phrase-based trans-lation. However, these symmetrized alignments do not have many-to-many 
orrespon-den
es whi
h are ne
essary for phrase-to-phrase alignments.Phrase extra
tion [O
h and Ney, 2004℄ de�ned a method for extra
ting in
remen-tally longer phrase-to-phrase 
orresponden
es from a word alignment, su
h that thephrase pairs are 
onsistent with the word alignment. Consistent phrase pairs are thosein whi
h all words within the sour
e language phrase are aligned only with the wordsof the target language phrase and the words of the target language phrase are alignedonly with the words of the sour
e language phrase.Following this approa
h, in Moses, all aligned phrase pairs that are 
onsistent withthe word alignment are 
olle
ted. The words in a legal phrase pair are only aligned toea
h other, and not to words outside. The set of Bilingual Phrases (BP) 
an be de�nedformally [Zens et al., 2002a℄ as:
BP

(
fJ

1 , eJ
1 , A

)
=

{(
f

j+m
j , ei+n

i

)
: ∀ (i′, j′) ∈ A : j ≤ j′ ≤ j + m ↔ i ≤ i′ ≤ i + n

}(2.11)
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al
ulates a phrasetranslation probability p(f |e) between an english phrase e and a foreign phrase f .In general the phrase translation probability is 
al
ulated using maximum likelihoodestimation by 
ounting the number of times that the english phrase was aligned withthe foreign phrase in the training 
orpus, and dividing by the total number of timesthat the english phrase o

urred:
p
(
f̄ |ē

)
=

count
(
f̄ , ē

)

count (ē)
(2.12)To 
al
ulate the maximum likelihood estimate for phrase translation probabilitiesthe phrase extra
tion te
hnique is used to enumerate all phrase pairs up to a 
ertainlength for all senten
e pairs in the training 
orpus. The number of o

urren
es of ea
hof these phrases are 
ounted, as are the total number of times that pairs 
o-o

ur.These are then used to 
al
ulate phrasal translation probabilities, using equation 2.12.This pro
ess 
an be done with [O
h and Ney, 2004℄'s phrase extra
tion te
hnique, ora number of variant heuristi
s. Other heuristi
s for extra
ting phrase alignments fromword alignments were des
ribed by [Vogel et al., 2003, Tillmann, 2003, Koehn, 2004a℄.As an alternative to extra
ting phrase-level alignments from word-level alignments,[Mar
u and Wong, 2002℄ estimated them dire
tly. They use EM to estimate phrase-to-phrase translation probabilities with a model de�ned similarly to IBM Model 1, butwhi
h does not 
onstrain alignments to be one-to-one in the way that IBM Model 1does. Be
ause alignments are not restri
ted in [Mar
u and Wong, 2002℄'s model, thehuge number of possible alignments makes 
omputation intra
table, and thus makes itimpossible to apply to large parallel 
orpora. [Bir
h et al., 2006℄ made strides towardss
aling [Mar
u and Wong, 2002℄'s model to larger data sets by putting 
onstraints onwhat alignments are 
onsidered during EM, whi
h shows that 
al
ulating phrase trans-lation probabilities dire
tly in a theoreti
ally motivated way may be more promisingthan [O
h and Ney, 2004℄'s heuristi
 phrase extra
tion method.2.3.3.3 Log-linear model and minimum error rate trainingBy moving from generative models to log-linear models (or dis
riminative models),additional 
ontext 
an be brought into the modeling. Log-linear models dis
riminatebetween di�erent possible values translations ei when presented with a parti
ular sour
esenten
e f . They de�ne a relationship between a set of K �xed features h (e, f) of thedata and the fun
tion P (e|f) that we are interested in. Thus, they allow us to de�nean arbitrary feature that allows us to improve the translation.Whereas the original formulation of statisti
al ma
hine translation[Brown et al., 1990℄ used a translation model that 
ontained two separate proba-bilities:

ê = arg max
e

p (e|f) = arg max
e

p (f |e) p (e) (2.13)
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ontemporary approa
hes to SMT instead employ the log linear formulation[O
h and Ney, 2002℄, whi
h breaks the probability down into an arbitrary number ofweighted feature fun
tions:
ê = arg max

e
p (e|f) = arg max

e

M∑

m=1

λmhm (e, f) (2.14)The advantage of the log linear formulation is that rather than just having a trans-lation model probability and a language model probability assign 
osts to translation,we 
an now have an arbitrary number of feature fun
tions, h(e, f) whi
h assign a 
ostto a translation. In pra
ti
al terms, this gives us a me
hanism to break down theassignation of 
ost in a modular fashion based on di�erent aspe
ts of translation.Most SMT systems use a log-linear model of p (e|f) that in
orporates generativemodels as feature fun
tions.In 
urrent systems the feature fun
tions that are most 
ommonly used in
lude alanguage model probability, a phrase translation probability, a reverse phrase transla-tion probability, lexi
al translation probability, a reverse lexi
al translation probability,a word penalty, a phrase penalty, and a distortion 
ost.Estimation in log-linear models The weights, λm, in the log linear formulation a
tto set the relative 
ontribution of ea
h of the feature fun
tions in determining the besttranslation. The Bayes' rule formulation (equation 2.13) assigns equal weights to thelanguage model and the translation model probabilities11. In the log linear formulationthese may play a greater or lesser role depending on their weights. The weights 
an beset in an empiri
al fashion in order to maximize the quality of the MT system's outputfor some development set (where human translations are given). This is done througha pro
ess known as minimum error rate training [O
h and Ney, 2003℄, whi
h uses anobje
tive fun
tion to 
ompare the MT output against the referen
e human translationsand minimizes their di�eren
es. Modulo the potential of over�tting the developmentset, the in
orporation of additional feature fun
tions should not have a detrimentale�e
t on the translation quality be
ause of the way that the weights are set.2.3.3.4 The phrase tableThe de
oder uses a data stru
ture 
alled a phrase table to store the sour
e phrasespaired with their translations into the target language, along with the value of featurefun
tions that relate to translation probabilities. In our 
ase the feature fun
tions usedare: a phrase translation probability, a reverse phrase translation probability, lexi
altranslation probability, a reverse lexi
al translation probability and a word penalty. Thephrase table 
ontains an exhaustive list of all translations whi
h have been extra
ted11The noisy-
hannel approa
h 
an be obtained as a spe
ial 
ase if we 
onsider only two featurefun
tions, namely the target language model h1 (e, f) = log p (e) and the translation model of thesour
e senten
e given the target h2 (e, f) = log p (f |e).
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orpus. The sour
e phrase is used as a key that is used tolook up the translation options, These translation options are learned from the trainingdata and stored in the phrase table. If a sour
e phrase does not appear in the phrasetable, then the de
oder has no translation options for it.Be
ause the entries in the phrase table a
t as basis for the behavior of the de
oder �both in terms of the translation options available to it, and in terms of the probabilitiesasso
iated with ea
h entry � it is a 
ommon point of modi�
ation in SMT resear
h.Often people will augment the phrase table with additional entries or modify the s
oresasso
ited with an existing entry, and show improvements without modifying the de
oderitself. We do similarly in our pivot-based methods, whi
h are explained in 
hapter 6.2.3.3.5 De
odingOn
e we have a model and estimates for all of our parameters, we 
an translate newinput senten
es. This is 
alled de
oding. In prin
iple, de
oding 
orresponds to solvingthe maximization problem in equation 2.15.
ê = arg max

e
p (e|f) = p (f |e) × p (e) (2.15)The de
oder is the software whi
h uses the statisti
al translation model to pro-du
e translations of novel input senten
es. For a given input senten
e the de
oder �rstbreaks it into subphrases and enumerates all alternative translations that the model haslearned for ea
h subphrase. The de
oder then 
hooses among these phrasal translationsto 
reate a translation of the whole senten
e. Sin
e there are many possible ways of
ombining phrasal translations the de
oder 
onsiders a large number of partial transla-tions simultaneously. This 
reates a sear
h spa
e of hypotheses. These hypotheses areranked by assigning a 
ost or a probability to ea
h one. The probability is assigned bythe statisti
al translation model and stored in the phrase table.In word-based SMT systems, sear
h was performed following di�erentapproa
hes in
luding optimal A* sear
h [O
h et al., 2001℄, integer programming[Germann et al., 2001℄, greedy sear
h algorithms [Wang and Waibel, 1998℄. An impor-tant issue of these de
oders is the 
omputational 
omplexity introdu
ed by reordering(
hanges in word order) when single words are 
onsidered instead of longer units.In phrase-based de
oders, short-distan
e reorderings between sour
e and targetsenten
es are already 
aptured within the translation units, whi
h alleviates the reorder-ing problem [Tillmann and Ney, 2000, O
h and Ney, 2004℄. Pharaoh [Koehn, 2004a℄,an e�
ient and freely available beam sear
h phrase-based de
oder was very su

essfuland 
ontributed in making SMT more a

essible and more popular. Re
ently, Pharaohhas been repla
ed/upgraded by Moses [Koehn et al., 2007℄, whi
h is also a phrase-basedde
oder implementing a beam sear
h, allowing to input a word latti
e with 
onfusionnetworks and using a fa
tored representation of the raw words (surfa
e forms, lemma,part-of-spee
h, morphology, word 
lasses, et
.). Nowadays, many SMT systems employa phrase-based beam sear
h de
oder be
ause of the good performan
e results a
hieved
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ura
y and e�
ien
y). We used the de
oder provided by Moses in ourthesis experiments.2.3.3.6 Overview of the ar
hite
ture used in SMT systemsMost 
urrent state of the art SMT systems use log-linear models with generative sub-models in 
ombination with MinimumError Rate Training (MERT) in order to optimizewhatever error fun
tion is 
hosen for evaluation. An overview of the ar
hite
ture usedin these systems is shown in Figure 2.5.

Figure 2.5: Overview of the ar
hite
ture used in SMT systems: the �ow of data, models,and pro
ess 
ommonly involved2.3.3.7 Evaluation in SMTThere are many good ways to translate the same senten
e, thus it is di�
ult to de�neobje
tive 
riteria for translation evaluation. Many methods have been proposed toevaluate MT output.
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epted measures of MT evaluation have required examination ofMT system's output by human judges, who rank the adequa
y of the translation in
onveying the sour
e language meaning and the �uen
y of expression in the targetlanguage. More ideal than this are measures that determine how well some humantask 
an be performed when the human subje
t is provided with ma
hine-translatedtext. Unfortunately, human evaluation requires time and money. This usually rulesout its use in iterative system development, where there is a need to perform regularevaluation to determine if 
hanges are bene�
ial to performan
e. Then, the next thingis to develop automati
 metri
s that 
losely 
orrelate with human judgement.Usually, the automati
 evaluation is performed by produ
ing some kind of similaritymeasure between the translation hypothesis and a set of human referen
e translations,whi
h represent the expe
ted solution of the system. Therefore, a 
ommon element ofautomati
 metri
s is their use of a set of test senten
es for whi
h human translations,
alled referen
e translations, are already available. They 
an 
ome from a parallel
orpus, although we must be 
autious and use a separate set of senten
es from theset we used for training. The intuition behind metri
s based on referen
e senten
es isthat MT must be good if it 
losely resembles a human translation of the same senten
e[Papineni et al., 2002℄. These metri
s are based on partial string mat
hing between theoutput and the referen
e translations. However, the use of a single referen
e may biasthe evaluation towards a parti
ular translation style. In order to mitigate against thisand re�e
t the diversity of possible good translations, we may use multiple referen
es.This requires the use of human translators to produ
e the additional referen
es, but itis a one-time 
ost.The fa
t that there are several 
orre
t alternative translations for any input senten
eadds 
omplexity to this task, and whereas the higher the 
orrelation with the humanreferen
es the better quality, theoreti
ally we 
annot guarantee that in
orrelation withthe available set of referen
es means bad translation quality, unless we have all possible
orre
t translations available.Therefore, in general it is a

epted that all automati
 metri
s 
omparing hypotheseswith a limited set of manual referen
e translations are pessimisti
. Yet, instead ofan absolute quality s
ore, automati
 measures are 
laimed to 
apture progress duringsystem development and to statisti
ally 
orrelate well with human intuition.So far, no automati
 translation evaluation measure has been generally a

epted,so various measures are typi
ally used instead. Some 
ommonly used measures are:� WER (Word Error Rate) or mWER (multi-Referen
e Word ErrorRate): the WER is the minimum number of substitution, insertion and dele-tion operations that have to be performed to 
onvert the generated senten
e intothe referen
e target senten
e. For the mWER, a whole set of referen
e transla-tions is used. In this 
ase, for ea
h translation hypothesis, the edit distan
e tothe most similar senten
e is 
al
ulated.� PER (Position-independent word Error Rate) or mPER (multi-referen
e Position-independent word Error Rate): it is similar to WER



2.3. STATISTICAL MACHINE TRANSLATION 55(and mWER) but does not penalize reorderings, be
ause it regards the outputand referen
e senten
es as unordered sets rather than totally ordered strings[O
h et al., 1999℄� BLEU (BiLingual Evaluation Understudy) s
ore: this s
ore measuresthe pre
ision of unigrams, bigrams, trigrams, and four-grams with respe
t toa whole set of referen
e translations, and with a penalty for too short senten
es[Papineni et al., 2001℄. BLEU measures a

ura
y, thus larger BLEU s
ores arebetter. As this is the metri
 used in our thesis we will detail it in the nextparagraph.� NIST s
ore: the NIST evaluation metri
, introdu
ed in [Doddington, 2002℄, isbased on the BLEU matrix, but with some alterations. Whereas BLEU simply
al
ulates n-gram pre
ision 
onsidering ea
h n-gram of equal importan
e, NIST
al
ulates how informative a parti
ular n-gram is, and the rarer a 
orre
t n-gramis, the more weight it will be given. NIST also di�ers from BLEU in its 
al
ulationof the brevity penalty, and small variations in translation length do not impa
tthe overall s
ore as mu
h.� METEOR s
ore: this s
ore in
ludes a word stemming pro
ess of the hypothesisand referen
es to extend unigram mat
hes [Banerjee and Lavie, 2005℄.For a good 
ontemporary evaluation of metri
s a
ross several language pairs, re-fer to [Callison-Bur
h, 2007℄. A key element of most resear
h in this area is theidenti�
ation of metri
s that 
orrelate with human judgement in 
ontrolled studies[Papineni et al., 2002, Callison-Bur
h et al., 2007℄. It is not always 
lear when a di�er-en
e in s
ores between two systems represents a signi�
ant di�eren
e in their output.[Koehn, 2004b℄ des
ribes a method to 
ompute statisti
al 
on�den
e intervals for mostautomati
 metri
s using bootstrap resampling.BLEU s
ore Arguably the most extended evaluation measure as of today,BLEU (a
ronym for BiLingual Evaluation Understudy) was introdu
ed by IBM in[Papineni et al., 2001℄, and is always referred to a given n-gram order (BLEUn , nusually being 4).The metri
 works by measuring the n-gram 
o-o

urren
e between a given transla-tion and the set of referen
e translations and then taking the weighted geometri
 mean.BLEU is spe
i�
ally designed to approximate human judgement on a 
orpus level and
an perform badly if used to evaluate the quality of isolated senten
es.
BLEUn is de�ned as:

BLEUn = exp




n∑
i=1

bleui

n
+ length − penalty


 (2.16)
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umulative 
ounts (updated senten
e by sen-ten
e) referred to the whole evaluation 
orpus (test and referen
e sets). Even thoughthese mat
hing 
ounts are 
omputed on a senten
e-by-senten
e basis, the �nal s
ore isnot 
omputed as a 
umulative s
ore, ie. it is not 
omputed by a

umulating a givensenten
e s
ore.Equations 2.17 and 2.18 show bleun and length − penalty de�nitions, respe
tively:
bleun = log

(
Nmatchedn

Ntestn

) (2.17)
length − penalty = min

{
0, 1 −

shortest − ref − length

Ntest1

} (2.18)Finally, Nmatchedi , Ntesti and shortest−ref−length are also 
umulative 
ounts(updated senten
e by senten
e), de�ned as:
Nmatchedi =

N∑

n=1

∑

ngr∈S

min
{

N (testn, ngr) , max
r

{N (refn,r, ngr)}
} (2.19)where S is the set of Ngrams of size i in senten
e testn , N (sent, ngr) is the numberof o

urren
es of the Ngram ngr in senten
e sent, N is the number of senten
es to eval,

testi is the ith senten
e of the test set, R is the number of di�erent referen
es for ea
htest senten
e and refn,r is the rth referen
e of the nth test senten
e.
Ntesti =

N∑

n=1

length (testn) − i + 1 (2.20)
shortest − ref − length =

N∑

n=1

min
r

{length (refn,r)} (2.21)From BLEU des
ription, we 
an 
on
lude that:� BLEU is a quality metri
 and it is de�ned in a range between 0 and 1, 0 meaningthe worst-translation (whi
h does not mat
h the referen
es in any word), and 1the perfe
t translation.� BLEU is mostly a measure of pre
ision, as bleun is 
omputed by dividing themat
hing n-grams by the number of n-grams in the test (not in the referen
e). Inthis sense, a very high BLEU 
ould be a
hieved with a short output, so long asall its n-grams are present in a referen
e.� The re
all or 
overage e�e
t is weighted through the length penalty. However,this is a very rough approa
h to re
all, as it only takes lengths into a

ount.
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h e�e
t (pre
ision and re
all) might not be
lear, being very di�
ult from a given BLEU s
ore to know whether the providedtranslation la
ks re
all, pre
ision or both.It is important, when interpreting metri
s su
h as BLEU, to note that they 
an be usedto rank systems relative to ea
h other, but the s
ores are generally uninterpretable asabsolute measures of 
orre
tness.BLEU has been highly in�uential in SMT resear
h. It has been used as the basisfor a number of 
omparative evaluations [Doddington, 2002, Koehn and Monz, 2005,Koehn and Monz, 2006, Callison-Bur
h et al., 2007℄ and it is 
ommonly used in theobje
tive fun
tion for minimum error-rate training [O
h, 2003℄.The use of BLEU s
ore has always been 
ontroversial. [Turian et al., 2003℄ provide
ounterexamples to its 
laimed 
orrelation with human judgement and other potentialproblems have been demonstrated by [Callison-Bur
h et al., 2006℄. Despite 
ontroversy,automati
 evaluation has had a profound impa
t on progress in SMT resear
h, and itis likely to 
ontinue.With the proliferation of available metri
s, it is not always 
lear whi
h one touse. Pra
ti
al 
onsiderations su
h as 
omparison with previous ben
hmarks en
ourages
ontinued use of BLEU, despite 
riti
ism.2.4 Related workMany dire
tions have been explored aiming to improve alignment and translation sys-tems.Most of the re
ent work in word alignment is fo
used on improving the wordalignment quality through better modeling [O
h and Ney, 2003, Deng and Byrne, 2005,Martin et al., 2005℄ or alternative approa
hes to training [Fraser and Mar
u, 2006,Moore, 2005, Itty
heriah and Roukos, 2005℄. In word alignment systems forlanguages with s
ar
e resour
es, some resear
hers [Aswani and Gaizauskas, 2005,Lopez and Resnik, 2005, Tu�³ et al., 2005℄ have used language-dependent resour
essu
h as di
tionaries, thesaurus, and dependen
y parser to improve word alignmentresults.For translation between the language pairs with low re-sour
es, [Niessen and Ney, 2004℄ used morpho-synta
ti
 information and[Vandeghinste et al., 2006, Carl et al., 2008℄ used translation di
tionaries and shallowanalysis tools .2.4.1 Translation system 
ombinationThe idea of using multiple sour
e knowledge in translation ties in with the re
ent workon ensemble 
ombination of SMT systems. [Ma
herey and O
h, 2007℄ presented anempiri
al study on how di�erent sele
tions of input translation systems a�e
t translation
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ombination, where they gave an empiri
al eviden
e that the systemsto be 
ombined should be of similar quality and need to be almost un
orrelated in orderto be bene�
ial for system 
ombination.Computing (
onsensus) translations from the outputs of multiple translationengines has be
ome a powerful means to improve translation quality in many ma
hinetranslation tasks. A 
omposite translation is 
omputed by voting on the translationoutputs of multiple ma
hine translation systems. Depending on how the translationsare 
ombined and how the voting s
heme is implemented the 
omposite translationmay di�er from any of the original hypotheses. While elementary approa
hes simplysele
t for ea
h senten
e one of the original translations (hypothesis ranking te
hniques),more sophisti
ated methods allow to 
ombine translations on a word or a phrase level(
onsensus network de
oding).The latter, 
onsensus network de
oding ([Mangu et al., 2000℄), attempts toimprove translation quality by �nding a novel, higher quality hypothesis basedon the hypotheses produ
ed by multiple translation systems. Re
ent resear
h([Frederking and Nirenburg, 1994, Bangalore et al., 2001, Jayaraman and Lavie, 2005,Rosti et al., 2007℄) has explored 
onsensus de
oding where all systems translate thesame language pair. [Matusov et al., 2006℄ adopted this approa
h to a multilingualsetting, where pairwise word alignments of the original translation hypotheses wereestimated for an enhan
ed statisti
al alignment model in order to expli
itely 
aptureword re-ordering. Their method resulted in substatial gain: 4.8 BLEU higher thanthe single best system. [Callison-Bur
h et al., 2008℄ reported preliminary results thatindi
ate promising results when applying 
ombination te
hniques on the multisour
e�News Commentary� 
orpus.Alternatively, hypothesis ranking te
hniques attempt to sele
t the singlebest hypothesis from a list of output hypotheses produ
ed by di�erent translationsystems. Several te
hniques designed for bilingual senten
e-level system 
ombina-tion 
ould be applied with no 
hanges to the multisour
e task. [Kaki et al., 1999,Callison-Bur
h and Flournoy, 2001℄ used only the target language model to rank hy-potheses. This approa
h follows the intuition that the hypothesis with the highestlanguage model s
ore will be the most �uent. [Nomoto, 2004℄ took this step further byusing multiple language models whi
h vote on 
andidate hypotheses. When integrat-ing multilingual data the systems typi
ally 
reate several 
andidate sentential targettranslations for sour
e senten
es via languages. A single translation is then sele
tedby �nding the 
andidate that yields the best overall s
ore [O
h and Ney, 2001℄ or by
o-training [Callison-Bur
h and Osborne, 2003℄, where the information is integrated atthe training stage to bootstrap more training data from multiple sour
e do
uments.[Eisele, 2005℄ have used simple heuristi
s to 
ombine both multiple translations of thesame sour
e senten
e provided by di�erent translation engines and the translations of
orresponding parts from di�erent sour
e languages.[S
hwartz, 2008℄ surveyed the state of the art in te
hniques to exploit multi-parallel
orpora and te
hniques for using multiple sour
e languages in SMT and presents ex-periments whi
h show the limitation of existing hypothesis ranking methods.



2.4. RELATED WORK 59In this thesis we explore a 
omplementary approa
h to improve a statisti
al align-ment and translation model using multi-lingual, parallel (or multi-parallel) 
orpora.Our method is based on pivot languages.2.4.2 Pivot-based methods2.4.2.1 De�nitionsA pivot language, sometimes also 
alled a bridge language is an arti�
ial or naturallanguage used as an intermediary language for translation. Using a pivot languageavoids the 
ombinatorial explosion of having translators a
ross every 
ombination ofthe supported languages. The disadvantage of a pivot language is that ea
h step ofretranslation introdu
es possible mistakes and ambiguities.The triangulation, is the pro
ess of in
orporating multilingual knowledge in a singlesystem, whi
h, in our 
ontext, utilizes parallel 
orpora available in more than twolanguages.The idea of using multiple sour
e languages for improving translation quality of thetarget languages is not new. [Kay, 1997, Kay, 2000℄ suggests that mu
h of the ambiguityof a text that makes it hard to translate into another language may be resolved if atranslation into some third language is available and proposes using multiple sour
edo
uments as a way of informing subsequent ma
hine translations. He 
alls the useof existing translations to resolve underspe
i�
ation in a sour
e text �triangulation intranslation�, but does not o�er a method to perform this triangulation. The 
hallengeis to �nd general te
hniques that will exploit the information in multiple sour
es toimprove the quality of alignment and ma
hine translation.2.4.2.2 Pivot methods in related �eldsPivot-based methods have also been used in di�erent related ar-eas, su
h as translation lexi
on indu
tion [Mann and Yarowsky, 2001,S
hafer and Yarowsky, 2002, San�lippo and Steinberger, 1997℄, word sense dis-ambiguation [Diab and Resnik, 2002℄.The use of an intermediate language as translation aid has also found appli
ation in
ross-lingual information retrieval (CLIR). Thus, pivot languages are employed totranslate queries in (CLIR) [Gollins and Sanderson, 2001, Kishida and Kando, 2003℄.These methods only used the available di
tionaries to perform word by word translation.In addition, NTCIR 4 workshop organized a shared task for CLIR using pivot language.Ma
hine translation systems are used to translate queries into pivot language senten
es,and then into target senten
es [Sakai et al., 2004℄.Pivot languages have been used in rule-based ma
hine translation systems.[Boitet, 1988℄ dis
usses the pros and 
ons of the pivot approa
hes in multilingual ma-
hine translation. [S
hubert, 1988℄ argues that a pivot language needs to be a naturallanguage, due to the inherent la
k of expressiveness of arti�
ial languages.



60 CHAPTER 2. FRAMEWORK2.4.2.3 Pivot language in alignmentPivot languages have been used to improve senten
e alignment [Simard, 1999℄ or wordalignment [Borin, 2000b, Filali and Bilmes, 2005, Wang et al., 2006℄.[Simard, 1999, Simard, 2000℄ des
ribes experiments showing that a system basedon trilingual set texts 
an yield better bilingual senten
e alignments, while retainingthe same 
omputational 
omplexity, as the 
ommon bilingual approa
h.[Borin, 2000b℄ used multilingual 
orpora to in
rease word alignment 
overage. Hedes
ribed a non-statisti
al approa
h where a pivot alignment is used to 
ombine dire
ttranslation and indire
t translation via a third language. The alignment system used[Tiedemann, 1999b, Tiedemann, 1999a℄ utilized several types of information to alignthe words in the two texts: distributional information, 
oo
uren
e statisti
s, iterativesize redu
tion, 'naive' stemming and string similarity to sele
t and rank word alignment
andidates. His 
on
lusion is that in a multilingual parallel 
orpora, pivot alignmentis a safe way to in
rease word alignment re
all without lowering the pre
ision. Heobserves that the degree of relatedness of the languages in a triad play a role on howwell pivot alignment will work for the parti
ular triad and that di�erent pivot languagesadd di�erent alignments, i.e. there seems to be a 
umulative positive e�e
t from addingmore languages. Even if he did not have all the data needed to 
al
ulate the signi�
an
eof the results, his 
on
lusions remain suggestive and en
ouraging.[Filali and Bilmes, 2005℄ worked on a statisti
al alignment pro
edure, in two steps,that exploits information from parallel translations in more than two languages. Theiralignment-tag model is a multilingual extension of the IBM and HMM models. Thepreliminary results on a small subset of the Europarl 
orpus showed a 7% relative im-provement (de
rease in alignment error rate) over a state of the art alignment model.They 
onsider that an important future dire
tion of resear
h should 
onsist in inves-tigating whether their gains in multilingual alignment quality 
arry over and improvelearning of phrase translation probabilities.[Wang et al., 2006℄ suggested an approa
h to improve word alignment for lan-guages with s
ar
e resour
es, using bilingual 
orpora of other language pairs. Toperform word alignment between sour
e and target languages, for whi
h there are onlysmall amounts of bilingual data available, they introdu
ed a third language (pivot) andlarge-s
ale bilingual 
orpora in sour
e-pivot and pivot-target languages. Using these
orpora they trained two word alignment models (sour
e-pivot and pivot-target) andthey built an indu
ed alignment model between sour
e and target languages based onthese models. They reported a relative error redu
tion of 10.41% as 
ompared withthe dire
t method, using the small biligual 
opora between sour
e and target. In addi-tion they interpolated the indu
ed model with the dire
t one. This interpolated modelfurther improved word alignment results by a
hieving a relative error rate redu
tion of21.30% as 
ompared with the dire
t method. As a 
ase study, they used English as thepivot language to improve word alignment between Chinese and Japanese. In terms offuture work, they suggest to investigate the e�e
t of the size of 
orpora on the alignmentresults and di�erent parameters 
ombinations of the indu
ed model and the dire
t one.
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onsider that another evaluation should be done in a real ma
hine translationsystem, to examine whether lower word alignment error rate will result in higher trans-lation a

ura
y. This dire
tion has been investigated in [Wu and Wang, 2007℄, whi
hwill be detailed in the next paragraph.2.4.2.4 Pivot methods in SMTSMT with bridge languages is 
on
erned with the way to optimally perform transla-tions from sour
e language to target language, by taking advantage of other availablelanguage resour
es.Dependant (or overlapping) data versus Independant data experimentsTranslation with pivot language has re
ently gained attention as a mean to 
ir
um-vent the data bottlene
k of SMT. For this kind of approa
hes there are two generalassumptions:1. there is a la
k of parallel texts between sour
e language and target language;2. there exists a third language (pivot) for whi
h there are abundant parallel textsbetween sour
e and pivot and between pivot and target.Based on these assumptions a realisti
 working 
ondition is that the parallel 
orpora forsour
e-pivot and pivot-target are independent, in the sense that they are not derivedfrom the same set of senten
es. As they are based on independant data, they reportfew 
omparisons between the performan
e of the pivot-based methods and the dire
tlytrained systems, often only on redu
ed training sets.In the meantime, re
ent resear
h has often fo
used on the use of parallel 
or-pora whi
h provides multiple translations of the same texts. Su
h data 
an be re-garded as interesting to perform 
ontrastive experiments, namely to 
ompare trans-lations obtained with and without bridge languages. This 
ould be the �rst step to-wards the use of pivot methods in situations where training data is extermely s
ar
e[Utiyama and Isahara, 2007, Wu and Wang, 2007℄. Aiming at the evaluation of the per-forman
e of the pivot strategies against that of dire
t SMT systems under 
ontrolledexperiments, these approa
hes often provide detailed analyses of di�erent fa
tors that
ould a�e
t the performan
e of the pivot methods, su
h as the size of the training dataor the 
hoi
e of the intermediate language(s) [Cohn and Lapata, 2007℄. Complemen-tary to this framework and in order to investigate the e�e
tiveness of the pivot methodsin �real situations�, some resea
hers [Wu and Wang, 2007℄ performed additional exper-iments on independently sour
ed parallel 
orpora.We will detail next some approa
hes dire
ted by low-density resour
es.The pivot-based method in [De Gispert and Mariño, 2006℄ is motivated by the la
kof resour
es between Catalan and English, for whi
h the translation is bridged throughSpanish. The authors 
ompare two 
oupling strategies: 
as
ading of two translation
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h havebeen automati
ally translated from pivot to target. Thus, they 
reated an English-Catalan parallel 
orpus by automati
ally translating the Spanish part of an English-Spanish parallel 
orpus into Catalan with a Spanish-Catalan SMT system. They thendire
tly trained a SMT system on the English-Catalan 
orpus. They showed thatthis dire
t training is superior to the �senten
e translation strategy� in translatingfrom Catalan into English (in terms of BLEU s
ore). Their experimental results arepromising, as the a
hieved translation quality is nearly equivalent to that of the Spanish-English language pair.[Eisele, 2006℄ proposed that existing bilingual translation systems whi
h share oneor more 
ommon pivot languages should be 
oupled to build translation systems forlanguage pairs for whi
h no parallel 
orpus exists; using this approa
h for example,existing Arabi
-English, Arabi
-Spanish, Spanish-Chinese and English-Chinese systems
ould be used together to e�e
t an Arabi
-Chinese translation system.[Wu and Wang, 2007℄ reported positive results using a similar te
hnique with asingle pivot language in 
onjun
tion with a small bilingual training 
orpus. They ex-perimented their methods in the 
ontext of both dependent and independent parallel
orpora.Although our aim is to evaluate the performan
e of the pivot strategies againstthat of dire
t systems under 
ontrolled experiments (dependent data) and to analyzehow mu
h the pivot strategies 
an be improved by di�erent fa
tors, we performed inaddition, 
omplementary experiments on disjoint parallel texts, in order to estimatetheir robustness on independent data.Pivot-based Training versus Pivot-based De
oding The pivot knowledge sour
e
ould be integrated in the translation pro
ess at two di�erent moments: during thetraining or during the de
oding pro
ess. If this information is integrated during thetraining, we will refer to this pro
ess as pivot-based training (or bridging at train-ing time), in the other 
ase we 
an talk about pivot-based de
oding (or bridging attranslation time [Bertoldi et al., 2008℄). Often, in the literature, the pivot strate-gies are divided into phrase translation strategy and senten
e translation strategy([Utiyama and Isahara, 2007℄). The phrase translation strategy dire
tly 
onstru
ts aphrase translation table from a sour
e-pivot phrase table and a pivot-target phrasetable. It then uses this phrase table in a phrase-based SMT system. The senten
etranslation strategy �rst translates a sour
e language senten
e into n pivot senten
esand translate these n senten
es separately into target language senten
es. Then, itsele
ts the highest s
oring senten
e from the target language senten
es.As a generalisation, we 
an divide the pivot-based methods into:� Pivot methods in training (or at training time): this means that the paralleltraining 
orpora sour
e-pivot and pivot-target are used to train a translationsystem from sour
e to target. The pivot information 
ould be integrated intoalignment or dire
tly in the phrase table (as des
ribed before). This will generate
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e-target that 
an be fed dire
tly into the de
oder. Inthis 
ase the triangulation is part of the translation model.� Pivot methods in de
oding (at de
oding time): in this 
ase, the methodsshould integrate or 
ouple two translation models in the same de
oding pro
ess.This requires to 
ombine hypotheses from di�erent systems, whi
h will lead to asystem 
ombination framework that has already been mentioned in the subse
tion2.4.1.Typi
ally, the pivots methods in training are working with words [Wang et al., 2006℄ orphrases [Cohn and Lapata, 2007, Wu and Wang, 2007, Chen et al., 2008℄ at the modellevel while the pivot methods in de
oding 
ope with senten
es at the hypothesis level[Utiyama and Isahara, 2007℄.There are di�erent ways to integrate multilingual data in the training pro
ess.[Callison-Bur
h et al., 2006, Callison-Bur
h, 2007℄ used pivot language(s) to para-phrase extra
tion to handle the unseen phrases for phrased-based SMT. Their methoda
quires paraphrases by identifying phrases in the sour
e language, translating theminto multiple target languages, and then ba
k to the sour
e. Thus, they use paraphrasesto deal with unknown sour
e language phrases and to improve 
overage and translationquality.[Cohn and Lapata, 2007℄ presents another pivot approa
h based on phrase tables,where the s
ores of the new phrase-table are 
omputed by 
ombining 
orrespondingtranslation probabilities in the sour
e-pivot and pivot-target phrase tables.An approa
h based on phrase table multipli
ation is also dis
ussed in[Wu and Wang, 2007℄, where they 
ompare it with the word-based pivot method pro-posed in [Wang et al., 2006℄ (for whi
h the pivot data is integrated at the alignmentlevel). They demonstrate that the phrase method performs better than the wordmethod.A di�erent strategy is adopted in [Chen et al., 2008℄, who worked also at the phraselevel but fo
used on the e�
ien
y of the translation pro
ess in whi
h they aimed atredu
ing the model size, by �ltering out the less probable entries based on testing
orrelation using additional training data in a pivot language.[Kumar et al., 2007℄ presented a pivot method at training time: they in
orporatedpivot languages to 
onstru
t word alignments (that essentially means a word-based pivotmethod). They showed that this te
hnique 
an be used to obtain higher quality bilingualword alignments than traditional bilingual word alignment te
hniques. They performed,in addition, an evaluation by 
ombining the dire
t method with the pivot-based one(s).The 
oupling was made at the de
oding time, using a 
onsensus de
oding te
hniquepresented in [Ma
herey and O
h, 2007℄, that produ
ed a single output hypothesis frommultiple systems.When the triangulation is part of the de
oding, pivot-based methods refer to thesystem 
ombinations based on multilingual data. As in the 
onsensus translation,the systems typi
ally 
reate several 
andidate sentential target translations for sour
e
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es via languages, from whi
h a 
omposite translation is 
omputed by voting.This 
omposite translation may di�er from any of the original hypotheses. The simplestand most straightforward way is to return to one of the original 
andidate translations,that yields the best overall s
ore [Utiyama and Isahara, 2007, Bertoldi et al., 2008℄, butthere are approa
hes that 
ombine smaller units, su
h as words or phrases from di�erenthypotheses.[Utiyama and Isahara, 2007℄ 
ompare the two pivot strategies: a phrase-based pivotmethods (pivot at training time) and a senten
e-based pivot strategy (pivot at de
odingtime). They report that the phrase translation strategy signi�
antly outperformed thesenten
e translation strategy, with a relative performan
e of 0.92 to 0.97 
ompared todire
tly trained SMT systems.Our resear
h explores two pivot-based methods at training time and their variantsand 
ompares them with pivot-based method at de
oding time.2.4.3 Relevant approa
hesWe will here detail works in the literature whi
h are relevant to our approa
h (pivot-based methods in phrase-based SMT).�Pivot Language Approa
h for Phrase-Based Statisti
al Ma
hine Translation� - Wuand Wang[Wu and Wang, 2007℄ addressed the translation problem for language pairs withs
ar
e resour
es by bringing in a pivot language, at training time, via whi
h they 
anmake use of large bilingual 
orpora.They 
al
ulated a pivot phrase-table and an interpolated phrase table whi
h is a
ombination of the pivot and the dire
t one. Their experiments were 
ondu
ted onEuroparl 
orpus [Koehn, 2005℄ proposed for the shared task of the NAACL/HLT 2006Workshop on SMT [Koehn and Monz, 2006℄, in whi
h four languages were involved:English, Fren
h, Spanish and German. They 
hose English as pivot language, be
ausein general, for most of the languages there exists bilingual 
orpora between these lan-guages and English. They experimented training data with di�erent sizes and theystudied the performan
e of the interpolated system based on two pivot languages. Ad-ditionally experiments on Chinese-Japanese translation using English as pivot languagewere 
arried on to investigate the e�e
tiveness of their method on independently sour
edparallel 
orpora.The results on both the Europarl 
orpus and Chinese-Japanese translation indi
atethat the interpolated models a
hieve the best results. Results also indi
ate that theirpivot language approa
h is suitable for translation on language pairs with a small bilin-gual 
orpus: the less sour
e-target bilingual 
orpus there is, the bigger the improvementis. In terms of BLEU s
ore their method a
hieves an absolute improvement of 0.06(22.13% relative) as 
ompared with the standard model trained with 5000 sour
e-target
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e pairs for Fren
h - Spanish translation (via English). The translation quality is
omparable with that of the model trained with a bilingual 
orpus of 30000 sour
e-targetsenten
e pairs. Moreover, the translation quality is further boosted by using both thesmall sour
e-target bilingual 
orpus and the large sour
e-pivot and pivot-target 
orpora.�A Comparison of Pivot Methods for Phrase-based Statisti
al Ma
hine Translation�- Utiyama and Isahara[Utiyama and Isahara, 2007℄ presented and 
ompared two pivot-based methods, theformer integrated at training time (named phrase translation strategy) and the latterapplied at de
oding time (
alled senten
e translation strategy). The phrase translationstrategy builds the sour
e-target pivot table from the sour
e-pivot and pivot-targetphrase tables, by multipli
ation: the s
ores of the new phrase table are 
omputed by
ombining 
orresponding translation probabilities in the sour
e-pivot and pivot-targetphrase-tables. The senten
e translation strategy is a system 
as
ading te
hnique.Their experiments were also 
ondu
ted on the Europarl data for the NAACL/HLT2006 Workshop on SMT [Koehn and Monz, 2006℄, that 
onsists in three parallel 
or-pora: Fren
h-English, Spanish-English and German-English (whi
h design English asthe only possible pivot language).They showed that the phrase translation strategy 
onsistently outperformed thesenten
e translation strategies in 
ontrolled experiments. They explained this by thefa
t that the phrase-tables 
onstru
ted while using the phrase translation strategy 
anbe integrated into the de
oder as well as the dire
tly extra
ted phrase-tables, so the�phrase translation� systems 
an fully exploit the power of the de
oder. This led tobetter performan
e even when the indu
ed phrase-tables were noisy. They observedthat the relative performan
e of the pivot systems seems to be related to the BLEUs
ores for the dire
t systems.The relative performan
e of the phrase translation strategy 
ompared to dire
tlytrained systems was 0.92 (Spanish-Fren
h via English) to 0.97 (German-Spanish viaEnglish).�Improving Word Alignment with Bridge Languages� - Kumar, O
h and Ma
h-ery [Kumar et al., 2007℄) des
ribed an approa
h to improve SMT performan
e usingmulti-lingual, parallel, senten
e-aligned 
orpora in several bridge languages. Their ap-proa
h 
onsists of a simple method for utilizing a bridge language to 
reate a wordalignment system, by multiplying posterior probability matri
es for sour
e-pivot andpivot-target, and a pro
edure for 
ombining word alignment systems from multiplebridge languages, by linear interpolation of their posterior probability matri
es.The �nal translation is obtained by 
onsensus de
oding that 
ombines hypothesisobtained using all bridge language word alignments. Thus, their approa
h 
ombinespivot-methods at the training time with pivot-methods at de
oding.Their alignment 
ombination system is based on word alignement posterior prob-ability matri
es, that 
an be generated by any underlying statisti
al alignment model.
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an be used to 
ombined word alignments generated by fairlydissimilar word alignment systems, as long as the systems 
an produ
e posterior prob-abilities.They present experiments showing that multilingual, parallel text in Spanish,Fren
h, Russian, and Chinese 
an be utilized in this framework to improve transla-tion performan
e on an Arabi
-to-English task. The experiments were performed in theopen data tra
k of the NIST Arabi
-to-English ma
hine translation task 12. They reportthe alignment performan
e in AER: the dire
t method outperform any of the bridgesystems. The alignment obtained by 
ombining the dire
t system (Arabi
-English)with all the bridge systems (via Spanish, Fren
h, Russian, Chinese) outperforms allthe bridge alignments, but is weaker than the alignment without any bridge language.Their hypothesis is that a good 
hoi
e of interpolation weights would redu
e AER ofthe 
ombination (issue that is not investigated in the paper).The translation performan
e is measured using the NIST implementation of the
ase-sensitive BLEU-4 (on true-
ased translations). They show that the system 
om-binations te
hniques enable improvements relative to the dire
t system baseline: align-ment 
ombination (by linear interpolation of posterior probability matri
es) gives asmall gain (0.2 points), while the 
onsensus translation results in a larger improvement(0.8 points).The performan
e of the hypothesis 
onsensus 
ombination system steadily in
reasesas bridge systems get added to the dire
t baseline. Therefore, they 
on
lude thatwhile the bridge language systems are weaker than the dire
t model, they 
an provide
omplementary sour
es of eviden
e. Furthermore, experiments on blind test (
omparedwith the test set) show that the bridge systems 
ontinue to provide orthogonal eviden
eat di�erent operating points.In terms of future work they 
onsider extensions to their framework that lead tomore powerful 
ombination strategies using multiple bridge languages.�Phrase-Based Statisti
al Ma
hine Translation with Pivot Languages� - Bertoldiet al.[Bertoldi et al., 2008℄ present a theoreti
al formulation of SMT, with pivot lan-guages, that embra
es several approa
hes from the literature and an original methodbased on the random sampling of training data.Their method 
onsists in generating a parallel 
orpus sour
e-target (S, T ), by ran-dom sampling, from a sour
e-pivot 
orpus (S, P ) and using a translation system pivotto target (that was trained on the pivot-target texts). For ea
h senten
e pair (si, pi) inthe sour
e-pivot 
orpus they generate a random sample of m translations tij j=1 ,...,m of
pi, a

ording to the distribution P̃ (t | p) . The idea is to get a sample that 
ontains themost probable translations with possible dupli
ates. Given the newly 
reated 
orpus
(S, T ) = {(si, tij) | j=1 ,...,m} they build a translation system from sour
e to target. Thisway the most reliable word alignments are reinfor
ed during training as well as phrase-pairs using words of the most probable translation. They 
ompare the performan
e12http://www.nist.gov/spee
h/tests/mt/
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e translation strategy and a phrase translation strategybased on pivot language.They present experimental results on Chinese-Spanish translation via English, on aben
hmark provided by the 2008 International Workshop on Spoken Language Trans-lation (IWSLT 2008)13. They 
ompare performan
es of ea
h bridging method whenusing 
orpora that are either disjoint, or overlappped on the pivot language side.Their method for generating training data through random sampling proves toperform as well as the best methods used on the 
oupling of translation systems ( interms of 
ase sensitive BLEU% s
ore).All systems trained on the overlapping text a
hieve signi�
antly larger BLEU s
ores.In this 
ase the dire
t system has a s
ore 
omparable with the method based on thephrase translation strategy, but 
learly below the s
ore of the other two pivot-basedsystems. The authors give a possible explanation for this behaviour. They 
laim thatit is related to the nature of the three languages involved. Translating from Chinese toSpanish requires introdu
ing signi�
ant morphology information and word re-ordering.In some sense, pivoting through English results is a ni
e fa
torization of the issues:Chinese-English translation 
opes with most of the word-reordering but little morphol-ogy, while English-Spanish translation implies little word re-ordering but more morphol-ogy. This fa
torization probably has a positive impa
t in terms of less data sparsenessin the training data and results in better statisti
al models. An additional experimentbetween Chinese and English via Spanish, provides an eviden
e to their 
laim.Their dis
ussion highlights the importan
e of the nature (relatedness) of the lan-guages in a triad when using a pivot-based method.�Ma
hine Translation by Triangulation: Making E�e
tive Use of Multi-Parallel Cor-pora� - Cohn and Lapata[Cohn and Lapata, 2007℄ present a method that alleviates the 
overage problemover sour
e and target phrases, by exploiting multiple translation of the same sour
ephrases. They 
reate a larger table by in
orporating one obtained via a pivot language.This way, lexi
al gaps in the original training data are �lled by training data from thethird language.They o�er a generative formulation whi
h treats triangulation as part of the trans-lation model itself: the pivot information is integrated at the phase-level (during thetraining). They show how triangulated phrase-table 
an be used in 
onjun
tion witha standard phrase-table to improve the translation estimates for both seen and unseenphrase-table entries.They also demonstrate that triangulation 
an be used on its own, without a sour
e-target distribution, and still yield a

eptable translation output. Therefore, it providesa means of translation between the �low-density� language pairs, for whi
h there arenone sour
e-target bitexts yet .13http://www.sl
.atr.jp/IWSLT2008/



68 CHAPTER 2. FRAMEWORKThey use Europarl 
orpus [Koehn, 2005℄ for experimentation. It 
onsists of 700000 senten
es of parliamentary pro
eedings from the European Union in eleven lan-guages (Danish, German, Greek, English, Spanish, Finnish, Fren
h, Italian, Dut
h,Portuguese, Swedish). While employing a large number of intermediate languages, intheir experiments they explore the following questions:1. How do di�erent training requirements a�e
t the performan
e of the triangulatedmodels?2. How does the 
hoi
e of the intermediate language in�uen
e the MT output?3. What is the quality of the triangulated phrase-table?They show that the triangulation 
an produ
e high quality translations, and in 
on-jun
tion with the standard phrase-table improve over the standard (dire
t) system inmost instan
es. They 
laim that the triangulation provides better robustness to noisyalignments and better estimates to low-
ount events.They observe large performan
e gains when translating with triangulated modelstrained on small datasets. Furthermore, when 
ombined with a standard phrase-table,their models also yield performan
e improvements on larger datasets.They show that triangulation bene�ts from a large set of intermediate languages.Their �ndings suggest that �intermediate� languages whi
h exhibit a high degree ofsimilarity with the sour
e and target are desirable. They 
onje
ture that this is a
onsequen
e of better automati
 word alignments and a generally easier translationtask, as well as better preservation of information between aligned senten
es.The important future dire
tions suggested for exploration lie in 
ombining triangu-lation with ri
her means of 
onventional smoothing and using triangulation to translatebetween low density language pairs.�Improving Statisti
al Ma
hine Translation E�
ien
y by Triangulation� - Chen,Eisele and Kay[Chen et al., 2008℄ present two approa
hes to phrase tables �ltering for more e�-
ient translations. They use multi-parallel data to redu
e the 
omputation 
osts withoutharming the translation quality of phrase-based SMT.They des
ribe an attempt to redu
e the model size by �ltering out the less probableentries using additional training data in an intermediate third language. Consideringthe e�
ien
y of the pro
ess as a whole, their aim is to remove from the table the entriesthat are not supported by the pivot language based on testing 
orrelation. Whileprevious approa
hes, aiming to improve the quality of translation, e�e
tively took theunion of a pair of phrase tables, they work with the interse
tion. Essentially, theyretain a pair in the original table only if a pair with the same output string appearsin the table 
oming from the third language. They introdu
e two spe
i�
 methodsfor phrase-table �ltering that look for phrases in the bridge language that 
an 
onne
t



2.4. RELATED WORK 69phrase pairs in the phrase table to be �ltered. The �rst method requires stri
t mat
hesof 
omplete phrases, while in the se
ond the 
onstraints are relaxed by s
oring overvo
abulary overlap.To evaluate their approa
h they 
ondu
t experiments using Europarl 
orpus, per-forming translation from Spanish to English with Fren
h or German as pivot language.The results show that �ltering would not redu
e the BLEU s
ores in most of the 
ases.The performan
e of models �ltered through pivot a
tually 
onverges when the originalphrase table be
omes larger. They observe that the performan
e of the �ltered modelsgreatly relates to the 
hoi
e of the bridge language.Their approa
hes redu
e the sizes of the models used for SMT and thereby redu
ethe time and spa
e 
osts required for translation tasks. The redu
tion of the model size
an be up to 70% while the translation quality is being preserved.They give some potential dire
tions to 
ontinue their work. They suggest that thesele
tion of the intermediate language needs to be studied more systemati
ally. Anotherpotential work is the re�nement of the 
orrelation measure for whi
h the 
urrent designof the s
oring s
heme is still ad ho
. As a new future dire
tion, they suggest to s
ale uptheir methods to hypotheses level, at whi
h they work with 
omplete senten
es ratherthan phrases. In this situation, resour
es in the third language 
ould help to eliminateimplausible translation 
andidates.2.4.4 Con
lusionsMulti-parallel texts provide a ri
h sour
e of information whi
h 
ould be exploited toredu
e the noise and to in
rease the 
overage of alignment and translation models.Despite signi�
ant resear
h into system 
ombination, relatively little is known aboutthe best way to translate when multiple parallel sour
e languages are available.The survey of the pivot-based te
hniques that we previously presented shows thatthe subje
t has re
ently gained attention in SMT, as an additional sour
e of knowledge.Thereby, pivot in translation has been used as a mean to 
ir
umvent the data bottlene
k,to resolve alignment errors, to redu
e the ambiguity, to improve translation 
hoi
eand the 
overage of translation models. Although the existing approa
hes have justs
rat
hed the surfa
e of the possibilities for the framework, their results are en
ouraging.To summarize, the main resear
h dire
tions in pivot-based alignment and trans-lation from these previous works, that represents an interest for our study, are thefollowing.First, di�erent training 
onditions should be experimented in order to de�ne thee�e
tiveness of a pivot method. This in
ludes the size of the training data and the typeof parallel bitext available, i. e. that presents overlapping or not on the pivot languageside. The �ndings suggest that the nature of languages in a triad is a fa
tor that 
oulda�e
t the performan
e of pivot-based methods. Thus, the degree of relatedness of thelanguages in a triad seems to play a role on how well pivot alignment or translationwill work for the parti
ular triad. Furthermore, it seems that the more languages one



70 CHAPTER 2. FRAMEWORKadd the better the results be
ome, i.e. di�erent additional languages 
omplement ea
hother. More experiments, in
luding using more than one intermediate languages areimportant before drawing any general 
on
lusions related to the pivot language 
hoi
e.Another dire
tion deals with when and how to integrate the pivot method: ana-lyzing the 
orrelation fa
tors, smoothing methods, interpolation weights, 
ombinationstrategy for pivot-based te
hniques are suggested as important issues to be furtherexplored.2.5 Our approa
hAlthough related to [Cohn and Lapata, 2007℄'s approa
h, our method is slightly di�er-ent in the way we integrate the pivot information, in terms of the implementation andthe large 
overage of languages. We propose two methods and their variants, one at thealignment level, and the other at the phrase-table level, both fo
using on translationimprovement. They are 
ompared with a pivot method at de
oding time.Furthermore, our experiments 
over a large number of language pairs and interme-diate languages and 
onstitute the basis for studying di�erent fa
tors that in�uen
e thealignment via a pivot language: the training 
orpus size, the type of the intermediatelanguage (the relatedness of the pivot language with the sour
e and target language,poor or ri
h morphology). We have designed a set of experiments that demonstratethe importan
e of ea
h of these features and show how pivot alignments or phrase-tables 
an be 
ombined with the standard ones to improve the output of a statisti
altranslation system.The fa
tors to be studied are:1. when and how to integrate the pivot information : in the alignment pro
ess, inthe phrase table, during the de
oding2. pivot language 
hoi
e (depending on the sour
e and target) and the nature of thetriad in general3. training 
onditions : training data size (sour
e-target, sour
e-pivot, pivot-target
orpora) and the type of data (overlapping versus disjoint data on the pivot side)We performed experiments that shows the improvement brought by the usage of a pivotlanguage and the in�uen
e of di�erent fa
tors on our models.
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Chapter 3Corpus des
ription
3.1 Introdu
tionIn many ways, progress in natural language resear
h is driven by the availability ofdata. This is parti
ularly true to the �eld of Statisti
al Ma
hine Translation (SMT),whi
h needs large quantity of parallel text: text paired with its translation in a se
ondlanguage. The harvesting of these resour
es has allowed the 
ontinued improvement ofstatisti
al ma
hine translation systems that 
hallenge the state of the art in MT formany language pairs.JRC-A
quis [Steinberger et al., 2006℄ is a unique and freely available parallel 
orpus
ontaining European Union (EU) do
uments of mostly legal nature. To our knowledge,the JRC Colle
tion of the A
quis Communautaire available 
urrently in 22 o�
ial EUlanguages is the only parallel 
orpus of its size available in so many languages. The
urrent version of the JRC-A
quis is distributed in TEI-
ompliant XML format. It isa

ompanied by paragraph segmentation and information on segment alignment usingboth Vanilla and HunAlign. It is furthermore a

ompanied by EUROVOC subje
tdomain information for most texts.The JRC A
quis 
orpus has been 
ompiled within the Joint Resear
h Center ofthe European Commission, while working for the Language Te
hnology group. Thiswork has been 
arried out in the framework of the Exploratory proje
t �A
hievingmassive multilinguality�, in 
ollaboration with the Romanian A
ademy of S
ien
e andthe Slovenian Jozef Stefan Institute. The proje
t started in 2005 and the �rst versionof JRC-A
quis was made publi
ly available in May 2006. The 
urrent version 3.0, thatwill be des
ribed and used in this thesis has been 
ompiled and released in April 2007.In the next se
tions, after reminding our motivation for the 
orpus 
ompilation (seese
tion 3.2), we will explain what the JRC-A
quis is (see se
tion 3.3), its 
omposition,its format and the domain 
overage.We will end the 
hapter with a short des
ription of the DGT Translation Units,multilingual Translation Memory for the A
quis Communautaire, that has been pro-vided by the European Commission's Dire
torate-General for Translation (DGT) andwas publi
ally released by JRC Language Te
hnology group in November 2007 .
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74 CHAPTER 3. CORPUS DESCRIPTIONBoth sub-
orpora of JRC-A
quis 
orpus and from the DGT Translation Units havebeen used in our experiments.3.2 MotivationParallel 
orpora are widely sought after, for instan
e:1. to train automati
 systems for Statisti
al Ma
hine Translation [Koehn, 2005℄ ormultilingual 
ategorisation.2. to produ
e multilingual lexi
al or semanti
 resour
es su
h as di
tionaries or on-tologies [Giguet and Luquet, 2006℄.3. to train and test multilingual information extra
tion software [Ignat et al., 2003℄.4. for automati
 translation 
onsisten
y 
he
king.5. for the training of multilingual subje
t domain 
lassi�ers [Pouliquen et al., 2003,Civera and Juan, 2006℄.6. to test and ben
hmark senten
e (and other) alignment softwares be
ause su
hsoftwares may perform unevenly well for di�erent language pairs.Most available parallel 
orpora exist for a small number of languages and mainlyinvolving at least one widely-spoken language, su
h as the Fren
h-English Hansards[Germann, 2001℄ or the English-Norwegian Parallel Corpus (ENPC)1. Parallel 
orporain more languages are available either for small amounts of text and/or for very spe-
ialised texts, su
h as the bible [Resnik et al., 1999℄ or the novel �1984� by GeorgeOrwell ). To our knowledge, the 
urrently most multilingual 
orpus with a 
onsiderablesize and variety is Europarl [Koehn, 2005℄, whi
h exists in eleven European languages.Europarl is o�ered with bilingual alignments in all language pairs involving English.However, this 
orpus does not 
ontain any of the languages of the new Member States.The JRC-A
quis 
orpus 
ontains bilingual alignment information for all the 231 lan-guage pairs, in
luding rare language 
ombinations su
h as Estonian-Greek and Maltese-Danish. The main interest in exploiting this highly multilingual parallel 
orpus stemsfrom the fa
t that it in
ludes the new EU languages. For some of these, only fewlinguisti
 resour
es are available.An additional feature of the JRC-A
quis is the fa
t that most texts have beenmanually 
lassi�ed into subje
t domains a

ording to the EUROVOC thesaurus([EUROVOC, 1995℄), whi
h is a 
lassi�
ation system with over 6000 hierar
hi
ally or-ganised 
lasses. Knowing the subje
t domain(s) of texts 
an be exploited to produ
edomain-spe
i�
 terminology lists, as well as to test and train do
ument 
lassi�
ation1http://www.hf.uio.no/ilos/forskning/forskningsprosjekter/enp




3.3. CORPUS PRESENTATION 75softwares [Ignat and Rousselot, 2006a, Ignat and Rousselot, 2006b℄ and automati
 in-dexing systems. Due to the 
ombination of multi-linguality and subje
t domain 
odingof the JRC-A
quis, su
h systems 
annot only be trained multi-monolingually for morethan 20 languages, but new approa
hes, that exploit data from more than one languageat a time, 
an be developed.A possible exploitation of the 
orpus 
ould be to extra
t general and domain-spe
i�
 terminology lists and to align these terminology lists a
ross languages to pro-du
e multilingual term di
tionaries. In JRC appli
ations, these resour
es 
ould be usedto link similar texts a
ross languages [Steinberger et al., 2004b, Pouliquen et al., 2004,Steinberger et al., 2004a℄, to improve further the automati
 multilingual and 
ross-lingual news analysis system NewsExplorer 2 [Steinberger et al., 2005℄, and to o�er
ross-lingual glossing appli
ations, i.e. to identify known terms in foreign languagetexts and to display these terms to the users in their own language [Ignat et al., 2005℄.The 
orpus des
ription follows in the next se
tion.3.3 Corpus presentationJRC-A
quis [Steinberger et al., 2006℄ is, as mentioned earlier, a unique and freely avail-able parallel 
orpus 
ontaining European Union (EU) do
uments of mostly legal nature.To our knowledge, the 
orpus with more than 20 European languages is the most mul-tilingual parallel 
orpus of its size 
urrently in existen
e. It is available in 22 languages(from 23 o�
ial EU languages): Bulgarian (bg), Cze
h (
z), Danish (da), German (de),Greek (el), English (en), Spanish (es), Estonian (et), Finnish(�), Fren
h (fr), Hungarian(hu), Italian (it), Lithuanian (lt), Latvian (lv), Maltese (mt), Dut
h (nl), Polish (pl),Portuguese (pt), Romanian (ro), Slovakian (sk), Slovene (sl), Swedish (sv).The 
orpus 
onsists of almost 20 000 do
uments per language, with an averagesize of nearly 48 million words per language. It is en
oded in XML, a

ording to theText En
oding Initiative Guidelines TEI P4 [Sperberg-M
Queen and Burnard, 2002℄.It in
ludes marked-up texts and bilingual alignment information for all the 231 languagepair 
ombinations. Pair-wise paragraph alignment information was produ
ed by twodi�erent aligners (Vanilla and HunAlign). Most texts have been manually 
lassi�eda

ording to the EUROVOC subje
t domains so that the 
olle
tion 
an also be used totrain and test multi-label 
lassi�
ation algorithms and keyword-assignment software.The European Commission's O�
e for O�
ial Publi
ations OPOCE manages thedistribution rights of this aligned multilingual parallel 
orpus. OPOCE agreed that the
orpus 
an be given to resear
h partners for non-
ommer
ial use.The 
orpus, related alignment information and do
umentation are freely avail-able for resear
h purposes and 
an be downloaded from http://langte
h.jr
.it/JRC-A
quis.html.2A

essible at http://press.jr
.it/NewsExplorer



76 CHAPTER 3. CORPUS DESCRIPTION3.4 Corpus 
ompositionEU/EC A
quis Communautaire (AC) is the Fren
h and most widely used term toname the body of 
ommon rights and obligations whi
h bind all the Member Statestogether within the European Union (EU) (formerly European Community EC). Wewill refer to this 
olle
tion as the AC or the A
quis. The A
quis is 
onstantly evolvingand 
omprises: the 
ontents, prin
iples and politi
al obje
tives of the Treaties; EUlegislation; de
larations and resolutions; international agreements; a
ts and 
ommonobje
tives. Countries wanting to join the EU have to a

ept and adopt the A
quis. Byde�nition, translations of this do
ument 
olle
tion are therefore available in all twenty-three o�
ial EU languages. The 
urrent 
orpus version 
ontains texts in 22 o�
ialEU languages. For the 23rd o�
ial EU language, Irish, the translations are not yetavailable.Most EU do
uments are uniquely identi�able by their CELEX 
ode, whi
h 
onsistsof a one-digit do
ument type, four-digits to express the year, one letter, four digits andoptionally bra
kets 
ontaining a one or two-digit number. An example for a de
isionthat entered into for
e in 1999 is 21999D0624(01). The translations of ea
h do
umenthave the same unique CELEX identi�er.While a de�ning list of AC do
uments should theoreti
ally exist, we have not beenable to get hold of this, so we had to infer whi
h do
uments available on the EU andother web sites are part of the 
olle
tion. We de
ided to sele
t all those do
umentswhi
h exist in at least ten of the twenty-two languages and whi
h are available for atleast three of the languages of the Member States who joined the EU in 2004 or in 2007(Bulgarian (bg), Cze
h (
z), Estonian (et), Hungarian (hu), Lithuanian (lt), Latvian(lv), Maltese (mt), Polish (pl), Romanian (ro), Slovakian (sk), Slovene (sl)). As the
orpus we 
ompiled is not exa
tly identi
al with the legally binding do
ument 
olle
tion,we use the term JRC Colle
tion of the A
quis Communautaire (short: JRC-A
quis) torefer to the do
uments 
ontained in our 
orpus.All do
uments of the version 3.0 were downloaded from the Commis-sion's CELEX web pages3. For a given CELEX Code and a givenlanguage, the text was downloaded using the following URL: http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=CELEX:CELEXCODE:LG:HTML, where thetwo parameters CELEXCODE and LG should be repla
ed by their respe
tive values.The Romanian and Bulgarian do
uments were available only in Mi
rosoft Wordformat4. These do
uments have been pro
essed by the team of the Resear
h Institute forArti�
ial Intelligen
e of the Romanian A
ademy, who 
onverted them from their originalformat to the XML format of the JRC-A
quis 
orpus. For some of the do
uments, onlypreliminary translations were available.For some reason, not all language versions are available for all AC do
uments, andsome do
uments have a non-English title but the text body is in English, and vi
e-versa. An automati
 language re
ognition tool was therefore used to �lter out those3http://europa.eu.int/eur-lex/lex4http://

vista.taiex.be



3.5. DOCUMENT STRUCTURE 77texts that are displayed as being one language, but whi
h are a
tually English. Nomanual 
he
king was 
arried out.The di�erent steps of 
orpus 
ompilation and alignment will be detailed in 
hapter4. The size of the 
urrent version 3.0 of the AC 
olle
tion for the various languages 
anbe seen in table 3.2.3.5 Do
ument stru
tureEa
h do
ument was split into numbered paragraph 
hunks, based on the original HTMLdivisions of the do
uments. As the A
quis texts are 
onsistent and well-stru
tured, theseparagraph 
hunks are mostly the same a
ross languages. Ea
h of these paragraphs 
an
ontain a small number of senten
es, but they sometimes 
ontain senten
e parts (endingwith a semi
olon or a 
omma) be
ause legal do
uments frequently spe
ify their s
opewith a single senten
e spanning over several paragraphs. For an example see Figure3.1. As a result, ea
h paragraph of the text 
olle
tion 
an be uniquely identi�ed usingthe language, the CELEX identi�er and the paragraph number.

Figure 3.1: Sample of the TEI header and of the �rst few lines of a Fren
h JRC-A
quisdo
ument in XML format



78 CHAPTER 3. CORPUS DESCRIPTIONThe main body of the A
quis texts frequently ends with pla
e and date of signatureof the do
ument, lists of person names and referen
es to other do
uments (Fig. 3.2).Approximately half of the do
uments furthermore 
ontain an annex, whi
h 
an 
onsistof plain texts, lists of addresses, lists of goods, et
. In order to allow users to easily makeuse of the di�erent se
tions, they have been identi�ed and marked up as body, signatureand annex (Fig. 3.1 and 3.2). This division into three do
ument parts allows users to
on
entrate their e�ort on the text type that is most useful for them: While the textbody, for instan
e, rather reliably, 
ontains text, the signatures (whi
h are frequentlymultilingual) 
ontain many named entities (persons, pla
es, dates, referen
es to otherdo
uments) so that they 
ould be a good obje
t for named entity re
ognition tasks.Note that signatures and annexes are usually marked up, but as they were not always
learly identi�able, we have missed the mark-up on some of them.
Figure 3.2: Typi
al signature and annex of JRC-A
quis do
umentWe noti
ed that for a part of English and Fren
h texts the annexes have not beenin
luded in the HTML version of the do
uments, but only referen
ed by a link to animage �le (pdf, pi
, tif). For this reason we did not align the annexes. We show in thenext se
tion that the average number of words by do
ument with and without annex
on�rm this 
hoi
e.3.6 AlignmentsThe 
orpus is distributed with the paragraph alignment information for all 231 languagepair 
ombinations using two di�erent aligners, Vanilla [Gale and Chur
h, 1991b℄ andHunAlign [Varga et al., 2005℄. The alignment results are stored for ea
h language pairin an XML do
ument that does not 
ontain a
tual texts, but only pointers to thealigned paragraphs. In the 
orpus distribution we provide a Perl s
ript that 
an beused to generate a bilingual aligned 
orpus from any of the 231 language pairs. Figure4.2 shows an English-Italian sample alignment.Often the alignments are produ
ed at the senten
e level. In JRC-A
quis 
ase we
onsider the logi
al stru
ture of the do
ument, the �paragraph� level, as alignment unit.We remind that the A
quis texts are 
onsistent and well-stru
tured and the paragraph
hunks are mostly the same a
ross languages. They 
an 
ontain a small number of



3.7. FORMAT / ENCODING 79senten
es or sometimes, senten
e parts, be
ause legal do
uments 
an spe
ify their s
opewith a single senten
e spanning over several paragraphs. The alignment pro
essing willbe des
ribed in se
tion 4.2.3.7 Format / En
oding

Figure 3.3: The format of JRC-A
quis do
ument
The JRC-A
quis is available in UTF-8-en
oded XML format, a

ording to the TextEn
oding Initiative Guidelines TEI P4 [Sperberg-M
Queen and Burnard, 2002℄. The
orpus 
onsists of two parts, the do
uments and the alignments.The do
uments are grouped a

ording to language; all the texts from one language
onstitute one TEI 
orpus, whi
h 
onsists of the TEI header, giving extensive informa-tion about the language 
orpus, and the a
tual do
uments. Ea
h do
ument 
ontains,again, a TEI header, giving for instan
e the download URL, the EUROVOC 
odes andthe text, whi
h 
onsists of the title and a series of paragraphs.The two-way alignments are, for ea
h language pair, stored as a TEI-
ompliant XMLdo
ument. However, the do
ument does not 
ontain a
tual texts, but only pointers



80 CHAPTER 3. CORPUS DESCRIPTIONto the aligned paragraphs. As explained above, these 
an be 
onverted into in-pla
ealignments with the help of the in
luded program. It should be noted that the headersare also available in HTML, and thus enable the introdu
tion and do
umentation ofthe 
orpus in the distribution.The do
uments have the format as illustrated in 3.3. The DTD for this format isalso provided with the distribution.Note that the title, body text, signature and annex further 
ontain <p>...</p> tags.Ea
h tag 
ontains as attribute (n) its sequential number in the do
ument, whi
h is usedin the paragraph alignment.3.8 Statisti
s on JRC-A
quisThe JRC-A
quis 
orpus (version 3.0) is 
urrently available in 22 languages with thedistribution showed in the table 3.2.The low number of Romanian texts is explained by the fa
t that the translationswere not yet available at the downloading time (as Romania joined the EU only in2007), and that the overlapping with the sele
ted CELEX 
odes was quite redu
ed.The 
urrent version (Mar
h 2009) in
ludes a new Romanian 
orpus that 
ontains 19211do
uments (182 631 277 
hara
ters and 30 832 212 words). Out of the total number ofRomanian do
uments, 11469 are 
ommon with the English do
uments (they have thesame CELEX 
ode). As this version was not available when we started the experimentswe took into 
onsideration only the Romanian do
uments from the previous version.The annexes for some languages are �longer� than for others as illustrated in theFigure 3.4. We noti
e, for instan
e, that the average number of words by annex forRomanian, Maltese and Bulgarian are respe
tively 3351.06, 3089.51 and 2636, whilefor English and Fren
h remain 1960 and 2186.35. This 
on�rm our supposition thatthe Romanian do
uments in
lude the translation of the annexes, while the English andFren
h do
uments often 
ontain only referen
es (Fig. 3.2).Some alignment statisti
s will be presented as well in se
tion 4.2 in the next 
hapter.3.9 EUROVOC Subje
t Domain Classi�
ationLike most other o�
ial do
uments of the European Commission and the European Par-liament, the A
quis texts have been manually 
lassi�ed a

ording to the multilingual,hierar
hi
ally organised EUROVOC thesaurus [EUROVOC, 1995℄. The main subje
tdomains assigned to the do
ument 
olle
tion, listed in Table 3.4, show that the texts
over various subje
t domains, in
luding e
onomy, health, information te
hnology, law,agri
ulture, food, politi
s and more.
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quis 
orpus in ea
h of the 22 o�
ial EU languages
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Figure 3.4: JRC-A
quis: the average size of text with and without annexes, by language
The EUROVOC thesaurus [EUROVOC, 1995℄ exists in one-to-one translations inapproximately twenty languages and distinguishes about 6,000 hierar
hi
ally organiseddes
riptors (subje
t domains). Where available, we in
luded the numeri
al EUROVOC
odes into the header of the A
quis do
uments Fig. 3.1.The 
urrent version of JRC-A
quis 
ontains 20521 
lassi�ed CELEX 
odes from23701 total CELEX 
odes. The language distribution of do
uments with EUROVOCdes
riptors is shown in Figure 3.5.The EUROVOC subje
t domain 
lassi�
ation in 
ombination with the JRC-A
quis
an be used for at least two purposes:1. the automati
 generation of subje
t domain-spe
i�
 monolingual or multilingualterminologies [Giguet and Luquet, 2006℄.IMPORT INFORMATION TRANSFER VETERINARY INSPECTIONPREVENTION OF DISEASE MARKETING FOODSTUFFORIGINATING PRODUCT APPROXIMATION OF LAWS AMNESTY INTERNATIONALTHIRD COUNTRY EC COUNTRIES ANIMAL PRODUCTHEALTH CERTIFICATE AGRICULTURAL PRODUCT PLOMARKETING STANDARD TARIFF QUOTA FISHERY PRODUCTTable 3.4: Most frequently used EUROVOC des
riptors in the JRC-A
quis 
olle
tion, indi-
ating the most important subje
t domains of the JRC-A
quis



3.10. ACQUIS COMMUNAUTAIRE TRANSLATION MEMORY: DGTTRANSLATION UNITS 83Language Language 
ode Number of do
umentsBulgarian BG 8 259Cze
h CS 18 319Danish DA 20 487German DE 20 384Greek EL 20 153English EN 20 382Spanish ES 20 479Estonian ET 20 389Finnish FI 20 426Fren
h FR 20 462Hungarian HU 19 632Italian IT 20 312Lithuanian LT 20 247Latvian LV 19 754Maltese MT 7434Dut
h NL 20 409Polish PL 20 311Portuguese PT 20 426Romanian RO 3 857Slovakian SK 18 922Slovene SL 17 503Swedish SV 17 361Table 3.5: Number of JRC-A
quis do
uments with EUROVOC des
riptors by language2. the training of automati
 multi-label do
ument 
lassi�ers and keyword indexingsystems [Civera and Juan, 2006, Pouliquen et al., 2003, Ráez, 2006℄.Based on EUROVOC des
riptors we sele
ted a Health-related sub-
orpora of JRC-A
quis, that was used in our experiments (see se
tion 4.3.1 in the next 
hapter).3.10 A
quis Communautaire Translation Memory:DGT Translation Units3.10.1 Des
riptionAs of November 2007, the European Commission's Dire
torate-General for Translation(DGT) made publi
ly a

essible its multilingual Translation Memory for the A
quisCommunautaire, the body of EU law.A translation memory is a 
olle
tion of small text segments and their translation(translation units). These segments 
an be senten
es or senten
e parts. Translation



84 CHAPTER 3. CORPUS DESCRIPTIONmemories are used to support translators by ensuring that pie
es of text that havealready been translated do not need to be translated again.The aligned senten
es, named �translation units� have been provided by the DGTof the EC by extra
tion from one of its large shared translation memories in Euramis(European Advan
ed Multilingual Information System). This memory 
ontains most,although not all, of the do
uments of the A
quis Communautaire, as well as some otherdo
uments whi
h are not part of the A
quis.In order to 
ut down the size, the extra
tion takes English as the sour
e language.The sequen
e in the extra
ted �les is not ne
essarily the same as in the underlyingdo
uments, and redundan
ies of text segments like "Arti
le 1" are inevitable. Thedo
uments in the �les are identi�ed by the do
ument number (CELEX 
ode) of theoriginal legislative do
ument in the EUR-Lex database, but it should be noted thatthese do
uments have been modi�ed. The do
uments are in TMX format and thetexts are en
oded in UTF-16 Little Endian. The sour
e language of the do
uments andsenten
es is not known, but many of the do
uments were originally written in Englishand then translated into the other languages.3.10.2 Statisti
s on DGT Translation UnitsThe DGT Translation Memory is 
urrently available in 22 languages. Table 3.6 showsthe 
overage, expressed in the total number of translation units available for ea
h lan-guage. The number of aligned translation units di�ers for ea
h language pair.3.10.3 What is the di�eren
e between the DGT TranslationMemory and the JRC-A
quis?The two resour
es are rather similar in nature as they are both based on the A
quisCommunautaire, but they are not identi
al and 
an both serve di�erent purposes. Themain di�eren
es are the following:� The 
olle
tion of do
uments of both resour
es should mostly be the same, butthey are not identi
al as both resour
es were 
olle
ted in di�erent ways. None ofthe resour
es is exa
tly equivalent to the A
quis Communautaire. The 
riteria forthe 
olle
tion of the JRC-A
quis were rather loose (all the do
uments whi
h were
olle
ted were available in at least ten languages of whi
h at least three �new� EUlanguages) so that the JRC-A
quis is bigger.� The DGT Translation Memory is a 
olle
tion of translation units, from whi
hthe full text 
annot be reprodu
ed. The JRC-A
quis is mostly a 
olle
tion of fulltexts with additional information on whi
h senten
es are aligned with ea
h other.� Most parts of the DGT Translation Memory have been 
orre
ted manually us-ing the Euramis alignment editor, while the alignment of the JRC-A
quis do
u-



3.11. CONCLUSIONS 85Language Language 
ode Number of unitsEnglish EN 2 187 504Bulgarian BG 708 658Cze
h CS 890 025Danish DA 433 871German DE 532 668Greek EL 371 039Spanish ES 509 054Estonian ET 1 047 503Finnish FI 514 868Fren
h FR 1 106 442Hungarian HU 1 159 975Italian IT 542 873Lithuanian LT 1 126 255Latvian LV 1 120 835Maltese MT 1 021 855Dut
h NL 502 557Polish PL 1 052 136Portuguese PT 945 203Romanian RO 650 735Slovakian SK 1 065 399Slovene SL 1 026 668Swedish SV 555 362Table 3.6: Size of DGT's Translation Memory expressed as the total number of trans-lation units per language for ea
h of the 22 o�
ial EU languagesments was done using the two alternative alignment software tools Vanilla andHunAlign, without manual 
orre
tion.� For the 
leaning and pre-pro
essing of the texts, di�erent methods and tools wereused.We use sub-
orpora from both JRC-A
quis and DGT Translation Units for running ourexperiments and evaluate our approa
h.3.11 Con
lusionsBoth parallel texts and translation memories are an important linguisti
 resour
e that
an be used for a variety of purposes, in
luding:� training automati
 systems for statisti
al ma
hine translation (SMT);



86 CHAPTER 3. CORPUS DESCRIPTION� produ
ing monolingual or multilingual lexi
al and semanti
 resour
es su
h asdi
tionaries and ontologies;� training and testing multilingual information extra
tion software;� 
he
king translation 
onsisten
y automati
ally;� testing and ben
hmarking alignment software (for senten
es, words, et
.).Generally speaking, parallel 
orpora are useful for all types of 
ross-lingual resear
h.The value of a parallel 
orpus grows with its size and the number of languages forwhi
h translations exist. While parallel 
orpora for some languages exist abundantly,there are few or no parallel 
orpora for most other language pairs. To our knowledge,the A
quis Communautaire is the biggest parallel 
orpus in existen
e, if we take into
onsideration both its size and the large number of languages involved. The mostoutstanding advantage of the A
quis Communautaire - apart from being freely available- is the number of rare language pairs (e.g. Maltese-Estonian, Slovene-Finnish, et
.).We will next detail the important steps in JRC-A
quis 
orpus 
ompilation and wewill present the sub-
orpora sele
ted from JRC-A
quis and DGT Translation Memorythat were used in our experiments.



Chapter 4Corpus 
ompilation and pro
essingIn the next se
tions, we will explain how we 
ompiled the JRC-A
quis 
orpus (se
tion4.1) and 
onverted it into 
lean UTF-8 en
oded XML texts with paragraph marking(se
tion 4.1.2), enri
hed with EUROVOC des
riptors. We will then summarise the e�ortto paragraph-align the JRC-A
quis (se
tion 4.2) using two alternative approa
hes.The pro
essing presented in these following se
tions was done to prepare the datafor the experiments of this thesis. We 
reated three di�erent sub
orpora for that pur-pose, the �rst two sele
ted from JRC-A
quis (se
tion 4.3), the third one from DGTTranslation Memory (se
tion 4.4), for whi
h we have tokenised the texts (se
tion 4.5).Finally, the last se
tion will summarise the work on JRC-A
quis and DGT Trans-lation Memory in the 
ontext of our thesis.4.1 Corpus 
ompilationThe work on JRC-A
quis 
orpus was 
arried out in the Joint Resear
h Center (JRC) ofthe European Commission, by the Language Te
hnology team1, where I worked between2003 and 2008. The 
orpus 
ompilation started in 2005 and three di�erent versions wereprovided up to now, the last one being released in April 2007.As mentioned in 
hapter 3, we have attempted to identify the do
uments whi
hare part of the A
quis Communautaire (AC), have downloaded them and 
onvertedthem to XML format. The Bulgarian and Romanian do
uments were pro
essed by theRomanian A
ademy of S
ien
es2. In further pro
essing steps, the texts were 
leaned oftheir footers and annexes, and enri
hed with the Eurovo
 des
riptors.4.1.1 Gathering the do
umentsThe pro
ess 
onsisted in the following steps:1http://langte
h.jr
.it2http://www.ra
ai.ro/
87



88 CHAPTER 4. CORPUS COMPILATION AND PROCESSING1. Downloading the do
uments (in HTML format)It is possible to lo
ate the A
quis Communautaire texts via their CELEX ID orCELEX CODE (unique identi�er given for every EU o�
ial do
ument). Mostdo
uments in the o�
ial EU languages 
ould be found in HTML format onthe Commissions web site3, and they 
an be downloaded with the followingURL: http://europa.eu.int/eur-lex/lex/LexUriServ/LexUriServ.do?uri=CELEX:CELEXCODE:LG:HTML, where the two parameters CELEXCODE and LG shouldbe repla
ed by their respe
tive values for the CELEX 
ode and the two-digitlanguage 
ode.Not all do
uments (CELEX 
odes) are translated into ea
h language, so the sizeof the various language parts 
an vary 
onsiderably.Do
uments in Romanian and Bulgarian languages, for whi
h a translation exists,were only available in Mi
rosoft Word format. Thus, the Romanian and Bulgariantexts of the JRC-A
quis have been downloaded, using the URL: http://

vista.taiex.be/Ful
rum/CCVista/$LG/$CELEXCODE-$LG.do
.2. XML 
onversion (from HTML)After having 
rawled the mentioned EC web sites and downloaded the sele
tedHTML do
uments, we 
onverted them to UTF-8-en
oded XML format. Ea
hdo
ument was then split into numbered paragraph 
hunks, using the <BR> or<P> tags from the original HTML do
uments. As the A
quis texts are 
onsistent,these paragraph 
hunks are mostly the same a
ross the di�erent languages. They
an 
ontain a small number of senten
es, but they sometimes 
ontain senten
eparts (ending with a semi
olon or a 
omma).As a result, ea
h paragraph of the text 
olle
tion 
an be uniquely identi�ed usingthe language, the CELEX identi�er and the paragraph number, that will be usedin the alignment pro
ess.The Romanian and Bulgarian do
uments were 
onverted from their original Mi-
rosoft Word format to the xml format of the JRC-A
quis 
orpus. During theautomati
 
onversion, the translators' annotations and some of the footnotes weredis
arded. Do
uments on the 

vista-server do not have an o�
ial status yet andthe translations may still 
hange.3. Language identi�
ation on the do
umentsFor a small per
entage of the do
uments, the text purportedly in one language isin fa
t untranslated English text. We veri�ed the language using an n-gram-basedin-house language guessing software and we dis
arded those do
uments that werenot in the expe
ted language.3http://europa.eu.int/
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Figure 4.1: JRC-A
quis do
ument pro
essing: from HTML to XML, with annex andsignature mark up4.1.2 Reformating with annex and signature dete
tionThe text 
an be usefully de
omposed into the title, body of the text, the signature(e.g. �Done at Brussels, 24 September 2004, for the 
ommission, et
�) and annexes(
ontaining tables or lists of 
odes, usually not translated in all languages). It is thebody that will 
ontain most of the �useful� text, yet the ba
kmatter 
an in
lude a
onsiderable portion of the do
uments.These divisions were identi�ed by Perl regular expressions over the texts, usinglanguage spe
i�
 patterns (in
luding Romanian and Bulgarian). We marked them upas body, signature and annex and the resulting 
orpus was stored as XML (Fig. 4.1).This division into three do
ument parts allows users to 
on
entrate their e�ort on thetext type that is most useful for them.Note that signatures and annexes are usually marked up, but as they were notalways 
learly identi�able, we will have missed the mark-up on some of them. We havenoti
ed that with some do
uments the signature pattern o

urs at the beginning. Inthis 
ase the whole text following the signature pattern was in
luded in the signaturedivision whi
h led to some alignment errors.



90 CHAPTER 4. CORPUS COMPILATION AND PROCESSING4.1.3 Enri
hing with EUROVOC des
riptorsMost CELEX do
uments have been manually 
lassi�ed into subje
t domain 
lasses us-ing the EUROVOC thesaurus [EUROVOC, 1995℄. Where available, we in
luded thenumeri
al EUROVOC 
odes into the header of the A
quis do
uments (Fig. 3.1). Alist with all CELEX do
uments for whi
h we provide the EUROVOC des
riptors isalso publi
ally available (in tab-separated value format). The latest version (3.0) 
on-tains 23701 CELEX do
uments, from whi
h 20521 CELEX 
odes present EUROVOCdes
riptors.In our experiments we used CELEX do
uments related to the health domain, bysele
ting all the CELEX 
odes that have asso
iated Health-related des
riptors.To prepare our experiments we 
he
ked the list of CELEX do
uments againstthe EURLEX website4 to in
rease the number of EUROVOC des
riptors asso
i-ated. For ea
h CELEX 
ode we downloaded the information available from theURL http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=CELEX:$
elex:en:NOT (where $
elex
ode should be repla
ed by the 
orresponding CELEX 
ode). TheEUROVOC des
riptors for ea
h Celex 
ode have been identi�ed by Perl s
ripts. Wein
reased the number of CELEX 
odes with EUROVOC des
riptors up to 23 639 (from23701), whi
h means only 62 CELEX do
uments were not 
lassi�ed.4.2 Paragraph alignmentIn further pro
essing steps, the texts were paragraph-aligned. Instead of using a singlepivot language, all possible language pair 
ombinations (231) were aligned individually.This is useful due to the n-to-n relationship between aligned senten
es, whi
h oftendi�ers depending on the language pair involved.For the paragraph alignment, we used two di�erent tools to align all texts: Vanilla,whi
h implements the [Gale and Chur
h, 1991b℄ alignment algorithm; and HunAlign[Varga et al., 2005℄. The results for the alignments are available with the distribution ofthe 
orpus so that users 
an use the alignment that suits them best, or for ben
hmarkingexer
ises. We have not yet been able to 
arry out a 
omparative quantitative evaluationof the performan
e of both tools.The alignments results were stored for ea
h language pair as TEI-
ompliant XML�le. These do
uments do not 
ontain a
tual text, but only pointers to the alignedparagraphs (Fig. 4.2). In the 
orpus distribution we provide a Perl s
ript that 
an beused to generate a bilingual aligned 
orpus for any of the 231 language pairs. The s
riptreads the stand-o� alignments and extra
ts the required paragraphs from the do
umentsin the 
orpus (or in a sele
tion list) for the language pair of interest, and outputs themas in-pla
e alignments. Figure 4.2 shows an English-Italian sample example.4http://eur-lex.europa.eu
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Figure 4.2: Alignment example (using Vanilla aligner): English-Italian paragraphalignment, with and without the text in
luded4.2.1 Alignment using VanillaVanilla5 is a purely statisti
al aligner whi
h bases its alignment guesses ex
lusivelyon senten
e length. It implements dynami
 time warping by 
omparing the 
hara
ter
ounts of possibly aligned senten
es [Gale and Chur
h, 1991b℄. The Chur
h & Gale'simplementation, written in C programming language [Danielsson and Ridings, 1997℄was adapted to JRC-A
quis format.The aligner is provided with the two �les split into hard regions, whi
h have tomat
h among the �les, and soft regions whi
h are aligned a

ording to the parities 1-1(one-to-one), 1-2 (splitting), 2-1 (
ombination), 1-0 (senten
e deletion), 0-1 (senten
einsertion) and 2-2. In our 
ase ea
h do
ument text 
orresponds to one hard region. Softregions are typi
ally senten
es, but in our 
ase paragraphs, whi
h, do however tend tobe rather short 
orresponding to one or two senten
es or even partial senten
es.As an average for all language pairs, 85.43% of the paragraphs of the JRC-A
quis
olle
tion was aligned 1-1, whi
h is roughly in line with the senten
e alignment results5http://nl.ijs.si/telri/Vanilla/



92 CHAPTER 4. CORPUS COMPILATION AND PROCESSINGof 89% reported by [Gale and Chur
h, 1993℄. We report an average of 18 833 aligneddo
uments per language, with an average of 1 052 759 links per language pair.A brief analysis of the results suggested that:� the alignment is made more 
ompli
ated by the fa
t that some English do
umentson the Web are previous versions of the ones that served as a sour
e for thetranslation.� some alignments errors 
ome from missing mark up of annexes and signatures orother errors in amendments dete
tion. In this 
ase the size of amendments interm of text per
entage is not that large but it does raise the error rate of thealigner signi�
antly.� it would be relatively easy to introdu
e a pre-pro
essing step that would takeinto a

ount enumeration tokens (e.g. 1), a),...) and de
lare them as the hardregions for the aligner. This would most likely signi�
antly lo
alise and redu
ethe alignment errors.4.2.2 Alignment using HunAlignThe 
orpus has been pro
essed by the Budapest Te
hni
al University, Media Resear
hCentre, using HunAlign, a language-independent senten
e aligner [Varga et al., 2005℄.Unlike Vanilla, HunAlign does not emit 2-2 segments, but it 
an deal with the splittingof a senten
e into more than two senten
es. For a �xed 
hoi
e of language pair, theHunAlign algorithm runs in three phases.First, it builds alignments using a simple similarity measure. This measure is basedon senten
e length and the ratio of identi
al words. Number tokens are treated spe
ially:similarity of the sets of number tokens in the two senten
es is 
onsidered. This spe
ialtreatment is espe
ially useful for legal texts: in the A
quis 
orpus, 6.5 per
ent of thetokens are numbers. The one-to-one segments found in this �rst round of alignment arerandomly sampled (10 000 senten
e pairs in the 
ase of the A
quis 
orpus) to feed these
ond phase of the algorithm: a simple automati
 lexi
on-building. In the third phasethe alignment is re-run, this time also 
onsidering similarity information based on theautomati
ally 
onstru
ted bilingual lexi
on. We note that after in
remental 
hanges tothe 
orpus, it is not ne
essary to re-run the �rst two phases.4.3 JRC-A
quis sub-
orporaWe have 
reated two di�erent sub
orpora of JRC-A
quis. For the �rst one the sele
-tion was based on themati
-domain and the se
ond on language availability. The �rstone, Health-JRC-A
quis is a health-related sub
orpus, for whi
h the size of the variouslanguage parts varies 
onsiderably. For the se
ond sub
orpus, A
quis-22, we sele
tedonly the CELEX 
odes where do
uments in all the 22 languages were available.



4.3. JRC-ACQUIS SUB-CORPORA 93For both sub
orpora we pro
eed with the following pro
essing steps:� �Cleaning� pro
edure to remove tables and �les referen
es, and all the typographi
signs 
oming from tables.� Text sele
tion only from the body and the signature of ea
h do
ument (we dis
ardtitles and annexes)� Paragraph alignement using the Vanilla aligner, done on the �
lean� sele
tedtexts resulted from the �rst two steps, for ea
h language pair 
ombination.� Text tokenisation using the in-house multilingual tokeniser, mlToken, that will bedes
ribed in the se
tion 4.5.On Health-A
quis sub
orpus we ran preliminary domain-spe
i�
 experiments. TheA
quis-22 sub
orpus was used to validate our approa
h: we have randomly generateddi�erent sized sub-
orpora of A
quis-22, that were used in our experiments.4.3.1 Health JRC-A
quisThis sub
orpora in
ludes all the do
uments of JRC-A
quis 
orpus, that have been (man-ually) 
lassi�ed into �health� and �health-related� domain a

ording to the EUROVOCthesaurus.The steps performed for the sub-
orpora 
ompilation are the following:� Sele
tion of health-related des
riptors (from EUROVOC site): we extra
ted allthe des
riptors found under the �health� hierar
hy (
ode 2841) and their relatedterms� Sele
tion of all CELEX 
odes that 
ontain at least one of these �health� des
riptors� Generating �health� sub
orpus for ea
h language, based on the sele
ted 
elex 
odes� Do
ument �
leaning�, text sele
tion, paragraph alignment and tokenisation (asdes
ribed above)The resulted 
orpus in
ludes almost 90 000 do
uments in all 22 languages. It 
ontains137 million tokens (114 million words6) with an average of 6 million tokens per language,but with a non-uniform language repartition, varying between 2.6 million tokens (in1788 do
uments) for Romanian and 7.9 million tokens (in 4400 do
uments) for ea
h ofFren
h and Spanish languages. The distribution per language is shown in the table 4.1.Thus, the parallel bitexts for di�erent language pairs has di�erent sizes varyingfrom 75 000-85 000 aligned senten
es for Greek-Romanian and Bulgarian-Romanian to254 000 aligned senten
es for Estonian-Lithuanian and Estonian-Polish.6 The number of words is 
al
ulated before tokenisation. We gave the size in words to allow
omparison with the JRC-A
quis 
orpus whi
h has not been tokenised. The size in token allows to
ompare with other 
orpora used in SMT.



94 CHAPTER 4. CORPUS COMPILATION AND PROCESSINGLanguage Nb. ofSenten
es Nb. ofWords Nb. ofTokens Av. Wordsby Do
. Av. Tokenby Do
.bg 236 453 3 995 646 4 760 569 1 296.45 1 544.64
s 256 572 5 021 311 6 038 739 1 207.92 1 452.67da 265 577 5 564 459 6 616 561 1 259.78 1 497.98de 262 452 5 590 422 6 543 071 1 267.96 1 484.03el 291 344 6 547 435 7 612 761 1 509.32 1 754.9en 261 268 6 122 823 7 058 926 1 389.03 1 601.39es 264 817 7 002 111 7 974 751 1 587.06 1 807.51et 266 301 4 215 773 5 251 757 955.96 1 190.87� 263 950 4 345 908 5 286 048 993.8 1 208.79fr 261 249 6 573 929 7 949 855 1 486.98 1 798.2hu 260 465 4 928 771 6 059 758 1 168.79 1 436.98it 262 273 6 165 606 7 235 537 1 405.75 1 649.69lt 268 258 4 841 266 5 966 122 1 110.89 1 369lv 261 811 4 732 429 6 016 057 1 102.1 1 401.04mt 180 178 3 426 057 5 138 074 1 321.78 1 982.28nl 261 385 6 242 923 7 162 924 1 418.52 1 627.57pl 266 285 5 273 619 6 344 440 1 201.28 1 445.2pt 259 924 6 411 635 7 429 730 1 457.19 1 688.58ro 138 904 2 312 179 2 688 432 1 293.16 1 503.6sk 252 881 5 027 410 6 033 791 1 205.32 1 446.61sl 260 708 5 068 782 6 154 745 1 248.78 1 516.32sv 254 845 5 318 602 6 125 982 1 327.33 1 528.82Total 5 557 900 114 729096 137 448 630Av. per lg. 252 631.82 5 214958.91 6 247 665Table 4.1: Size of the Health JRC-A
quis 
orpus in ea
h of the 22 o�
ial EU languages4.3.2 A
quis-22A
quis22 sub-
orpora has been sele
ted on the language availability basis: we haveextra
ted all the do
uments that have translations in all the 22 languages of the JRC-A
quis 
orpus.For its 
ompilation we performed the following pro
essing:� Sele
tion of the CELEX 
odes of JRC-A
quis, for whi
h the translation is availablein all 22 languages ex
luding CELEX 
odes presented in the A
quis developmentset (se
tion 4.4.2)� Language sub
orpus generation: extra
ting 
orresponding do
uments for ea
hlanguage, based on the CELEX 
odes



4.4. ACQUIS TRANSLATION UNITS SUB-CORPORA 95� Do
ument �
leaning�, text sele
tion, paragraph alignment and tokenisation (asdes
ribed above)The A
quis22 
orpus in
ludes 114906 do
uments, that means about 5200 do
umentsfor ea
h language. It 
ontains 186 million tokens (156 million words), with an averageof 8.4 million tokens (7.1 million words) per language. There are 7.0 million senten
eswith an average of 360 000 senten
es per language. Detailed statisti
s with the languagerepartition are presented in Table 4.2.Language Nb. ofSenten
es Nb. ofWords Nb. ofTokens Av. Wordsby Do
. Av. Tokenby Do
.bg 434 864 8 029 841 9 467 753 1 537.4 1 814.44
s 352 485 6 420 210 7 676 456 1 229.22 1 471.15da 354 886 7 187 550 8 387 969 1 376.13 1 607.51de 350 154 7 138 377 8 220 432 1 366.72 1 575.4el 410 034 8 848 909 10 230 695 1 694.22 1 960.65en 346 417 8 048 709 9 156 510 1 541.01 1 754.79es 362 432 9 313 987 10 400 741 1 783.26 1 993.24et 350 775 5 152 918 6 362 791 986.58 1 219.39� 361 476 5 511 001 6 613 098 1 055.14 1 267.36fr 346 439 8 385 442 9 967 597 1 605.48 1 910.23hu 354 904 6 255 465 7 637 319 1 197.68 1 463.65it 353 975 8 059 621 9 186 329 1 543.1 1 760.51lt 356 470 6 023 252 7 375 204 1 153.22 1 413.42lv 354 644 6 023 095 7 646 581 1 153.19 1 465.42mt 351 083 6 508 892 9 700 873 1 246.2 1 859.12nl 350 227 8 195 670 9 245 117 1 569.15 1 771.77pl 353 093 6 549 606 7 866 374 1 253.99 1 507.55pt 345 073 8 292 234 9 515 982 1 587.64 1 823.68ro 366 167 7 164 729 8 266 982 1 372.29 1 584.93sk 353 734 6 512 213 7 772 540 1 247.07 1 489.85sl 350 109 6 384 014 7 725 111 1 222.29 1 480.47sv 349 345 6 927 240 7 877 667 1 326.3 1 509.71Total 7 908 786 156 932975 186 300 121Av. by lg. 359 490.27 7 133317.05 8 468187.32Table 4.2: Size of the A
quis-22 
orpus in ea
h of the 22 o�
ial EU languages4.4 A
quis Translation Units sub-
orporaThe JRC-A
quis was 
ompiled and aligned using a 
ompletely automati
 pro
edure,with no manual 
he
king of the results. Although, in theory, one should �nd a 
on-
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orrespondan
e between paragraphs of the same CELEX do
ument in di�erentlanguages, in pra
ti
e it is di�
ult to obtain perfe
t paragraph alignment. Further-more, as we are interested in exploiting the multilinguality of the 
orpus it is even moredi�
ult to get one-to-one paragraph aligment a
ross many languages.It was for these reasons that we pro
eeded with 
ompiling a sub-
orpora of DGTTranslation Memory. We must keep in mind that this 
orpus is 
omposed by manually
he
ked aligned paragraphs or translation units.The number of aligned translation units di�ers for ea
h language pair, that meansnot all paragraphs have a translation in all 22 languages. For our experiments, we havesele
ted only the translation units available in the all 22 languages and we have built aparallel 
orpus 
omposed by these one-to-one aligned segments. See Appendix A for anexample extra
ted from this 
orpus, of a senten
e translated in all 22 languages (tableA.1 and A.2).For the triangulation, this is an important resour
e, as it provides exa
t senten
e-aligned parallel data. In this 
ase, the pivot method 
an be applied at the alignmentlevel. Thus, the 
orpus is used to study the di�erent phases when we 
an use the pivotinformation (at the alignment level or at the phrase-table generation level).Last, but not least, to allow the 
omparison of ma
hine translation systems, itis ne
essary to de�ne a 
ommon test set. Therefore, to be able to 
ompare systemperforman
es on di�erent language pairs, we extra
ted part of this parallel data: a setof senten
es (paragraphs) that are aligned with one other a
ross all 22 languages. Thus,we 
reate a development set that in
ludes a test set and a tuning set (ne
essary to tunethe tool, Moses de
oder, used in our experiments).In 
on
lusion, we have 
reated two sub-
orpora issued from the translation unitsavailable in 22 languages: the �rst one used for training to build translation models(Translation-Units-22 ), and the se
ond one used for tuning and testing the models
reated (A
quis-TU DevSet). The pro
ess of sub-
orpora 
ompilation 
onsists of thefollowing steps:� Extra
ting the CELEX 
odes and paragraph IDs that are translated in the 22languages.� Sele
ting the CELEX 
odes and paragraph IDs intented to be part of the de-velopement set, based on some heuristi
s (paragraph average length in tokens,
apital letter at the begging of the paragraph, et
... ) and generating the list ofparagraphs IDs for ea
h 
orpus (Translation-Units-22 and A
quis-TU DevSet).� Generating for ea
h language two 
orpora in UTF-8 XML format, based on thelists obtained at the se
ond step� Tokenising the textsWe will des
ribe next the sub-
orpora extra
ted.



4.4. ACQUIS TRANSLATION UNITS SUB-CORPORA 974.4.1 Translation-Units-22The 
orpus in
ludes around 450 000 senten
es, 8.7 million tokens (7.6 million words) forall the languages. It 
onsists of 20729 senten
es per language, exa
tly aligned betweenthe 22 languages, whi
h is a very rare resour
e. It 
ontains almost 400 000 tokens (350000 words) per language.We present the size for ea
h of the 22 languages in the Table 4.3.Language Nb. ofWords Nb. ofTokensbg 370 015 424 524
s 316 722 360 689da 341 701 390 810de 341 957 385 403el 393 353 436 848en 389 789 429 340es 434 935 476 943et 254 484 296 284� 259 601 300 683fr 408 497 477 180hu 314 152 365 415it 382 982 425 759lt 291 774 343 874lv 295 276 356 594mt 329 085 471 897nl 392 654 434 331pl 329 734 380 217pt 398 729 444 134ro 375 247 419 681sk 325 252 371 583sl 321 543 372 170sv 341 136 375 345Total 7 608 618 8 739 704Av. by lg. 345 846.27 397 529.27Table 4.3: Size of the Translation-Unit-22 
orpus in ea
h of the 22 o�
ial EU languages4.4.2 A
quis Development Set (A
quis-TU DevSet)The development set was built for the quality tuning of tools used in our experiments(Moses system) and for the testing. Thus, we split it into two parts: the test set andthe tuning set.
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ontains almost 2 million tokens. It in
ludes 2000 senten
es for ea
hlanguages with an average of 87667 tokens by language.The tuning set 
ontains 660 senten
es with an average of 26056 tokens by language,and a total size of about 500 000 tokens.Both 
orpora are in text UTF-8 format, as required by the testing pro
edure withMoses. The test set has been also reformated in XML (SGML) required by the evalu-ation tool used in our experiments.4.5 TokenisationWe performed text tokenisation in a multilingual setting on the sub
orpora des
ribedabove in order to prepare the data for our experiments. The tokenisation module hasbeen developped with the aim to address language-spe
i�
 tokenisation issues.Our multilingual tokenisation module mlToken is written in Perl, and in additionto splitting the text input string into tokens has also the following features:� It assigns to ea
h token its token type. The types distinguish not only betweenwords and pun
tuation marks but also mark digits, abbreviations, left and rightsplits (i.e. 
liti
s, e.g. s ), enumeration tokens (e.g. a)), as well as URLs andemail addresses.� It marks the end of paragraphs and the end of senten
e pun
tuation, where thesenten
e internal periods are distinguished from the senten
e �nal ones.� It preserves (subje
t to a �ag) the inter-word spa
ing of the original do
ument,so that the input 
an be re
onstituted from the output. This 
onsideration isimportant when several tokenisers are applied to a text, either for evaluation orprodu
tion purposes.The model used for our tokeniser was mtseg, the tokeniser (and segmenter) developedin the MULTEXT proje
t [Di Cristo, 1996℄; as with mtseg, mlToken also stores the lan-guage dependent features in resour
e �les; in the 
ase of mlToken we use abbreviationsand split / merge patterns. Figure 4.4 presents the split �le for Fren
h, Romanian andMaltese.In the absen
e of a 
ertain language resour
e, the tokeniser uses default resour
e�les in order to a
hieve best results, however, resour
e �les for a language need to bewritten - this task is helped by having pre-tokenised 
orpora for the language.The tokenisation is an important step to prepare data for the translation modeltraining as it alleviates the data sparseness problem. Providing language spe
i�
 re-sour
es might help in this sense for 
ertain kind of languages. Table 4.5 shows thenumber of di�erent tokens 
ompared with the number of di�erent words for Translation-Units-22 
orpus in Fren
h, Romanian, Maltese, English, Finnish, Slovene.
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Table 4.4: Tokeniser's resour
es for Fren
h, Romanian and Maltese: split and mergepatternsLanguage Nb of tokens Nb of di�erent tokens Nb of words Nb of di�erent wordsFren
h 477180 13845 408497 27617Romanian 419681 17988 375247 31631Maltese 471897 19380 329085 43205English 429340 12036 389789 23057Finnish 300683 36406 259601 50212Slovene 372170 24809 321543 39649Table 4.5: Translation-Units-22 
orpus: Number of di�erent tokens 
ompared withthe number of di�erent words for Fren
h, Romanian, Maltese, English, Finnish andSlovene4.6 ContributionsWe presented the 
ompilation of the highly multilingual 
orpus JRC-A
quis whi
h wasa

omplished during our stay at the Joint Resear
h Center of the European Commis-sion. In this 
ontext, we 
arried out the 
ompilation of the 
orpus and the alignmentusing Vanilla aligner. The �rst publi
ly released version of JRC-A
quis was des
ribedin [Steinberger et al., 2006℄.The tokenizer mlToken was also developed in JRC, and used in di�erent multilingual
ontexts in in-house appli
ations. It was also integrated in the 
orpus annotation tooltotale des
ribed in [Erjave
 et al., 2005℄.The sub
orpora presented in se
tion 4.3 and se
tion 4.4 (A
quis-22, Health-A
quis,Translation-Units-22, A
quis-TU-Devset) have been 
reated in the 
ontext of our thesis,in order to study and validate the pivot SMT approa
h. These sub
orpora will be(probably) publi
ly available in the short future.
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Chapter 5Translation models based on A
quisCommunautaireThis 
hapter presents the appli
ation of the A
quis sub
orpora (des
ribed in 4.3 and4.4), to the task of statisti
al ma
hine translation. We used the 
orpora Translation-Units-22 and A
quis22 to build 462 ma
hine translation systems for all the possiblelanguage pairs in both dire
tions. To perform phrase-based SMT, we used Moses tool.We evaluated the quality of the system with the widely used BLEU metri
 (as des
ribedin 2.3.3.7), whi
h measures overlap with a referen
e translation. We tested on theA
quis-TU test set drawn from the Translation Units 
orpus (des
ribed in 4.4.2).The resulting systems and their performan
es demonstrate the di�erent 
hallengespresented to statisti
al ma
hine translation for di�erent (non-traditional) languagepairs.Our approa
h relies on the phrase-based statisti
al ma
hine translation frameworkdes
ribed by [Koehn et al., 2003℄. We will present it brie�y in the next se
tion, followedby the des
ription of the Moses toolkit, and the main steps of building a translationsystem based on it.The se
tion 5.3 will explain why and how we have 
reated the translation modelsbased on A
quis 
orpus and will further dis
uss the 
hallenges raised by these models.5.1 Building a translation modelA statisti
al translation model [Brown et al., 1993, O
h and Ney, 2003℄ des
ribes therelationship between a pair of senten
es in the sour
e (s) and target (t) languages usinga translation probability p(t|s)1.Statisti
al ma
hine translation systems are based on probabilisti
 models automat-i
ally indu
ed from 
orpora. The prin
iple on whi
h they rely to generate grammati
al1In the next 
hapters, we will use the notation s for the sour
e and t for target language segments,although in the state-of-the-art, for histori
al reasons, we make use of the notation f (Foreign) and e(English) for sour
e and target respe
tively.
103
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es in the target language is a 
al
ulation of the 
heapest 
ost for the best 
om-bination of hypotheses out of a range of possibilities.Classi
 SMT systems implement the noisy 
hannel model: given a senten
e in thesour
e language s, we try to 
hoose the translation in language t that maximises p(t|s).A

ording to Bayes rule, this 
an be rewritten as:
arg max

t
p(t|s) = arg max

t
p(s| t)p(t)where p(t) is materialised with a language model � typi
ally, a smoothed n-gramlanguage model in the target language � and p(s|t) with a translation model � a modelindu
ed from parallel 
orpora � aligned do
uments whi
h are the translations of oneother.Several di�erent methods have been used to implement the translation model, andadditional models su
h as fertility and distortion / reordering models have also beenemployed, as in among the �rst translation s
hemes proposed by the IBM Models 1through 5 in the late 1980's [Brown et al., 1993℄.The de
oder is the algorithm that 
al
ulates the most probable translation out ofseveral possibilities, derived from the models at hand.The phrase-based statisti
al ma
hine translation model we present here was de�nedby [Koehn et al., 2003℄. The alternative phrase-based methods di�er in the way thephrase table is 
reated.5.1.1 The formal modelWe have des
ribed the �Phrase-based model in SMT� in the �Framework 
hapter�,se
tion 2.3.3, in its histori
al 
ontext, as a promising extension of word-based models.In this se
tion, we will de�ne the phrase-based ma
hine translation model formally,as des
ribed by Koehn, O
h and Mar
u. This translation model is based on the noisy
hannel model, it uses the Bayes rule to reformulate the translation probability fortranslating a sour
e senten
e s into target t as

arg max
t

p(t|s) = arg max
t

p(s| t)p(t) (5.1)This allows for a language model p (t ) and a separate translation model p(s|t).During de
oding, the input senten
e s is segmented into a sequen
e of I phrases
sI
1. We assume a uniform probability distribution over all possible segmentations. Ea
hsour
e phrase si in sI

1 is translated into a target phrase ti. The target phrases may bereordered.While the equation 5.1 gives the generative framework used in the training ofthe phrase-based model, the de
oder is based on a log-linear formulation whi
hbreaks the probability down into an arbitrary number of weighted feature fun
tions(see equation2.14 in se
tion 2.3.3.3):



5.1. BUILDING A TRANSLATION MODEL 105
t̂ = arg max

t
p (t|s) = arg max

t

M∑

m=1

λmhm (t, s) (5.2)This gives a me
hanism, during the de
oding, to break down the assignation of 
ostin a modular way based on di�erent aspe
ts of translation.The SMT systems use a log-linear model of p(t|s) that in
orporates geneartivemodels as feature fun
tions.5.1.1.1 Generative frameworkFirst, we detail the language model and the lexi
al translation model in a generativeframework.Language model and word penalty In order to 
alibrate the output length, afa
tor ω (
alled word 
ost) was introdu
ed for ea
h generated target laguage word,in addition to the trigram language model pLM . This is a simple means to optimizeperforman
e. Usually, this fa
tor is larger than 1, biasing toward longer output.Translation model The translation model in
ludes the lexi
al translation model (thephrase table) and the reordering model.Lexi
al translation model (phrase-table) Phrase translation is modelled by aprobability distribution φ(si|ti). A

ording to the Bayes rule, the translation dire
tionis inverted from a modelling standpoint. The phrase translation probability distributionis estimated by relative frequen
y:
φ(s |t) =

count(s, t)∑
s count(s, t)

(5.3)Lexi
al weights: One way to validate the quality of a phrase translation pair isto 
he
k how well its words translate into ea
h other. For this, a lexi
al translationprobability distribution w(f|e) is used . This is estimated by relative frequen
y fromthe same word alignments as the phrase model.
w(s|t) =

count(s, t)∑
s ′ count(s′, t)

(5.4)A spe
ial target NULL token is added to ea
h target senten
e and aligned to ea
hunaligned sour
e word.Given a phrase pair s, t and a word alignment a between the sour
e word positions
i = 1, . . . , n and the target word positions j = 0, 1, . . . , m we 
ompute the lexi
al weight
pw by
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pw

(
s|t, a

)
=

n∏

i=1

1

|{j|(i,j)∈a}|

∑

∀(i,j)∈a

w (si|tj) (5.5)If there are multiple alignments a for a phrase pair (s, t), we use the one with thehighest lexi
al weight.Reodering model Usually, reordering of the target output phrases is modelledby a relative distortion probability distribution d(starti, endi−1), where starti denotesthe start position of the sour
e phrase that was translated into the i-th target phrase,and endi−1 denotes the end position of the sour
e phrase that was translated into the
(i − 1)-th target phrase. A simple distortion model d(starti, endi−1) = α|starti−endi−1−1|is used, with an appropriate value for the parameter α.We are using a more 
omplex reordering model, that will be detailed at the end ofthis se
tion: lexi
alized reordering model.To summarise, in a generative framework, the best target language output sen-ten
e tbest given a sour
e input senten
e s a

ording to the model is:

tbest = arg max
t

p(t|s) = arg max
t

p(s|t)pLM(t)ωlength(t) (5.6)where p(s|t) is de
omposed into
p(sI

1|t
I

1) =
I∏

i=1

φ(si|ti)d(starti, endi−1)When we use the lexi
al weight pw during translation as an additional fa
tor, thismeans that the model p(s|t) is extended to
p(sI

1|t
I

1) =
I∏

i=1

φ(si|ti)d(starti, endi−1)pw(si|ti, a)λ (5.7)The parameter λ de�nes the strength of the lexi
al weight pw. Good values for theparameter are around 0.25 (after [Koehn et al., 2003℄).5.1.1.2 Log-linear frameworkIn a log-linear model the formula 5.6 be
omes:
tbest = arg max

t
p(t|s) = arg max

t

M∑

m=1

λmhm(t , s)) (5.8)
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Figure 5.1: Reordering types 
onsidered by the lexi
alized reordering model: (m) mono-tone order, (s) swit
h with previous phrase and (d) dis
ontinous.where hm(t, s) is a feature fun
tion and λm is a weight. The model uses a total ofeight feature fun
tions: a trigram language model probability of target language, twophrase translation probabilities (both dire
tions), two lexi
al translation probabilities(both dire
tions), a word penalty, a phrase penalty, and a linear reordering penalty[Koehn et al., 2003, Koehn, 2004a℄. To set the weights λm, the minimum error ratetraining [O
h and Ney, 2003℄ is 
arried out using BLEU [Papineni et al., 2002℄ as anobje
tive fun
tion.The phrase-based model, as des
ribed above has been implemented by Moses, astate of the art SMT system, that we will des
ribe in the following se
tion.Lexi
alized reordering modelThe standard reordering model for phrase-based statisti
al ma
hine translation is only
onditioned on movement distan
e. However, some phrases are reordered more fre-quently than others. A Fren
h adje
tive like extérieur is typi
ally swit
hed with thepre
eding noun, when translated into English.Therefore, additional 
onditional reordering models may be built. These are 
on-ditioned on spe
i�ed fa
tors (in the sour
e and target language), and learn di�erentreordering probabilities for ea
h phrase pair (or just the sour
e phrase).We are using a lexi
alized reordering model that 
onditions reordering on the a
tualphrases. One 
on
ern, of 
ourse, is the problem of sparse data. A parti
ular phrase pairmay o

ur only a few times in the training data, making it hard to estimate reliableprobability distributions from these statisti
s.Therefore, in the lexi
alized reordering model, only three reordering types are 
on-sidered: (m - mono) monotone order, (s - swap) swit
h with previous phrase, or (d)dis
ontinuous. See Figure 5.1 for an illustration of these three di�erent types of orien-tation of a phrase.The reordering model po predi
ts an orientation type m, s, d given the phrase pair
urrently used in translation: po(orientation | s, t), where orientation ∈ m, s, d.
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an be learnt from the training data. Given the wordalignment table, an orientation type 
an be extra
ted for ea
h phrase pair, de�ned asfollows:� monotone: if a word alignment point to the top left exists,� swap: if a word alignment point to the top right exists,� dis
ontinuous: if neither a word alignment point to the top left nor to the topright exists, (it is neither monotone order, nor a swap).We 
ount how often ea
h extra
ted phrase pair is found with ea
h of the three orien-tation types. The probability distribution po is then estimated based on these 
ountsusing the maximum likelihood prin
iple:
po(orientation | s, t) =

count (orientation, t, s)∑
o

count (o, t, s)
(5.9)Given the sparse statisti
s of the orientation types, we 
an smooth the 
ounts of theun
onditioned maximum-likelihood probability distribution with a fa
tor σ, as follows:

p(orientation) =

∑
s

∑
t

count (orientation, t, s)

∑
o

∑
s

∑
t

count (o, t, s)
(5.10)

po(orientation | s, t) =
σ p (orientation) + count (orientation, t, s)

σ +
∑
o

count(o, t, s)
(5.11)There is a number of variations of the lexi
alized reordering model based on orien-tation types:� bidire
tional: For ea
h phrase, the ordering of itself with respe
t to the previous is
onsidered. For bidire
tional models, the ordering of the next phrase with respe
tto the 
urre
t phrase is also modelled.� f and e: Out of sparse data 
on
erns, we may want to 
ondition the probabilitydistribution only on the sour
e (foreign - f) phrase or the target (English - e)phrase. The model may be 
onditioned on the sour
e phrase (f - Foreign), or onboth the sour
e phrase and target phrase� monotoni
ity: To further redu
e the 
omplexity of the model, we might mergethe orientation types swap and dis
ontinuous, leaving a binary de
ision aboutthe phrase order. Monotoni
ity models 
onsider only monotone or non-monotonetypes.
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asionally bene�
ial for 
ertain training 
orpussizes and language pairs.In a lexi
alized reordering model �bidire
tional�, �fe� and non �monotoni
ity�, thelog-linear formula 5.8 will take into a

ount new weights: the linear reordering penaltyshould be repla
ed by six other s
ores: the probability for three orientation types (mono,swap, dis
ontinous) for the 
urrent phrase with respe
t to the previous and for the nextphrase with respe
t to the 
urrent one.5.1.2 Moses SMT system5.1.2.1 Des
riptionThe toolkit is a 
omplete out-of-the-box translation system for a
ademi
 resear
h. It
onsists of all the 
omponents needed to prepro
ess data, train the language modelsand the translation models.It relies upon several models, in
luding the language and translation models de-s
ribed above, and a de
oding algorithm. The translation model used by Moses istrained from parallel 
orpora using word alignment methods, and in
ludes a probabil-ity distribution over phrase pairs (rather than just single words) of sour
e and targetlanguages. Additional models (a distortion/reordering model and word penalty) arein
luded in the best translation 
al
ulation, whi
h is sear
hed for by beam-sear
h de-
oding.It also 
ontains tools for tuning these models using minimum error rate train-ing [O
h, 2003℄ and evaluating the resulting translations using the BLEU s
ore[Papineni et al., 2002℄. Moses uses standard external tools for some of the tasks toavoid dupli
ation, su
h as GIZA++ [O
h and Ney, 2003℄ for word alignments and SRILM[Stol
ke, 2002℄ for language modelling.5.1.2.2 GIZA++GIZA++ [O
h and Ney, 2003℄ is a software for learning word-by-word alignments between
orresponding bisenten
es and was developed by Franz Joseph O
h and Hermann Neyas an enhan
ement of the GIZA tool written in 1999 (at Summer workshop hosted bythe Center for Language and Spee
h Pro
essing (CLSP) at John Hopkins University).GIZA++ implements partly re�ned versions of all �ve IBM models [Brown et al., 1993℄and is freely available. It is required to use the training s
ripts provided by the MosesSMT system.5.1.2.3 SRI Language Modelling ToolkitThe SRI Language Modelling Toolkit (SRILM) was developed by Andreas Stol
ke tobuild and apply statisti
al language models. It re
eived some advan
ements duringthe CLSP Summer Workshops between 1995 and 2002 at John Hopkins University.
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kage in
ludes a set of C++ libraries, exe
utable programs as well asmis
ellaneous s
ripts, all aiming at tasks related to training LMs and their usage.The 
apabilities and design of the software are des
ribed in [Stol
ke, 2002℄. SRILM isre
ommended for use with Moses as the latter depends on some of its 
lass libraries for
ompilation. Moses provides other 
omponents for language modelling whi
h we havenot used so far.5.1.2.4 Lexi
al phrase-based translation with MosesIn Moses, the 
al
ulation of the best translation is mainly based on a translation modeland a language model. These models are implemented with a phrase translation table,where translation probabilities for phrase pairs are stored, and a smoothed n-gramlanguage model of the target language. In addition, a reordering model and a wordpenalty model are 
omputed.
p(t|s) = pφ(s|t)

λφ × pLM(t)λLM × pD(t, s)λD × ωlength(t)λw(t)As 
an be seen above, these models are weighted, and their produ
t enable thesystem to rank translation hypotheses a

ording to their probability of representing a
orre
t translation in the target language. The algorithm whi
h performs that 
al
u-lation, the de
oder, expands a spa
e of hypotheses based on the probabilities from themodels, and performs a sear
h through this spa
e for the best hypotheses. This sear
his maximised using hypothesis re
ombination, but also pruning methods su
h as future
ost estimation.5.2 Moses' pro
essing steps5.2.0.5 OverviewFigure 5.2 gives an overview of the translation model building pro
ess with Moses.Moses provides the main fon
tionalities of a SMT system:� The training module for building the Translation Model (TM), whi
h 
onsists ina lexi
alized translation model (phrase-table) and a lexi
alized reordering model.� A tool for building the Language Model (LM)� A tuning tool (whi
h is not represented in our s
hema) that 
an realise the tuningfor quality of the system.� The de
oder that performs the translation based on the translation model andthe language model.Ea
h phase will be detailed in the next subse
tions.
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Figure 5.2: Overview of Moses SMT system: building the translation model, buildingthe language model and de
oding with Moses
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ess, Moses generates the translation model used by the de
oder.As mentioned earlier, the translation model in Moses is 
omposed of a translation tableand a distortion or reordering model. These are automati
ally indu
ed from a parallel
orpus. Phrase translation tables represent phrases in the sour
e language and theirpossible translations into the target language, graded with probabilities as automati
allylearned from the parallel 
orpus.Word alignment The algorithm used for word alignment is the EM (Expe
tation-Maximization) algorithm proposed in GIZA++ (see 2.3.3.1 - Parameter Estimation). Thisalgorithm aligns tokens in senten
e pairs extra
ted from the parallel 
orpus and �ndsthe most likely word alignment by iterative sear
h. Moses makes use of bidire
tionalruns of GIZA++: this is be
ause one run of the algorithm 
an only generate one-to-manytranslation, from target to sour
e language.To establish word alignments based on the two GIZA++ alignments, a number ofheuristi
s may be applied. The default heuristi
 grow-diag-�nal starts with the in-terse
tion of the two alignments and then adds additional alignment points from theunion of the two runs (see 2.3.3.2 - Symmetrizing word alignments). Other alternativealignment methods 
an be spe
i�ed and used depending on the appli
ation (interse
t,union, grow, grow-diag, sr
totgt, tgttosr
).Lexi
al translation model (the phrase-table) The phrase pairs that are 
onsis-tent with the word alignment are 
olle
ted. The heuristi
s used to extra
t phrasesfrom the word alignment are des
ribed in 2.3.3.2. The translation table, whi
h repre-sents the probability of sour
e (s) language phrases translation into target (t) languagephrases (or φ(t|s)) is then built by 
omputing a probability distribution by relativefrequen
y over these phrase pairs:
φ(s |t) =

count(s, t)∑
s′ count(s′, t)It shall be noted that no smoothing is performed on the translation table, relegatingthe sparse data problem to lexi
al weighting.Next to phrase translation probability distributions φ(s|t) and φ(t|s), additionalphrase translation s
oring fun
tions 
an be 
omputed, e.g. lexi
al weighting, wordpenalty, phrase penalty.In order to 
al
ulate the lexi
al weighting, a maximum likelihood lexi
al wordtranslation table is extra
ted from the alignment. The lexi
al translation probability

w(t|s), as well as the inverse w(s|t) are estimated, and the lexi
al weights are 
al
ulatedbased on the alignment and on the lexi
al probabilities using the formula 5.5.Currently, �ve di�erent phrase translation s
ores are 
omputed:� phrase translation probability φ(s|t)
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al weighting wp(s|t)� phrase translation probability φ(t|s)� lexi
al weighting wp(t|s)� phrase penalty (always exp(1) = 2.718)Lexi
alized reordering model Reordering is modelled by a relative distortion prob-ability distribution over the senten
e pairs.By default, only a distan
e-based reordering model is in
luded in �nal 
on�guration.This model gives a 
ost linear to the reordering distan
e. For instan
e, skipping overtwo words 
osts twi
e as mu
h as skipping over one word.However, additional 
onditional reordering models may be built - di�erent lexi-
alized reordering models (as des
ribed above in 5.1.1.2). We are using a lexi
alizedreordering model, whi
h is generated from the word alignments, in two steps. The �rstextra
ts the ordering type for ea
h phrase and the se
ond 
al
ulates the reorderingprobabilities and generates the reordering model.The possible 
on�gurations are:� msd vs. monotoni
ity. MSD models 
onsider three di�erent orientation types:monotone, swap, and dis
ontinous. Monotoni
ity models 
onsider only monotoneor non-monotone, in other words swap, and dis
ontinous are pla
ed together.� f vs. fe. The model may be 
onditioned on the sour
e phrase (f - Foreign), or onboth the sour
e phrase and target phrase (fe - ForeignEnglish).� unidire
tional vs. bidire
tional. For ea
h phrase, the ordering of itself in respe
twith the previous is 
onsidered. For bidire
tional models, also the ordering of thenext phrase with respe
t to the 
urrent phrase is modelled.Moses allows the arbitrary 
ombination of these de
isions to de�ne the reordering modeltype (e.g. bidre
tional-monotoni
ity-f).5.2.0.7 Building the language modelA language model is a statisti
al model the parameters of whi
h are learned from
orpora: word sequen
es (or n-gram) probabilities are estimated by 
omputing theirrelative frequen
y in the 
orpus. The language model toolkit we used in our experimentsis the freely available SRILM toolkit [Stol
ke, 2002℄.



114 CHAPTER 5. TRANSLATION MODELS BASED ON ACQUISCOMMUNAUTAIRE5.2.0.8 Tuning for quality: Minimum Error Rate TrainingMinimum Error Rate Training, or MERT [O
h and Ney, 2002℄, optimises translationquality by setting the model weight parameters. This is done by taking a held-outse
tion of the parallel 
orpus, running the de
oder with its 
urrent translation modelon the sour
e language text, and then automati
ally evaluating the output's translationquality by 
omparing it to real translation (using automati
 methods su
h as BLEUand word error rate). The weights attributed to the 
urrent models are then adjusteda

ordingly, and the pro
ess is iterated until 
onvergen
e.5.2.0.9 De
odingFiltering the phrase table Filtering the phrase table a

ording to the test set weintend to use enables us to tune the de
oding pro
ess for memory usage. Indeed, bylimiting the phrase table to phrases that appear in the test data and their potentialtranslations, we avoid loading the entire phrase table.Beam sear
h de
oding Moses' de
oder 
an translate �les one senten
e per line inthe sour
e language. To translate a senten
e, the de
oder generates a �rst hypothesis,or partial translation of a phrase in the input. Then, another hypothesis is generated,based on the previous: the de
oder keeps a sta
k of the best partial translations untilnow. The notion of �best�, or �low 
ost� is equivalent to �most probable�, where prob-abilities for a hypothesis are the produ
t of probabilities given by the models dis
ussedabove.The de
oder uses several methods to limit the sear
h spa
e, in
luding re
ombinationof hypotheses, whi
h is risk-free, and beam sear
h, whi
h risks the pruning of goodtranslation hypotheses. This sear
h algorithm estimates hypothesis 
ost based on boththe future 
ost (a possibly pre-
omputed 
al
ulation of the part of the senten
e whi
hhas not yet been de
oded, in
luding the language model and translation model fa
tors)and the 
ost so far, and prunes out more 
ostly hypotheses to only expand those that arelikely to su

eed. The future 
ost 
al
ulation does not however take into 
onsiderationthe reordering 
ost; also, it only gives an estimate of the language model 
ost. It isthus prone to error. Eventually, the best s
oring �nal translation is outputted. Thede
oder reads from a 
on�guration �le whi
h indi
ates where the translation modelsare lo
ated, as well as the di�erent weights to these models.5.2.0.10 EvaluationWe have 
al
ulated the BLEU and NIST s
ores with NIST BLEU s
oring toolmteval-v11b.pl2.2http://www.itl.nist.gov/iad/mig//tools/
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Figure 5.3: EuroMatrix inventory of available tools, lingware and data for the EU o�
iallanguages (in
luding MT systems): the number of tools and data for ea
h language pairwith the details for Romanian-Finnish5.3 Translation models based on A
quis sub
orporaWe used the A
quis sub-
orpora, parallel in 22 languages to 
reate 462 translationsystems for all possible language pairs. The resulting systems and their performan
esreveal the di�erent 
hallenges for the statisti
al ma
hine translation.5.3.1 MotivationInsu�
ient language 
overage in MT Although automati
 translation has beenone of the 
ore appli
ations of 
omputational linguisti
s from its very beginning, it maynot 
ome as a surprise that only a very few languages are 
overed by MT systems.Figure 5.3, taken from EuroMarix proje
t website3 (Mar
h 2009), gives an overview3http://www.euromatrix.net/
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es, in
luding MT systems for the EU o�
ial language pairs.The Compendium of Translation Software dire
tory of 
ommer
ial ma
hine translationsystems and 
omputer-aided translation support tools 
ompiled by John Hut
hins4(15th edition, January 2009) shows that most existing translation dire
tions evolvearound a small number of languages, with English being the most frequently utilisedone and that 10 languages are almost 
ompletely inter
onne
ted while all others areasso
iated with only a few other languages.Our experiments produ
ed 462 translation systems for all the 
ombinations of EUlanguage pairs (ex
ept Irish), whi
h in
lude 
ombinations of non-standard languagepairs like Finnish-Maltese or Bulgarian-Hungarian.Building baseline models At the same time, we wished to investigate Moses' 
ur-rent performan
e, based on dire
t translation models. We then looked for ways toimprove this performan
e using di�erent pivot models: models 
ombined at the align-ment level, or at the phrase table level.Baseline models were established for the 231 language pairs in both dire
tion (totalof 462 translation models). Moses' phrase-based translation models were trained ondi�erent sizes of the A
quis22 parallel 
orpus (on 10 000 senten
es, and on the whole
orpus, around 300k senten
es) to investigate the e�e
t of s
ar
e data on our models.These models were studied through the evaluation of their output by using BLEU metri
s
ore.5.3.2 Experimental design5.3.2.1 DataTraining 
orpus The parallel 
orpora used for these experiments is the A
quis22and Translation-Units-22 
orpus, for whi
h the sizes were presented in sub-se
tions4.3.2 and 4.4.1.The 
orpus A
quis22 
ontains a total number of 186 million tokens. It in
ludesaround 8.4 million words, and an average of 360 000 senten
es, for ea
h language. Weperform experiments on sub
orpora of di�erent sizes of A
quis22 : a randomly generatedsample of 10 000 senten
es (A
quis22-sample10k) and the whole 
orpus.The 
orpus Translation-Units-22 in
ludes 8.7 million tokens with an average ofabout 400 000 tokens per language. It 
ontains around 20 000 senten
es per language,exa
tly aligned between all language pairs (see tables A.1 and A.2 in Appendix A withan example of senten
e translated in 22 languages).The 
orpora has been pre-pro
essed for use with Moses system in
luding �senten
e�(paragraph) splitting and tokenisation, as well as lower-
asing (to avoid training sepa-rate models on upper
ase and lower
ase words). We extra
ted only senten
es that havea length of less than 100 tokens (as this is a limit imposed by GIZA++ training).4http://www.hut
hinsweb.me.uk/Compendium.htm



5.3. TRANSLATION MODELS BASED ON ACQUIS SUBCORPORA 117A number of 462 baselines were built for ea
h sub
orpora.Development 
orpus (Devset) Development data were des
ribed in the subse
tion4.4.2. They 
onsist of 2600 senten
es in the same domain as the training data, but whi
hwere not part of this data. They are separated in a tuning set and a test set.Tuning 
orpus The tuning set in
ludes 660 senten
es for ea
h language.Test 
orpus The test set 
ontains 2000 senten
es for ea
h language. For 
ompu-tational reasons, we used only the �rst 1000 senten
es, that in
ludes a total number of1.1 million tokens, with an average of about 50000 tokens per language.5.3.2.2 Moses' parametersTraining We used the default training parameters:GIZA++ was performed in both dire
tions with the default parameters. Then weapplied the grow-diag-�nal heuristi
s to 
ombine unidire
tional alignments outputtedby GIZA++.Ea
h phrase table 
ontains extra
ted phrases of maximum 7 tokens, in
luding thephrase probabilties and the lexi
al weights in both dire
tions (and the word penalty).We use a lexi
alized reordering model �msd-bidire
tional-fe�. Note that this re-ordering model is 
onditioned on the pair of phrases sour
e - target (fe) for whi
h threeorientation types are 
onsidered, mono, swap and dis
ontinouous (msd), 
al
ulated forthe 
urrent phrase with respe
t to the previous and for the next phrase with respe
t tothe 
urrent one (bidire
tional).Language models We 
reated 5-gram language models for our baselines, learnt fromthe union of A
quis22 and Translation-Units-22 
orpora in ea
h target language: it isimportant that the language model is of the same domain as the translation modeland the test set. Dis
ounting and smoothing methods (interpolation and Kneser-Neysmoothing) were used to deal with the problem of unforeseen events.Quality tuning (MERT) For part of the models, the Minimum Error Rate Trainingwas applied to re�ne them, using a tuning parallel 
orpus between 300 and 600 sen-ten
es. The MERT tuning is very time and resour
e 
onsuming, taking about 10 hoursfor a language pair (en-ro) trained on a sample of 10k senten
es of A
quis22 
orpus,when the training set in
ludes 500 senten
es.Therefore, the �nal results for all the language pair 
ombinations were obtainedwithout quality tuning.
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oding The beam size 
an be de�ned with a threshold or by histogram pruning:we used the default threshold, whi
h 
uts o� probabilities that are less than 0.00001.We did not set a maximum sta
k size for holding hypotheses. We used a standarddistortion limit (maximum distan
e between two input phrases to two neighbouringoutput phrases) of 6, as well as a lexi
alised reordering model. The word penalty wasintrodu
ed to the model for ea
h generated target word, in addition to the languagemodel.Evaluation We use only the �rst 1000 senten
es of the test data to evaluate ourtranslation models. Translation tables were �ltered to adjust to the test data. Finally,ea
h baseline model was tested using Moses de
oders and the BLEU s
ores (and theNIST s
ores) was 
al
ulated for ea
h system.The next se
tion presents the evaluation of our translation models, followed by adis
ussion of the results.5.3.3 Evaluation of the translation modelsWe present in this se
tion the performan
e of the translation systems trained onTranslation-Units-22 (TU22) 
orpus. Similar results for the other sub
orpora usedin our experiments, A
quis22 and A
quis22-sample10k, are displayed in the AppendixB (tables B.1 and B.2).The BLEU s
ores for the 462 translation systems trained on Translation-Units-22(TU22) 
orpus are shown in Table 5.1 : the higher the s
ore, the better performan
e.A

ording to these numbers, the easiest translations dire
tions are Maltese-English(BLEU s
ore of 0.5952) and Portuguese-Fren
h (BLEU s
ore of 0.5807 ) and the hardestare Maltese-Estonian (BLEU s
ore 0.1617) and Maltese-Finnish (BLEU s
ore 0.1713).Histograms in Figure 5.4 show the translation s
ores into and from spe
i�
 languages(Fren
h, English, Romanian, Slovene, Finnish, and German).The Appendix A presents a sample output of the di�erent translation systemstrained on Translation-Units-22 
orpus, translating into Fren
h, English and Romanian.Thus, the tables A.3 and A.4 listed one senten
e translated into Fren
h from all theother 21 languages. In the tables A.5 and A.6 we present the same senten
e whentranslating into English from all the other languages. See tables A.7 and A.8 for theRomanian translations. The referen
e senten
es a
ross all the 22 language are given inthe table A.1 and A.2 of the same appendix.In the next se
tion, we will dis
uss the results obtained by evaluating our translationsystems.5.3.4 Dis
ussionThe wide range quality for the di�erent SMT systems illustrates the di�erent 
hallengesof statisti
al translation.
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Table 5.1: BLEU s
ores for the 462 translation systems trained on Translation-Units-22
orpus
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Figure 5.4: Histograms showing the translation s
ores INTO and FROM the followinglanguages: Fren
h, English, Romanian, Slovene, Finnish and German



5.3. TRANSLATION MODELS BASED ON ACQUIS SUBCORPORA 121Language relatedness We note that the performan
e s
ores re�e
t the relatednessof language pairs. Translation from Portuguese to Fren
h (58.07) is relatively easy whiletranslating from Romanian to Estonian is relatively hard (BLEU s
ore 18.44).Intuitively, languages that are related are easier to translate into one other. Cal
u-lating the 
orrelation between the ve
tors of BLEU s
ores for ea
h language pair (alsoas sour
e and as target languages), we observe that languages in the same family arestrongly 
orrelated, either as target or as sour
e languages. Table B.3 and table B.4in Appendix B present the 
orrelation values between the BLEU s
ore ve
tors �INTO�and �FROM� of the twenty-two European languages.Language Correlation between BLEU s
ore ve
tors �INTO�bg pl (96.6%), mt (95.0%), ro (94.6%), el (92.6), sl (90.5%), 
s (90.2%)
s pl (94.1%), sl (93.3%), sk (91.5%), bg (90.2%)da sv (95.7%), de (93.7%), nl (91.7%)de nl (96.9%), da (93.7%), sv (90.3%)el it (98.2%), es (97.8%), ro (97.7%), pt (97.3%), fr (96.6%), nl (91.7%)en mt (97.4%)es pt (99.8%), it (99.5%), fr (99.1%), el (97.8%), ro (95.7%)et � (90.1%)� et (90.1%)fr it (99.3%), pt (99.2%), es (99.1%), el (96.6%), ro (94.9%)hu � (75,3%), et (71,6%)it es (99.5%), pt (99.5%), fr (99.3%), el (98.2%), ro (95.9%)lt lv (88,6%)lv lt (88,6%)mt en (97.4%), bg (95.0%), pl (93.5%)nl de (96.9%), da (91.7%), el (91.7%), sv (89%)pl sl (97.1%), bg (96.6%), sk (96.2%), 
s (94.1%), mt (93.5%)pt es (99.8%), it (99.5%), fr (99.2%), el (97.3%), ro (95.8%)ro el (97.7%), it (95.9%), pt (95.8%), es (95.7%), fr (94.9%), bg (94.6%)sk sl (98.8%), pl (96.2%), 
s (91.5%)sl sk (98.8%), pl (97.1%), 
s (93.3%), bg (90.2%)sv de (95.7%), da (90.3%), nl (89%)Table 5.2: Best 
orrelations given by the BLEU s
ore ve
tors �INTO� by language.The 
orrelation as target language, given by the BLEU s
ores ve
tors �INTO� arebetter indi
ators of the language behaviour in a translation system than the ve
tors�FROM�. From this table (Table B.3) we have extra
ted the 
orrelation values greaterthan 90% and thus, we present in the Table 5.2, for ea
h language, the strongly 
or-related languages via the BLEU s
ore ve
tors �INTO�. A more suggestive graphi
alrepresentation is given by the �gure 5.5, where we found that languages in the samefamily are 
orrelated to one another. An interesting �nding is the strong 
orrelation



122 CHAPTER 5. TRANSLATION MODELS BASED ON ACQUISCOMMUNAUTAIREbetween Romanian and Bulgarian. Remark also the strong 
orrelation between Malteseand English (for whi
h language pair we obtained the highest BLEU s
ore). The Greeklanguage seems to make a link between Roman
e, Germani
 and Slavi
 languages. Hun-garian has no strong 
orrelation with any of the European languages, but the highests
ores are with Finnish (75.6%) and Estonian (71.6%). We remark also that Lithuanianand Latvian languages are 
orrelated at 88%, followed by Hungarian with a quite low
orrelation (58,8% Hungarian - Lithuanian and 46,8% Hungarian - Latvian).

Figure 5.5: Correlations between languages (more than 90%) given by the BLEU s
oreve
tors �INTO�Note that the language relatedness is not the only explanation for translation dif-�
ulty (or easiness).Translation dire
tion Some languages are easier to translate into or easier to trans-late from. Table 5.3 presents the average s
ores obtained translating from one languageinto all the others and into one language from all the others. We 
al
ulate the di�eren
e(DIFF) between �INTO� and �FROM� s
ores that gives an idea of the di�eren
e of dif-�
ulty when we 
hange the translation dire
tion. The last value in the table representsthe average between the �FROM� and �INTO� s
ores, that represents a global indi
atorof the language performan
e regarding our translation models. Nevertheless, the s
oresare dependent on the language set on whi
h they are 
al
ulated (be
ause ea
h �FROM�and �INTO� s
ore is relative to the other languages of the set).



5.3. TRANSLATION MODELS BASED ON ACQUIS SUBCORPORA 123LG FROM INTO DIFF AVERbg 32.24 32.13 0.11 32.19
s 31.66 30.86 0.80 31.26da 30.72 32.99 -2.27 31.86de 28.73 27.35 1.38 28.04el 32.33 31.08 1.25 31.70en 36.51 42.71 -6.20 39.61es 33.23 38.62 -5.39 35.92et 24.48 19.50 4.98 21.99� 23.68 20.66 3.02 22.17fr 35.57 41.36 -5.79 38.47hu 23.30 23.24 0.06 23.27it 33.91 35.03 -1.12 34.47lt 25.91 22.45 3.46 24.18lv 27.79 26.51 1.28 27.15mt 31.40 31.74 -0.34 31.57nl 31.29 33.63 -2.34 32.46pl 30.40 28.96 1.44 29.68pt 34.15 36.47 -2.32 35.31ro 33.08 31.42 1.66 32.25sk 30.63 26.93 3.70 28.78sl 30.51 28.36 2.15 29.44sv 30.22 29.73 0.49 29.98Table 5.3: Average translation s
ores for systems when translating FROM and INTOa languageIntuitively, translating from an information-ri
h to an information-poor languageis easier than the other way around. Note that translating into and from English isamong the easiest. Fren
h and other Roman
e languages also have quite high s
ores.English has the best global s
ore (average �FROM� - �INTO�).Linguisti
 fa
tors - morphology Some languages are �better� modelled by thestatisti
al translation model than others. The translation model does not take intoa

ount di�erent language spe
i�
 phenomenon. Therefore, the translation systemsperform with more di�
ulty on a language with ri
her morphology. This is re�e
tedin the results, as we are using no morphologi
al pro
essing. We observe that the SMTmodels tend to perform mu
h better when translating to morphologi
ally simpler lan-guages.The poor performan
e of systems involving Finnish and Estonian 
an be attributedto its agglutinative morphology. This in
reases the size of the vo
abulary and leads tothe problem of sparse data when 
olle
ting statisti
s for word and phrase translation.



124 CHAPTER 5. TRANSLATION MODELS BASED ON ACQUISCOMMUNAUTAIREWe found a high negative 
orrelation between the number of di�erent tokens of thetraining data and the overall performan
e of a translation system (
orrelation value:-0.95).We suggest that �ne-tuning of parameters and dedi
ation pro
essing for ea
h lan-guage 
ould improve results.Noisy training data or s
ar
e training data Not all training data 
an be expe
tedto be of high quality. The question is whether a ma
hine translation degrades whentrained on noisy data. Wang [2002℄ addressed this question by arti�
ially adding noise toa 
lean training 
orpora: a 
ertain per
entage of senten
e alignments were distorted tosimulate misaligned training data. His results suggest that the quality of the translationsystem only starts to signi�
antly degrade, if half of the training data is distorted thisway: in his experiments distortion of up to 25% of training data redu
es performan
e,as measured by the BLEU s
ore, only by about 10%.The performan
e of systems trained on A
quis22 is perfe
tly 
oherent with thes
ores obtained on the redu
ed, 
lean 
orpus �Translation-Units-22 �. However, it is notthe 
ase of A
quis22-sample10k, whi
h has been randomly generated from A
quis22.The results for some languages (Greek, Bulgarian) are less good 
ompared to thoseobtained on the other two 
orpora. This suggests that either the �noisy� alignmentper
entage is quite high with respe
t to the 
orpus size, or that is not enough trainingdata.5.3.5 Con
lusionsWe used the A
quis sub-
orpora, parallel in 22 languages to 
reate 462 translationsystems for all possible language pairs. The resulting systems and their performan
esreveal the di�erent 
hallenges for the statisti
al ma
hine translation.We analyse the 
orrelation between the BLEU s
ore ve
tors �INTO� that revealshow easy or di�
ult the translation between 
ertain language pairs will be.We note the importan
e of the language relatedness in a translation system: thelanguage whi
h are related are easier to translate into one another. On the other hand,the SMT models tend to perform mu
h better when translating to morphologi
allysimpler languages. We found a high 
orrelation between the number of di�erent tokensof the training data (vo
abulary size) and the overall performan
e of a translationsystem (when translating into English).Sin
e the resear
h 
ommunity is primarily o

upied with translation into English,interesting problems asso
iated with translation into morphologi
ally ri
h languageshave been negle
ted. We suggest that �ne-tuning of parameters and dedi
ation pro-
essing for ea
h language 
ould improve results.



Chapter 6Alignment and translation modelsusing a pivot language
6.1 Introdu
tionIn this 
hapter, we will expose �rst the reasons for our approa
h, then we will brie�ypresent all the methods that we explored in this thesis.Ea
h pivot system proposed will be detailed in the following se
tions, we presentthe formal model and how ea
h element of the model in a generative framework wasbuilt. There are three �main� models and ea
h of them present some variants that willbe des
ribed in this 
hapter and then evaluated in our experiments.The system 
ombination (pivot(s) and dire
t) will be explained in the se
tion 6.5.The se
tion 6.7 will brie�y expose the fa
tors that we 
onsidered to a�e
t theperforman
e of a pivot system. The last se
tion will 
on
lude the 
hapter.6.2 MotivationWe argue that the redundan
y introdu
ed by a large suite of languages 
an 
orre
t errorsin the word alignments and also provide greater generalisation, sin
e the translationdistribution is estimated from a ri
her set of data-points. In general we expe
t that awider range of possible translations are found for any sour
e phrase, simply due to theextra layer of indire
tion.Thus, the motivation for the pivot approa
h is two-fold. First, we believe that paral-lel 
orpora available in several languages provide better training material for alignmentsystems relative to bilingual 
orpora. Word alignment systems trained on di�erentlanguage pairs make errors whi
h are somewhat orthogonal. In su
h 
ases, in
orre
talignment links between a senten
e-pair 
an be 
orre
ted when a translation in a thirdlanguage is available. Thus it 
an help to resolve errors in word alignment. We 
ombineword alignments and translation models using several bridge languages with the aim to
orre
t some of these errors.
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126CHAPTER 6. ALIGNMENT AND TRANSLATION MODELS USING A PIVOTLANGUAGEThe se
ond advantage to this approa
h 
on
erns the problem of data 
overage.Current phrase-based statisti
al ma
hine translation (SMT) systems perform poorlywhen using small training sets. When there are only small bilingual 
orpora betweenlow-density language-pairs (like Romanian and Finnish), the triangulation allows theuse of a mu
h wider range of parallel 
orpora for training. Therefore, pivot alignment
ould be expe
ted to make a positive and safe 
ontribution in a word alignment system,i.e. in
reasing re
all without lowering pre
ision.[Kay, 2000℄ suggests that mu
h of the ambiguity of a text that makes it hard totranslate into another language may be resolved if a translation into some third lan-guage is available and proposes using multiple sour
e do
uments as a way to informsubsequent ma
hine translations. He 
alls the use of existing translations to resolveunderspe
i�
ation in a sour
e text �triangulation in translation�, but does not o�er amethod to go about performing this triangulation. The 
hallenge is to �nd generalte
hniques that will exploit the information in multiple sour
e to improve the qualityof alignment and ma
hine translation.6.3 Building pivot translation systemsWe will explore here di�erent heuristi
s for 
ombining translation models using a pivotlanguage.We 
an perform triangulation at di�erent levels of the translation pro
ess: in train-ing (at alignment level or at the phrase-table level) and in de
oding. We 
onsideredthree pro
edures with their variants, one at ea
h of these levels.As using Moses, our lexi
al s
ores are estimated on a training 
orpus whi
h isautomati
ally aligned using GIZA++ in both dire
tions between sour
e and target andsymmetrised using the growing heuristi
. Our �rst heuristi
 proposes a pro
edurewhere this symmetrised alignment table between a language pair is 
ombined with thealignment tables between the sour
e and the pivot language and between the pivot andthe target language. Thus, we evaluate the enhan
ement produ
ed by an intermediatelanguage to alignment.The se
ond heuristi
 
ombines phrase tables. For a triad of languages we 
reate thephrase tables between the sour
e and the pivot language and between the pivot andthe target language. For ea
h phrase entry we identify their translations into the inter-mediate language and then into the target language and we generate the triangulatedphrase table.Ea
h model presents variations that will be des
ribed in the se
tion 6.4.The two methods require di�erent training 
onditions. While the �phrase-table�pivot method 
an be performed on training data with di�erent overlap at the pivot level,the �alignment� pivot method requires exa
t aligned senten
es for all the languages ina triad, whi
h is a resour
e quite di�
ult to �nd.



6.4. TRIANGULATION AT TRAINING TIME: PIVOT TRANSLATION MODELS127If triangulation is intuitively appealing, it may su�er from a few problems. Firstly,as with any SMT approa
h, the translation estimates are based on noisy automati
word alignments. This leads to many errors and omission in the phrase-table.� With a standard sour
e-target phrase-table these errors are only en
ounteredon
e. However, with triangulation they are en
ountered twi
e, and therefore theerrors will 
ompound. This leads to larger number of noisy estimates than insour
e-target phrase-table.� Se
ondly, the in
reased exposure to noise means that triangulation will omit agreater proportion of large or rare phrases than the standard method. An align-ment error in either sour
e-pivot or pivot-target bitexts 
an prevent the extra
tionof sour
e-target phrase pairs.These problems 
an be redu
ed by using the triangulated phrase-table in 
onjun
tionwith a standard phrase-table. We merge the phrase-tables by linear interpolation. Thisinterpolated model will be des
ribed in se
tion 6.5.The previously presented methods pro
ess the pivot information at the trainingtime, to build a translation model from sour
e to target, that is used like a �dire
t�translation model by the de
oder. We 
all this �triangulation at training time�.We also 
ompare these pivot methods with a third one, where the pivot informationis used dire
tly by the de
oder (at the de
oding time). In this 
ase, two translation sys-tems are built independently: between sour
e and pivot and between pivot and target.The de
oder has to utilise both systems at the de
oding time. The input senten
e, inthe sour
e language, is translated �rstly in the pivot language and then in the targetlanguage. This is 
alled �triangulation at de
oding time�, and it will be des
ribed inthe se
tion 6.6, with its variations. In our experiments we evaluated the performan
eof both �pivot-at-training� and �pivot-in-de
oding� methods. The 
omparison will bepresented in the next 
hapter.6.4 Triangulation at training time: pivot translationmodelsWe present two pivot models that integrate the pivot information during the trainingpro
ess. For the �rst, triangulation is performed at the alignment level, generating apivot alignment model. For the se
ond, triangulation is done at the phrase-table level.For ea
h of them we will present �rstly the formal model, then the pro
edureproposed to build the translation model.



128CHAPTER 6. ALIGNMENT AND TRANSLATION MODELS USING A PIVOTLANGUAGE6.4.1 Triangulation at alignment level6.4.1.1 Formal modelWe formalise our model in the word alignment framework.Let us re
all that a statisti
al translation model des
ribes the relationship between apair of senten
es in the sour
e and target languages (s = sI
1 , t = tJ1 ) using a translationprobability p(s | t). Alignment models introdu
e a hidden alignment variable a = aI

1to spe
ify a mapping between sour
e and target words; aj = i indi
ates that the j-thsour
e word is linked to the i-th target word.Alignment models assign a probability p(s, a | t) to the sour
e senten
e and align-ment 
onditioned on the target senten
e. Translation probability is related to thealignment model as: p(s | t) =
∑
a

pθ(s, a | t), where θ is a set of parameters. Given asenten
e-pair (s, t), the most likely (Viterbi) word alignment is found as:
â = arg max

a
p(s, a | t)We assume that we have triples of senten
es that are translations of one another inlanguages S (sour
e), T (target) and the pivot language Piv: s = sI

1 , t = tJ1 piv = pivK
1 .Our goal is to obtain the most likely word alignment for the senten
e-pair in ST: (s, t),using the alignment estimates for the senten
e pairs in SPiv: (s, piv) and PivT: (piv, t).The word alignments between the above senten
e-pairs are referred to as aST , aSP iv ,and aPivT respe
tively; the notation aST indi
ates that the alignment maps a positionin S to a position in T.We start by modelling the pivot senten
e, piv, and the alignment between pivotand target senten
es, aPivT , as hidden variables:

âST = arg max
aST

p(s, aST | t) = arg max
aST

∑

piv

p(s, aST , piv | t)

= arg max
aST

∑

piv

∑

aPivT

p(s, aST , piv, aPivT | t)Firstly, we marginalised the pivot variable piv, and then the alignment aPivT :
âST = arg max

aST

∑

piv,aPivT

p(s, aST , aPivT | piv, t) p(piv | t)

= arg max
aST

∑

piv,aPivT

p(s, aST | aPivT , piv, t) p(aPivT | piv, t) p(piv | t) (6.1)We now make some assumptions to simplify the above formula. First, there isexa
tly one translation piv in pivot language 
orresponding to the senten
e pair (s, t).



6.4. TRIANGULATION AT TRAINING TIME: PIVOT TRANSLATION MODELS129Next, we 
onsider the alignment sour
e-pivot, aSP iv, that will produ
e the alignmentsour
e-target, aST when 
omposed with the alignment pivot-target, aPivT : aSP ivaPivT =
aST . Formally, aSP iv is de�ned as:

{
aSP iv

i |aPivT
aF Piv

i
= aST

i , ∀i ∈ 1, . . . , I
} (6.2)The �rst distribution in 6.1 
an be expressed using this alignment aSP iv, as follows:

p(s, aST | aPivT , piv, t) = p(s, aSP iv | piv, t) = p(s, aSP iv | piv)knowing that alignments in aSP iv do not depend on t.Finally, we 
an express: p(aPivT | piv, t) p(piv | t) = p(aPivT , piv | t).Under these assumptions, we arrive at the �nal expression:
âST = arg max

aSPivaPivT =aST

∑

aPivT

p(s, aSP iv | piv) p(piv, aPivT | t)

âST = ̂aSP ivaPivT ≈ arg max
aSPiv

max
aPivT

p(s, aSP iv | piv) p(piv, aPivT | t) (6.3)Noti
e that in the last step we apply the maximum approximation, to redu
e the
omplexity of the sear
h pro
edure.The above expression states that in the pivot alignment model, the best align-ment should maximise the produ
t probability between sour
e-pivot and pivot-target.The maximisation should be applied at ea
h iteration step when estimating the bestalignment.For simpli�
ation, we will use only the 
ombination of the best alignments for ea
hmodel S-Piv and Piv-T. Thus the best alignment is 
al
ulated separately for ea
h ofthem. In this 
ase, formula 6.3 be
omes:
âST = ̂aSP ivaPivT ≈ âSP ivâPivT = arg max

aSPiv
p(s, aSP iv | piv) arg max

aPivT
p(piv, aPivT | t)(6.4)We will des
ribe in the next subse
tion how we build the pivot alignment modeland the pivot translation model based on equation 6.4.6.4.1.2 Building the pivot translation modelThe alignment between sour
e and target is built from the sour
e-pivot and pivot-targetalignments, as indi
ated by formula 6.2:

aST
i = aPivT

aF Piv
i

, ∀i ∈ 1, . . . , I (6.5)or
aST =

{
(s, t) | ∃piv : (s, piv) ∈ aSP iv ∧ (piv, t) ∈ aPivT

} (6.6)
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Figure 6.1: Building sour
e-target alignment using sour
e-pivot and pivot-target align-mentsAn example is shown in �gure 6.1The translation model is indu
ed from the pivot word alignment model built as in6.6. Thus, the translation model and the reordering model are generated in the sameway as the dire
t model, based on the word alignment.There are two variants for this method. The �rst one is 
ombining uni-dire
tionalalignments outputted by GIZA++, while the se
ond is 
ombining the alignments pro-du
ed after the symmetrisation heuristi
.Combining uni-dire
tional alignments In this 
ase, we are pro
essing dire
tlythe output of GIZA++ for ea
h dire
tion. Thus, we are 
ombining the uni-dire
tionalalignments to obtain sour
e-target alignment via pivot and target-sour
e alignment viapivot.The alignments sour
e-pivot and pivot-target present the following parti
ularity:they 
ontain only one-to-many word alignments in a dire
tion. This means that, when
onsidering a given dire
tion, a word in the initial language 
ould be translated into zero(NULL), one or more words in the se
ond language, but not the 
ontrary. The growingheuristi
s of Moses tool will 
ombine both dire
tions to symmetrise the alignment.See Figure 6.2 for an alignment 
ombination example. We have generated English-Romanian alignment using Fren
h as a pivot language. The example shows both dire
-tions.Combining symmetrised alignments In this 
ase, the triangulation takes pla
eafter the alignment symetrisation. We 
ombined the resulting alignments as des
ribedby equation 6.6.Although the two variants are very 
lose to ea
h other the pivot alignment produ
edis not the same. Intuitively, we suppose that the �rst will have a lower re
all, whi
h in
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Figure 6.2: Combining unidire
tional alignments English-Romanian via Fren
h andRomanian-English via Fren
hthe STM evalution (using BLEU s
ore) seems to be more important than the pre
ision.In the experiments we 
ompare the two variants of our pivot method.Con
erning the di�eren
e with the dire
t method, we present an example (extra
tedfrom Translation-Units-22 
orpus training) where the pivot alignment built with ourmethods makes an improvement 
ompared to the dire
t method. Figure 6.3 shows theresult of our pivot methods (they have the same result in this 
ase) and the alignmentobtained by dire
t training: using the dire
t method we obtain the wrong link �
om-munity - e
onomi
e� whi
h is repla
ed by the 
orre
t link �
ommunity - 
omunit µii �in the pivot alignment.

Figure 6.3: Example of two English-Romanian alignments: one obtained by triangula-tion using Fren
h as pivot language, and the other obtained by dire
t training



132CHAPTER 6. ALIGNMENT AND TRANSLATION MODELS USING A PIVOTLANGUAGE6.4.2 Triangulation at phrase-table levelThis se
tion introdu
es the method that performs the triangulation at the phrase-tablelevel, for the language pair S (sour
e) - T (target), using two bilingual 
orpora of S- Piv (Pivot) and of Piv - T. With these two additional bilingual 
orpora, we traintwo translation models for S-Piv and Piv-T, respe
tively. Based on these two models,we build a pivot translation model for S-T, with Piv as a pivot language. Firstly, wewill introdu
e the formal model, and then we will explain how ea
h element of thetranslation model is built.6.4.2.1 Formal modelA

ording to the translation model presented in 5.1.1, given a sour
e senten
e s, thebest target translation tbest 
an be obtained a

ording to:
tbest = arg max

t
p(t | s) = arg max

t
p(s | t)pLM(t)ωlength(t) (6.7)The translation model p(s | t) 
an be de
omposed into:

p(sI
1 | t

I

1) =

I∏

i=1

φ(si | ti) preord(si | ti) pw(si | ti, a)λ (6.8)where φ(si | ti) and preord(si | ti) denote phrase translation probability and reorder-ing probability (as de�ned by the lexi
alized reordering model), pw(si | ti, a)λ is thelexi
al weight, and λ is the strength of the lexi
al weight.The triangulation is formalised as a generative probabilisti
 pro
ess operating in-dependently on phrase pairs. We start with the 
onditional distribution over threelanguages, p(s, piv | t), where the arguments denote phrases in the sour
e, pivot andtarget language, respe
tively. From this distribution, we 
an �nd the desired 
ondi-tional probability over the sour
e-target pair by marginalising out the pivot phrases, asfollows:
p(s | t) = Σ

piv
p(s, piv | t) = Σ

piv
p(s | piv, t) p(piv | t)) ≈ Σ

piv
p(s | piv) p(piv | t) (6.9)where the third formula imposes a simplifying 
onditional independen
e assump-tion: the pivot phrase fully represents the information (semanti
s, syntax, et
...) in thesour
e phrase, rendering the target phrase redundant in p(s | piv, t) (≈ p(s | piv)).Equation 6.9 requires that all phrases in the pivot-target bitext be also found inthe sour
e-pivot bitext, su
h that p(s | piv) is de�ned. This supposes that, at de
odingtime, the translated senten
e should share the same segmentation at the pivot level,from the modelling point of view.A potential problem that may appear is that the independen
e assumption 
ouldbe an over simpli�
ation and lead to a loss of information.



6.4. TRIANGULATION AT TRAINING TIME: PIVOT TRANSLATION MODELS1336.4.2.2 Building the pivot translation modelThe translation model in
ludes the translation table (phrase-table) and the lexi
alizedreordering table. We will explain how we build them in the following paragraphs.The translation table The phrase table is 
omposed of all the phrase pairs withthe alignments information and the translation s
ores, in the following format:
s ||| t ||| ast ||| ats ||| φ

(
s | t

)
pw

(
s | t, ast

)
φ

(
t | s

)
pw

(
t | s, ast

)
exp(1)See Table 6.1 for exempli
ation.Ea
h phrase pair (

s, t
) (�rst and se
ond �eld) is followed by the alignment informa-tion in both dire
tions. In the third �eld ea
h word of the sour
e phrase is asso
iatedwith the words of the target phrase, or with nothing. Vi
e versa, in the fourth �eld. Astwo word alignments 
ome from one word alignment, the two �elds represent the sameinformation. However, they are independent in prin
iple.The translation s
ores are the phrase table probabilities (φ (

s | t
) and φ

(
t | s

)),the lexi
al weights (pw

(
s | t, ast

) and pw

(
t | s, ast

)) and the phrase penalty (always
exp(1) = 2.718).Phrase pairs sele
tion We sele
t all the phrase pairs (

s, t
) for whi
h{(

s, t
)
| ∃piv : ∃

(
s, piv

)
∧ ∃

(
piv, t

)}In other words all the sour
e target pairs that have a 
ommon pivot phrase in thetables sour
e-pivot and pivot-target, respe
tively.Phrase translation probabilities Using the S-Piv and Piv-T bilingual 
orpora,we train two phrase translation probabilities φ
(
s | piv

) and φ
(
piv | t

), where piv is thephrase in the pivot language Piv. Given the phrase translation probabilities φ
(
s | piv

)and φ
(
piv | t

), we obtain the phrase translation probability φ
(
s | t

) a

ording to themodel:
φ

(
s | t

)
=

∑
piv

φ
(
s | piv

)
φ

(
piv | t

)Table 6.1 shows an example extra
ted from the model trained on �Translation-Units-22 � 
orpus. We show three phrase pairs from the English-Romanian pivot modeland the 
orresponding phrase pairs from English-Fren
h and Fren
h-Romanian modelsthat were used for their generation.Alignments The alignment information of the phrase pair (
s, t

) 
an be indu
edfrom the two phrase pairs (
s, piv

) and (
piv, t

) (see Figure 6.1).Let aSP iv and aPivT represent the word alignment information inside the pairs(
s, piv

) and (
piv, t

) respe
tively, then the alignment information aST inside (
s, t

) 
anbe obtained by 
omposing the two alignments aSP iv and aPivT , as follows:
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oun
il has adopted 
ommon rules ||| le 
onseil aadopté des règles 
ommunes ||| (0) (1) (2) (3) (6) (5)||| (0) (1) (2) (3) () (5) (4) ||| 0.5 0.0967378 0.51.74492e-05 2.718the 
oun
il has adopted 
ommon rules ||| le 
onseil aadopté un régime 
ommun ||| (0) (1) (2) (3) (6) (5) |||(0) (1) (2) (3) () (5) (4) ||| 1 0.00382326 0.57.14953e-08 2.718the 
oun
il adopted 
ommon rules ||| le 
onseil aadopté des règles 
ommunes ||| (0) (1) (3) (6) (5) |||(0) (1) () (2) () (4) (3) ||| 0.5 0.298942 1 1.09667e-072.718

Phrase-table FR-ROle 
onseil a adopté des règles 
ommunes ||| 
onsiliul aadoptat norme 
omune ||| (0) (0) (1) (2) (3) (3) (4)||| (0,1) (2) (3) (4,5) (6) ||| 1 0.00010888 10.00519777 2.718le 
onseil a adopté des règles ||| 
onsiliul a adoptatnorme ||| (0) (0) (1) (2) (3) (3) ||| (0,1) (2) (3) (4,5)||| 0.5 0.000333444 1 0.00606406 2.718
Pivot phrase-table EN-RO (pivot FR)the 
oun
il has adopted 
ommon rules ||| 
onsiliul a adoptat norme 
omune ||| (0) (0) (1) (2) (4) (3) ||| (0,1) (2)(3) (5) (4) ||| 0.5 0.0003801452 0.5 0.0001271746 2.718the 
oun
il has adopted 
ommon rules ||| 
onsiliul a adoptat un regim 
omun ||| (0) (0) (1) (2) (5) (4) ||| (0,1) (2)(3) () (5) (4) ||| 1 1.8546e-05 0.5 2.750028e-09 2.718the 
oun
il adopted 
ommon rules ||| 
onsiliul a adoptat norme 
omune ||| (0) (0) (2) (4) (3) ||| (0,1) () (2) (4)(3) ||| 0.5 0.01557414 1 1.487071e-05 2.718Table 6.1: Building pivot phrase table between English and Romanian using Fren
h aspivot language - example extra
ted from the translation model trained on �Translation-Units-22 � 
orpus

aST =
{
(s, t) | ∃piv : (s, piv) ∈ aSP iv ∧ (piv, t) ∈ aPivT

} (6.10)Cal
ulating lexi
al weights Given a phrase pair (
s, t

) and a word alignment
a between the sour
e word positions i = 1, . . . , n and the target word positions
j = 1, . . . , m , the lexi
al weight 
an be estimated a

ording to the following method(presented in se
tion 5.1.1):

pw

(
s|t, a

)
=

n∏

i=1

1

|{j|(i,j)∈a}|

∑

∀(i,j)∈a

w (si|tj)where the lexi
al translation probability 
an be estimated as follows:
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w(s|t) =

count(s, t)∑
s ′ count(s′, t)Thus, in order to estimate the lexi
al weight, we need �rstly the alignment infor-mation a between the two phrases s and t, and then to estimate the lexi
al translationprobability a

ording to the alignment information. The alignments between sour
eand target are generated as above.Con
erning the 
al
ulation of the lexi
al translation probability we propose twomethods. The �rst will estimate the lexi
al translation probability using the 
orre-sponding s
ores from sour
e-pivot and pivot-target models.Thus, we 
an estimate the lexi
al translation probability with:

w (s | t) =
∑
piv

w (s | piv) w (piv | t)where w (s | piv) and w (piv | t)are two lexi
al probabilities for the models sour
e-pivot and pivot-target.The se
ond method we used (proposed by [Wu and Wang, 2007℄) will 
al
ulatethe probability dire
tly from the indu
ed phrase pairs. We estimate the 
o-o

urringfrequen
y of the word pair (s, t) a

ording to the following model.
count (s, t) =

K∑
k=1

φk

(
s | t

) n∑
i=1

δ (s, si) δ
(
t, taST

i

)where K denotes the number of the indu
ed phrase pairs, and φk

(
s | t

) is the phrasetranslation probability for the phrase k. δ (x, y) = 1 if x = y, otherwise δ (x, y) = 0.The two methods for the 
al
ulation the lexi
al weight de�ned two variants of ourpivot model.The �rst method is based on the lexi
al translation �les generated by the sour
e-pivot and pivot-target model.The lexi
al translation �le 
ontains the translation probabilities between simplewords, out of their semanti
 
ontext. Thus, the ambiguous words in the pivot language
ould generate an unreliable asso
iation between a sour
e and target word. For example,if we use Romanian as pivot between English and Fren
h, the word �mare� that has twomeanings (sea or big) 
ould produ
e high translation s
ores between �sea� and �grand �or �big� and �mer �.The se
ond method was introdu
ed in order to redu
e the e�e
ts of this problem.The aim is to improve the translation probability estimation, as it generates the lex-i
al translation tables based on the pivot phrase-table, i.e. on the phrase 
ontextualinformation.It also alleviates the 
omputational burden of generating the lexi
al word translationtables whi
h have a more redu
ed size when generated from phrase table alignments(using the 
ontextual information).
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alized reordering models At �rst sight, it seems rather di�
ult to 
omputethe lexi
alized reordering model by 
ombining the reordering models of the two trainingsteps sour
e-pivot and pivot-target.The reordering tables do not 
ontain the ne
essary data to 
al
ulate the distribu-tion for ea
h reordering type (mono, swap, dis
ontinuous). Therefore, we are usingintermediate tables generated during the training: the tables that 
ontain all the ex-tra
ted phrases with the orientation type asso
iated (extra
t-orientation tables). Theypresent for ea
h phrase pair sour
e-target the orientation type of the 
urrent phrasewith respe
t to the previous phrase, and the orientation of the next phrase with respe
tto the 
urrent phrase.As we are using a �msd-bidire
tional-fe� model, the orientation information ex-tra
ted from the alignments has the following format:
source − phrase ||| target − phrase ||| orientationcurrent orientationnextwhere orientation 
an be mono, swap or other (dis
ontinous).We generated a similar table for the pivot model based on the information providedby the sour
e-pivot (orientationSP iv) and pivot-target (orientationPivT ) tables. Firstly,we sele
t all the sour
e-target pairs that �share� the same pivot phrase and then we
ombine the ordering information of the tables as follows:
orientationST

current =





orientationSP iv
current if orientationPivT

current =′ mono′

orientationSP iv
next if orientationPivT

current =′ swap′

′indet′ otherwise

orientationST
next =





orientationSP iv
current if orientationPivT

next =′ mono′

orientationSP iv
next if orientationPivT

next =′ swap′

′indet′ otherwiseIt may be that the orientation information available in the sour
e-pivot and pivot-target tables is not su�
ient to establish the orientation type of the sour
e-target phrasepair. In this 
ase, we 
onsider the type as indeterminate and use the value 'indet' forthe orientation. This presents a uniform distribution between the three types (mono,swap or other ). (It means that this is 
ounted as 1/3 for ea
h orientation type).Based on this table (pivot extra
t-orientation table) we 
al
ulate the s
ores for ea
hphrase pair using the following formula (des
ribed in se
tion 5.1.1.2)
po(orientation | s, t) =

count (orientation, t, s)∑
o

count (o, t, s)
(6.11)adapted to take into a

ount the indeterminate ('indet') type as follows:

po(orientation | s, t) =
count (orientation, t, s) + 1

3
count (′indet′, t, s)∑

o

count (o, t, s) + 1
3
count (′indet′, t, s)

(6.12)
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po(orientation | s, t) =

σ p (orientation) + count (orientation, t, s) + 1
3
count (′indet′, t, s)

σ +
∑
o

count(o, t, s) + 1
3
count (′indet′, t, s) (6.13)where

p(orientation) =

∑
s

∑
(

t

count (orientation, t, s) + +1
3
count (′indet′, t, s))

∑
o

∑
s

∑
t

count (o, t, s) +
∑
s

∑
t

1
3
count (′indet′, t, s)

(6.14)
6.5 Interpolated translation modelsThese pivot methods lead to many errors and omissions in this table, that 
an be ta
kledby using the triangulated phrase table in 
onjun
tion with a standard table.Moreover, we 
an use more than one pivot language to improve translation per-forman
e. Di�erent pivot languages may 
at
h di�erent linguisti
 phenomena, andimprove translation quality for the desired language pair S-T in di�erent ways.We suggest using the linear interpolation to 
ombine two or more phrase tables.6.5.1 Formal modelOn
e indu
ed, the triangulated phrase-table 
an be usefully 
ombined with the standardsour
e-target phrase-table. The simplest approa
h is to use linear interpolation to
ombine the two (or more) distributions, as follows:

p (s, t) = Σ
i
λipi (s, t)where ea
h joint distribution, pi, has a non-negative weight, λi, and the sum ofthe weights is one. The joint distribution for the triangulated tables is de�ned by thepreviously presented pivot methods.Weighting the 
ontribution of ea
h parallel 
orpora allows us to pla
e more emphasison larger parallel 
orpora, or on more �e�e
tive� pivot languages. We suggest that thestandard phrase table be allo
ated a higher weight than triangulated phrase tables asit will be less noisy.6.5.2 Merging the phrase-tablesIf we in
lude n pivot languages, n pivot models 
an be estimated using a triangulatedmethod at alignment or phrase-table level. The phrase translation probability and thelexi
al weight are estimated as shown in the following equation:
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φ

(
s | t

)
=

n∑
i=0

αiφi

(
s | t

)

pw

(
s | t, a

)
=

n∑
i=0

βipw,i

(
s | t, a

)where φ0

(
s | t

) and pw,0

(
s | t, a

) denote the phrase translation probability and lexi-
al weight trained with S-T bitexts; φi

(
s | t

) and pw,i

(
s | t, a

) are the phrase translationprobability and lexi
al weight estimated by using pivot languages; αi and βi are theinterpolation 
oe�
ients.The interpolation 
oe�
ient 
an be tuned using the development set. We will
onsider the same interpolation 
oe�
ients αi = βi (= λi) for the phrase translationprobability and the lexi
al weight.6.6 Triangulation at de
oding timeThis time, the pivot translation system uses two independently trained SMT systems:the S-Piv (sour
e to pivot) translation system and the Piv-T (pivot to target) translationsystem.6.6.1 Formal modelLet us re
all that we are looking for the best translation given by equation:
tbest = arg max

t
p (t | s)The 
orresponding statisti
al de
ision 
an be derived by modelling the pivot sen-ten
e as a hidden variable and by assuming the independen
e between the target, t andthe sour
e, s, given the pivot senten
e, piv:

tbest = arg max
t

p (t | s) = arg max
t

∑

piv

p (t, piv | s)

= arg max
t

∑

piv

p (piv | s) p (t | piv, s) = arg max
t

∑

piv

p (piv | s) p (t | piv)

≈ arg max
t

max
piv

p (piv | s) p (t | piv) (6.15)In the last step, we apply the max approximation, to redu
e the 
omplexity of thesear
h pro
edure.By assuming the standard phrase-based models for ea
h of the probability expres-sions on the right-hand side of equation 6.15, we extend the sear
h with two other hid-den variables: the translation models sour
e-pivot, TMSP iv , and pivot-target, TMPivT .
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tively, phrase segmentation and reordering for ea
h 
onsidered trans-lation dire
tion.
tbest ≈ arg max

t,TMPivT
max

piv,TMSPiv
p
(
piv, TMSP iv | s

)
p
(
t, TMPivT | piv

)We 
an redu
e the 
omputational burden of the equation above by limiting thepivot translations piv to a limited subset BestNTMSPiv , su
h as the n-best list produ
eby sour
e-to-pivot translation system:
tbest ≈ arg max

t,TMPivT
p
(
t, TMPivT | piv

)
max

piv∈BestN
TMSPiv ,TMSPiv

p
(
piv, TMSP iv | s

)6.6.2 Building the pivot translation modelOur method 
onsists of generating m-best target senten
es for the n-best pivot trans-lations generated by the sour
e-pivot system, and re-s
oring all the m × n hypothesesusing both sour
e-pivot and pivot-target s
ores. In this 
ase, the subset BestNTMSPiv =
{piv1, . . . , pivn}A drawba
k of this strategy is that translation speed is about O (n) times slowerthan those of the 
omponent SMT systems. This is be
ause we have to run n times forea
h sour
e senten
e. Consequently, we 
annot set n very high. Note that when n = 1,the above strategy produ
es the same translation with the simple sequential methodthat translates a sour
e senten
e into pivot language and then translates that senten
einto the target language.The high multilinguality of our resour
es suggests a �multilingual� version of thismethod. We propose using the simple sequential method for many pivot languages and
ombining the results. The simplest way to pro
eed is to operate at the senten
e leveland then pi
k only those senten
es from all the generated hypotheses that are the �best�a

ording to some s
ore.This method 
ould bring improvement to system performan
e, due to the highnumber of dire
t systems available (as des
ribed in se
tion 5.3): 20 possible pivotsystems for ea
h language pair.6.7 Fa
tors a�e
ting pivot translation modelsWe study the di�erent fa
tors that 
ould in�uen
e the performan
e of a pivot translationsystem.� Firstly, we 
onsider the fa
tor that 
onstitutes the basis of our pivot methods:the way the pivot information is integrated into the translation system.



140CHAPTER 6. ALIGNMENT AND TRANSLATION MODELS USING A PIVOTLANGUAGE� The nature of the languages in a triad is an important fa
tor that a�e
ts thetranslation. The degree of relatedness of the languages in a triad should play a rolein how well a pivot alignment will work: a high degree of similarity with the sour
eor target language should make the intermediate language more e�e
tive. On theother hand, the 
omplexity of the languages should a�e
t the performan
e. Weassume that the usage of a pivot language more 
omplex or stru
turally di�erentfrom the sour
e and / or pivot will not in
rease the performan
e. We suggestthat the translation from an information-poor language into an information-ri
hlanguage requires a di�erent pivot than in the opposite dire
tion.� We also analyse some training requirements, su
h as the size of the training data:on small data sets, performan
e should in
rease with triangulation. The overlap-ping of the training set at the pivot level will be taken into 
onsideration.The next 
hapter will present the analysis of these fa
tors via a set of experiments.6.8 Con
lusionWe presented di�erent pivot-based translation models, that 
an be distinguished by theway they integrate the pivot information.Thus, we des
ribed two main pivot-at-training methods: one that integrates thepivot information at the alignment level and the other that performs a phrase-table
ombination. They both present variants. The alignment pivot methods 
an 
om-bine the sour
e-pivot and pivot-target alignments before or after the symmetrisation ofthe alignments performed during the Moses training pro
ess. The pivot models thatintegrates the bridge language at phrase-table level distinguished two heuristi
s for
al
ulating the lexi
al s
ores.We proposed a simple pivot-at-de
oding method with a multi-pivot variant, basedon the dire
t translation systems built for all the European language pairs.The pivot-based models are evaluated in the next 
haper, in a set of experimentsdesigned to study the di�erent fa
tors that 
ould a�e
t their performan
es.



Chapter 7Pivot Methods ExperimentsThe main appli
ation for our approa
h is done in statisti
al ma
hine translation, thedomain in whi
h we performed a set of experiments. We will also des
ribe a prelim-inary experiment, in whi
h our methods were evaluated in the �eld of 
omputationallexi
ography.All the experiments 
arried out during our resear
h will be presented in this 
hapter.7.1 Preliminary experien
eWe evaluate the phrase-table based pivot methods in bilingual term extra
tion domainand more pre
isely in translation spotting. For this appli
ation, we have sele
ted do
u-ments in a spe
i�
 �eld (Health) using Eurovo
 des
riptors asso
iated to ea
h do
ument(see Health JRC-A
quis 
orpora des
ribed in 4.3.1). We trained translation models onthese data for di�erent language pairs and we built the pivot models. Given a list ofhealth-related terms, we 
he
k the translation produ
ed by our systems and we evaluatethe improvement brought by the triangulation.The reason for this experiment is the initial orientation of our resear
h. The mainappli
ation that was foreseen at the JRC for the JRC-A
quis 
orpora was in the �eldof 
omputational lexi
ography. The aim was to extra
t domain-related terms (nu
lear-related or health-related) and to generate a bilingual 
omputational di
tionary that
ould be used in 
ross-language appli
ations [Ignat et al., 2005, Versino et al., 2007℄.These experiments open interesting appli
ation dire
tions. The drawba
k is thedi�
ulty in evaluating the translated terms extra
ted.7.2 Experimental designThe next se
tions will present the evaluation of the pivot models in statisti
al ma
hinetranslation.Our experiments and evaluation were motivated by the following questions:
141



142 CHAPTER 7. PIVOT METHODS EXPERIMENTS1. What is the best way to integrate the pivot information in the translation system?What is the quality of the pivot systems 
ompared to the dire
t method?2. How does the 
hoi
e of the intermediate language, given a sour
e and a target,in�uen
e the translation ?3. How do di�erent training requirements a�e
t the performan
e of the pivot systems(size of the training data, the overlap of the training data at the pivot level)The fa
tors may depend on one other. It is possible that a spe
i�
 pivot methodperforms better on a type of triad than on an other, depending on the nature of thelanguages involved.7.2.1 Data setWe used the same training data as in the experiments des
ribed in 5.3. Our experimentsare based on the dire
t translation models built for 462 language pairs.7.2.1.1 Training dataThe parallel 
orpora used are the A
quis22 and Translation-Units-22 
orpus (des
ribedin 4.3.2 and 4.4.1).We remember that the 
orpus A
quis22 in
ludes around 8.4 million words, andan average of 360 000 senten
es for ea
h language. We perform experiments on sub-
orpora of di�erent sizes of A
quis22 : a randomly generated sample of 10 000 senten
es(A
quis22-sample10k), of 50 000 senten
es (A
quis22-sample50k), of 100 000 senten
es(A
quis22-sample100k).The 
orpus Translation-Units-22 in
ludes 8.7 million tokens with an average ofabout 400 000 tokens by language. It 
ontains around 20 000 senten
es by language,exa
tly aligned between all language pairs.It is to be remembered that the 
orpora has been pre-pro
essed for use with theMoses system in
luding �senten
e� (paragraph) splitting and tokenisation, as well aslower-
asing (to avoid training separate models on upper
ase and lower
ase words).We extra
ted only senten
es that have a length of less than 100 tokens (as this is alimit imposed by GIZA++ training).7.2.1.2 Development setDevelopment data were des
ribed in subse
tion 4.4.2. They 
onsist of 2600 senten
esin the same domain as the training data, but whi
h were not part of this data. Theyare separated in a tuning set and a test set.Tuning 
orpus The tuning set in
ludes 660 senten
es for ea
h language. For
omputational reasons we have not used the tuning in our experiments.
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orpus The test set 
ontains 2000 senten
es for ea
h language. For 
ompu-tational reasons (time pro
essing), we used only the �rst 1000 senten
es that in
ludes atotal number of 1.1 million tokens, with an average of about 50000 tokens per language.7.2.2 Des
ription of experimentsWe developed spe
i�
 experiments to study ea
h fa
tor mentioned above. Thus, we 
andistinguish the following sets of experiments grouped by the envisaged aim.7.2.2.1 Experiments for 
omparing pivot methodsWe studied the pivot methods des
ribed in the previous 
hapter: two main methods attraining time with their variants (that 
onstitutes �ve methods at training time). Theyare 
ompared with two methods at de
oding time. The methods at the training timeintegrate the pivot information either at the phrase table level, or at the alignmentlevel. For the �rst method (at phrase-table level) we 
ompare three variants whi
hdi�er in the way the lexi
al weights are 
al
ulated (see 6.4.2.2 - Cal
ulating the lexi
alweights). The two variants of the se
ond method (at alignment level) integrate thepivot information either before, or after the alignment symmetrisation (see 6.4.1.2).The pivot methods whi
h we have implemented and 
ompared are the following:1. Pivot0 method (at phrase-table level)It is a method at training time, that integrates the pivot data at the phrasetable level. The lexi
al s
ores are 
al
ulated based on the lexi
al s
ores pro-vided by the sour
e-pivot and the pivot-target phrase-tables (by multipli
ation).We have implemented this for 
omparison reasons, as it is similar with the[Cohn and Lapata, 2007℄'s method and for 
omputational reasons as it is the sim-plest and fastest (
omputationally) way to 
al
ulate the lexi
al s
ores.2. Pivot1 method (at phrase-table level)It is a method at training time for whi
h the pivot information is integrated byphrase table 
ombination. The lexi
al s
ores are 
al
ulated based on the lexi
alword translation table obtained via the translation tables between sour
e-pivotand pivot-target languages. Computationally, the method has important memoryrequirements.3. Pivot2 method (at phrase-table level)It is also a method at training time similar with the Pivot1 method. They di�erin the way the lexi
al s
ores are 
al
ulated. This method is based on the phrase
ontextual information provided by the phrase alignments, thus the lexi
al wordtranslation tables are generated based on the pivot phrase table.



144 CHAPTER 7. PIVOT METHODS EXPERIMENTS4. Pivot3 method (at alignment level)It is a method at training time whi
h integrates the pivot information at thealignment level. The symmetrised alignment tables between sour
e-pivot andpivot-target are 
ombined to generate the sour
e-pivot symmetrised table (see6.4.1.2 - Combining symmetrised alignments).5. Pivot4 method (at alignment level)This is also a method at alignment level for whi
h the pivot information is inte-grated before the symmetrisation of the alignment tables. Thus, we 
ombine theGIZA++ one-to-many alignments in both dire
tions (see 6.4.1.2 - Combining uni-dire
tional alignments). Then, the tables are symmetrised via the grow-diag-�nalheuristi
s provided by Moses.6. PaD method (pivot-at-de
oding)This is the dire
t sequential way to 
ombine two translation systems whi
h trans-late the sour
e senten
e into the pivot language and then the pivot senten
e intothe target language. This method has been implemented for 
omparison reasons,as the baseline pivot-at-de
oding method.7. mPaD method (multi-pivot-at-de
oding)This is the multilingual version of the pivot-at-de
oding method, des
ribed in6.6.2, where we 
hoose the best senten
es obtained via the sequential pivot-at-de
oding language a
ross multiple pivot languages.The tools developed for ea
h method are des
ribed in the subse
tion 7.2.3.The pivot-at-alignment methods require a 
ertain type of training data: senten
e-aligned texts a
ross the three languages (sour
e, pivot and target). This type of data isprovided by the Translation-Units-22 
orpus, therefore for this experiment the modelswere trained on the Translation-Units-22 data set.7.2.2.2 Comparing interpolated, pivot and dire
t modelsThese experiments study the performan
e of the interpolated translation models, 
om-paring them with the dire
t and pivot models related. The interpolated models 
on
ernonly the pivot-at-training methods (Pivot0, Pivot1, Pivot2, Pivot3, Pivot4 ) and havebeen des
ribed in the previous 
hapter, se
tion 6.5. We generated the interpolated mod-els of the pivot systems obtained in the previous experiments and we 
ompare themwith the dire
t and the pivot methods via the BLEU s
ores. We present two types ofinterpolated models:1. interpolated model, in whi
h we 
ombine a pivot with a dire
t model. For ea
hlanguage pair we 
hoose di�erent pivot languages.



7.2. EXPERIMENTAL DESIGN 1452. multi-pivot interpolated model, in whi
h we 
ombine the dire
t model withmore pivot models for a given sour
e-target pair.The simple interpolated model uses the interpolation 
oe�
ients equal to 1, meaningthat we give the same weight to the dire
t and the pivot model.The multi-pivot interpolated model uses di�erent sets of interpolation 
oe�
ients.As these experiments are based on the pivot systems presented in the previoussubse
tion, we used the same data set, Translation-Units-22 
orpus.7.2.2.3 Experiments for 
omparing di�erent pivot languages for asour
e-target language pairWe designed a set of experiments to analyse the performan
e of di�erent pivot languagesfor a given sour
e-target language pair. For a given sour
e-target pair we generate thepivot model using di�erent pivot languages. We 
hoose the pivot a

ording to theperforman
e (measured in BLEU s
ore) of the dire
t systems sour
e-pivot and pivot-target and / or to the relatedness between the pivot and the sour
e or pivot andthe target languages. The 
orrelation between languages via the BLEU s
ore ve
tors�INTO� (see table 5.2 in the se
tion 5.3.4) is also an important 
riteria in the 
hoi
e ofthe triad of our experiments.The experiments were designed around spe
i�
 languages (Fren
h, Romanian) orlanguage pairs (Fren
h - German, Finnish - Maltese).We studied the improvements brought by the pivot models in the translation sys-tems �from� and �into� Fren
h and between Romanian and a Slavi
 language (in bothdire
tions). We tried to �nd a better translation model between Maltese and Finnish,as it was one of the language pair with the lowest BLEU s
ore for the dire
t system.We evaluated English as pivot language for di�erent sour
e-target language pair(where sour
e and target are not English), be
ause this is the language that is the mostused in the real life appli
ations as a bridge language in translation.These models are trained on the Translation-Units-22 data set.7.2.2.4 Experiments for 
omparing di�erent training 
onditions (
orpussize and data overlapping)We designed a set of experiments with the fo
us on the size of the pivot training data.We used the A
quis22 
orpus from whi
h we have extra
ted variously sized portions(A
quis22-sample10k , A
quis22-sample50k, A
quis22-sample100k), as des
ribed in theprevious subse
tion. We trained pivot translation models using ea
h of the data setlisted before for the triad: sour
e - German, target - Fren
h and pivot - English.We used the Pivot0 method to generate the pivot models. We tested how e�e
tivethe pivot model was at improving the translation quality for translation models trainedfrom all these sets. Be
ause models trained from smaller amounts of training data
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e - Target Pivotsfrom and into German fr - de de - fr da, en, es, nl, pt, iten - de de - en nlFren
h - Roman
e languages ro - fr fr - ro en, fr, it, pt, (bg, el)pt - fr (fr - pt) en, fr it ptRomanian - Slavi
 Languages ro - 
s 
s - ro bg, en, frro - pl pl - ro bg, en, frro - sl sl - ro bg, en, frro - sk sk - ro bg, en, frFinnish, Estonian (English as pivot) mt - � � - mt enfr - � � - fr en, (et, es, pt)ro - � � - ro enmt - et et - mt enFrom English en -de - nlen - � - mten - fr - roTable 7.1: Designed experiments on di�erent sour
e, target and pivot languagesare prone to 
overage problems, the expe
tation was that the translation quality willimprove more for smaller training sets and that there was less potential to improvetranslation quality for larger training sets.7.2.3 ToolsOur experiments are based on Moses tool, but for ea
h pivot method we developedspe
i�
 modules that have been integrated in the Moses' pro
essing work�ow. Theoverview of Moses' pro
essing has been presented in the se
tion 5.2 �gure 5.2. Here,we will fo
us on the Moses training, as the pivot information has been integrated atthis level by most of our pivot methods (Pivot0 to Pivot4 ). The �gure 7.1 details thepro
essing steps of Moses training and shows all the intermediate outputs.Ea
h pivot method integrates the pivot language information in a di�erent way, ata di�erent point of the training.The �rst three methods (Pivot0 , Pivot1 and Pivot2 ) are based on the phrase-tablessour
e-pivot and pivot-target, from whi
h the sour
e-target phrase table is generated.The Pivot0 method generates the phrase-table dire
tly from the sour
e-pivot and pivot-target ones in the same time with the alignments, the phrase and lexi
al s
ores. ThePivot1 and Pivot2 methods use a di�erent approa
h to 
al
ulate the lexi
al s
ores.The �gures 7.2 and 7.3 detail the steps and the resour
es of the pivot phrase tablegeneration by Pivot1 and Pivot2 methods.The Pivot1 method uses the lexi
al word translation tables sour
e-pivot and pivot-
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Figure 7.1: Zoom on Moses training: the pro
esses and the resour
es involved
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Figure 7.2: Building the pivot phrase table in Pivot1 methodtarget to generate the sour
e-target word translation table. This is used together withthe alignment information 
ontained in the sour
e-target phrase-table to 
al
ulate thelexi
al s
ores. The Pivot2 method generates the lexi
al word translation tables basedon the alignment information 
al
ulated for the sour
e-target phrases. Then, this isused to 
al
ulate the lexi
al s
ores, as in the Pivot1 method.The reordering table is 
al
ulated in the same way for all the methods Pivot0 ,Pivot1 and Pivot2. We start with the intermediate outputs of the reordering 
al
ulationpro
ess: the tables sour
e-pivot and pivot-sour
e that 
ontain the list of extra
tedphrases with the orientation types (mono, swap, other). We determine the orientationtypes for the sour
e-target phrases using the pro
edure des
ribed in 6.4.2.2 (where anew orientation type �indeterminate� has been introdu
ed). Then, this generated tableis used to 
al
ulate the reordering probabilities for the sour
e-target phrases (afterequation 6.13). See �gure 7.4 for the main steps performed to generate the reorderingtable of the pivot model.
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Figure 7.3: Building the pivot phrase table in Pivot2 methodThe Pivot3 and Pivot4 methods integrate the pivot information into the Alignwords module. (see the overview of Moses training in the �gure 7.1). They are bothprodu
ing the symmetrised alignments sour
e-to-target, that are then used in the Mosestraining work�ow.For the Pivot3 method, the symmetrised alignments sour
e-to-pivot and pivot-to-target are 
ombined to generate the (symmetrised) sour
e-to-target alignments. ThePivot4 method uses GIZA++ outputs and it 
ombines on one hand sour
e-to-pivot withpivot-to-target GIZA++ outputs to obtain the sour
e-to-pivot uni-dire
tional alignment,and on the other hand, the target-to-pivot with the pivot-to-sour
e GIZA++ outputsto generate the target-to-sour
e alignments. These one-to-many alignments are thensymmetrized using the grow-diag-and-�nal heuristi
s of Moses.The pivot-at-de
oding methods (PaD and mPaD) dire
tly use the translation sys-tems sour
e-to-pivot and pivot-to-target. Thus, the PaD method is the sequential 
ou-pling of the two systems that translates �rstly the sour
e senten
e into pivot languagesenten
e, that is then translated into the target language (see �gure 7.5).
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Figure 7.4: Building the reordering table in pivot-based models (Pivot0, Pivot1 andPivot2 methods)

Figure 7.5: The pivot-at-de
oding method, PaD
The mPaD method uses a set of sequential pivot systems, as those generated bythe PaD method. Ea
h of these parallel systems outputs a translated senten
e with itsasso
iated s
ore. A filtering module 
hooses the translated senten
e with the highests
ore as an output for the global system mPaD. The �gure 7.6 gives an overview of thismulti-pivot pro
ess.
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ussionsIn this se
tion, we present and 
ompare the performan
e of our pivot-based translationsystems trained on Translation-Units-22 
orpus.The Appendix C shows a sample of outputs of pivot-based translation systems,translating into Fren
h and Romanian.Next, we present and dis
uss the results of the di�erent experiments performed.7.3.1 Comparing pivot methodsA

ording to our results, it is not possible to 
hoose an overall best method: theperforman
e of a spe
i�
 model seems to depend on the triad of languages involved.Table 7.2 gives an idea about the performan
e of the �pivot-at-training� methods andthe table 7.3 
ompares the �pivot-at-de
oding� models with Pivot2 method.First, we dis
uss the results for �pivot-at-training� models. Method Pivot0 hasgenerally the lowest s
ore, but the number of experiments where it was involved is tooredu
ed to provide an eviden
e on this 
laim.Amongst the �phrase-table methods� Pivot1 and Pivot2 we 
annot distinguish theone that performs better, but from the 
omputational point of view, Pivot2 methodis preferable, as it requires less resour
es (Pivot1 requires huge memory resour
es to
al
ulate the lexi
al s
ores).Amongst �pivot-at-alignment� methods, the Pivot4 method, where the pivot infor-mation is integrated after the symmetrisation seems to obtain higher s
ores than thePivot3 method. We assume that the last one performs the 
ombination of one-to-manyuni-dire
tional alignments that leads to a loss of information via the pivot language.Comparing with the dire
t translation model between sour
e and target, the perfor-man
e of the �pivot-at-training� models generally seems to de
rease, ex
ept for 
ertaintriads that get better results for the pivot models. This is the 
ase of the Maltese-to-Finnish and Finnish-to-Maltese systems for whi
h the English pivot language makessigni�
ative improvements in the BLEU s
ore 
omparing it with the dire
t method. TheRomanian-to-Polish system with Fren
h or English as bridge languages also brings im-provements in the BLEU s
ore, 
ompared to the dire
t model. The Romanian-to-Polishmodels with English as pivot are in the same situation.The pivot-at-de
oding methods perform better than the pivot-at-training methods,in the same 
ases when the pivot-method overs
ores the dire
t model. The multi-pivotmPaD method has not the best performan
e among the simple PaD models for spe
i�
pivot languages. We think this is due to the way of 
ombining and 
omparing thes
ores provided by the de
oders of these systems. A better way to 
al
ulate and �lterthe s
ores of sequential system 
oud improve the results of the multi-pivot model.



152 CHAPTER 7. PIVOT METHODS EXPERIMENTS7.3.2 Comparing dire
t, pivot and interpolated methodsWe remark above that usually the pivot model performs less well than the dire
t model,ex
ept for 
ertain language 
ombinations of sour
e, pivot and target. However, theinterpolated method overs
ores both of them (on identi
al training 
onditions). Table7.2 shows the BLEU s
ores of the interpolated models on di�erent language pairs.7.3.3 Comparing di�erent pivot languages for a sour
e-targetlanguage pairOur experiments have been designed around a language or a language pair sour
e-target.We will present here the results for ea
h experiment des
ribed in 7.2.2.3. (Someresults 
ould be displayed in more than one experiment)Translation into (and from) German In SMT approa
h, German is quite a dif-�
ult language to translate into. We evaluate the impa
t of a pivot language whentranslating from Fren
h into German (and the opposite dire
tion). We evaluate a setof pivot models based on some Roman
e and Germani
 languages, in
luding English.Using Pivot2 and PaD method, the best bridge language, in this 
ase is Dut
h (in bothdire
tions), followed by English (see table 7.4).Fren
h - Roman
e languages The dire
t translation models between pairs of Ro-man
e languages have high BLEU s
ores among all the 
ombinations of EU o�
iallanguages. The 
orrelation between these languages is also very 
lose to 1. We studythe impa
t of a pivot language from the same family, on su
h a system with a goodperforman
e. We 
hoose Fren
h-Romanian and Portuguese-Fren
h models, that aregenerated by pivoting to other Roman
e languages. The results are displayed in thetable 7.5.We distinguish Portuguese as the bridge with the highest BLEU s
ore for the modelFren
h-Romanian, in both dire
tions. The Portuguese-Fren
h model has good perfor-man
e when pivoting through Spanish or Italian.We also present the evaluation of the Fren
h-Romanian model when using Greekor Bulgarian pivots, as these languages are strongly 
orrelated with Romanian and theFren
h, given the BLUE s
ore ve
tors �INTO�.Romanian and the Slavi
 languages We studied the performan
e of the transla-tion systems Romanian-Cze
h, Romanian-Polish, Romanian-Slovakian and Romanian-Slovene, in both dire
tions. We have evaluated pivot models using the following pivotlanguages: Bulgarian (as the Slavi
 language most 
orrelated with Romanian), English,Fren
h (as a Roman
e language 
orrelated with Romanian).The results show that the �best� bridge language is English in three out of foursystems (see table 7.6).The ex
eption is the Romanian-Polish model, whi
h performs



7.4. CONCLUSIONS 153better pivoting via Fren
h language. The BLEU s
ores are higher than those of thedire
t model, when the translation dire
tion is Romanian to Polish.Finnish and Estonian pivoting through English Finnish and Estonian are thelanguages �di�
ult� to translate into. We try to improve the system involving theselanguages, by using the pivot model through English. We evaluate the translation fromand into Finnish, and the following languages - Fren
h, Romanian, and Maltese. We
onsider also the Maltese-Estonain model, whi
h has the lowest BLEU s
ore among the462 language pair 
ombinations. The pivot systems are generated using Pivot2 and/orpivot-at-de
oding methods.Table 7.7 presents their performan
e measured in BLEU s
ore. We note that thepivot systems overs
ore or have very 
lose s
ores 
ompared to the dire
t models. Thesystems involving Maltese (Estonian-Maltese and Finnish - Maltese) prove signi�
anteviden
e on this, whi
h we think is due to the strong 
orrelation between English (pivotlanguage) and Maltese (as sour
e or target).In some sense, pivoting through English results in a ni
e fa
torization of the trans-lation model: this probably has a positive impa
t in terms of less data sparseness inthe training data and results in better statisti
al models. The experiments on Finnishand Estonian pivoting through English, provides an eviden
e to this 
laim.7.4 Con
lusionsThe evaluation of our pivot-based models has been designed to investigate some maindire
tions. We tried to designate the best way to integrate the pivot information in thetranslation system and to study the quality of the pivot systems 
ompared to the dire
tmethod. On the other hand, we explore how the 
hoi
e of the intermediate language,given a sour
e and a target, in�uen
es the translation.Given the results of our evaluations, it is not possible to design the overall �best�pivot method, although some general dire
tion exists. Amongst �pivot-at-alignment�methods, the one whi
h integrates the pivot information after the symmetrisation seemsto obtain higher s
ores. We assume that the 
ombination of one-to-many uni-dire
tionalalignments may lead to a loss of information via the pivot language. However, theperforman
es of the methods evaluated are dependent on a spe
i�
 triad.Generally, the pivot model performs less well than the dire
t model, but the inter-polated method overs
ores both of them (on identi
al training 
onditions). However,for some language pairs the pivot method overs
ores the dire
t system, (i.e., Maltese-to-Finnish via English), where the 
omplexity of the translation system Maltese-to-Finnishis better modellised by separating it into two models, Maltese-to-English and English-to-Maltese. In some sense, pivoting through English results in a ni
e fa
torization ofthe translation model: that probably has a positive impa
t in terms of less data sparse-ness in the training data and results in better statisti
al models. The experiments onFinnish and Estonian pivoting through English, also provides an eviden
e to this 
laim.



154 CHAPTER 7. PIVOT METHODS EXPERIMENTSIn summary, our experimental results have shown that triangulation is not a mereapproximation of the sour
e-target phrase table or the dire
t model, but that extra
tsadditional useful translation information. We want to highlight the importan
e of thenature of the languages in a triad when using a pivot language.
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Figure 7.6: Overview of the mPaD method, a pivot-at-de
oding method with multiplepivot languages
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CHAPTER

7.PIVOT
METHODS

EXPERIME
NTS Languages Dire
t Pivot methods Interpolated methodsS-T Piv method Piv0 Piv1 Piv2 Piv3 Piv4 Piv5 Piv0 Piv1 Piv2 Piv3 Piv4fr - de en 32.7 31.08 31.41 31.56 32.28 32.49 30.46 33.14 33.49 33.10 32.42 33.39nl 31.24 31.65 31.55 32.3 32.15 30.61 32.14 32.45 32.27 32.73 32.81da 30.73 30.67 32.60 32.74mt - � en 17.13 17.66 18.24 17.7 17.63 17.75 19.54 19.02 19.27 19.03 18.61 18.49� - mt en 20.63 21.55 21.21 22.09 22.28 22.02 23.27 22.06 21.89 22.38 22.23 21.98ro - 
s bg 32.14 32.23 32.02 31.86 32 33.33 33.10 33.16 33.10en 31.11 32.81 32.33 32.62 33.35 33.23 32.74 32.85fr 32.46 32.39 32.72 33.51 33.25 32.82ro - pl bg 30.98 31 30.72 31.05 31.94 31.67 31.86en 31.73 31.43 31.01 31.32 32.26 32.16 31.61 31.72fr 31.54 31.23 31.51 31.57 31.20 31.70ro - sk bg 28.31 28.48 28.18 27.93 29.21 29.16 28.60en 29.17 29.2 28.71 29.14 29.81 29.93 29.39 29.21fr 28.69 28.11 28.28 29.15 28.67 28.88ro - sl bg 29.51 29.5 29.16 29.53 29.79 30.66 30.44 30.41 30.44en 30.78 31.21 29.35 30.16 31.02 30.61 30.34 30.60fr 29.56 29.43 29.83 30.43 30.08 30.22en - fr ro 50.89 48.41 49.34 49.74 51.01 51.09en - de nl 31.28 29.96 30.37 30.83 30.86 30.93 31.97 31.92 32.05 31.88 31.99en - � mt 21.64 20.2 21.11 22.60Table 7.2: Comparing pivot methods: BLEU s
ores for di�erent pivot-based models
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Languages Dire
t Pivot methodsSour
e-Target Pivot method Pivot2 PaD mPaDfr - de en 32.70 31.56 30.46 31.63nl 31.55 30.61es 31.53 30.4pt 31.21 30.8fr - ro en 42.69 40.9 37.98 38.7nl 41.2 38.85es 41.34 39.22pt 41.37 39.23fr - � en 20.96 20.69 20.84� - fr en 27.64 27.04 26.62 26.57ro - � en 19.55 19.04 20.06� - ro en 21.89 21.67 21.67 21.74mt - � en 17.13 17.70 19.54� - mt en 20.63 22.09 23.27pl - ro bg 31.32 30.33 29.90 31.14en 31.11 31.15fr 30.83 31.20Table 7.3: Comparing pivot methods: BLEU s
ores for Pivot2 and Pivot-at-De
oding(PaD) methods

Dire
t Pivot LanguageSour
e-Target Method Method en es nl pt itfr - de Pivot2 32.70 31.56 31.53 31.55 31.21PaD 30.46 30.40 30.61 30.80 30.71mPaD 31.63de - fr Pivot2 37.48 36.88 36.60 36.97 36.81Table 7.4: Comparing pivot languages: BLEU s
ores for Fren
h - German pivot-basedmodels
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Dire
t Pivot LanguageSour
e-Target Method Method en es it pt ro bg elro - fr Pivot2 52.17 50.86 50.69 50.81 51.03 -fr - ro Pivot2 42.69 40.90 41.20 41.34 41.37PaD 37.98 38.85 39.22 39.23 - 36.46 36.74mPaD 38.70pt - fr Pivot2 58.07 55.25 57.17 57.16 - 55.83fr - pt Pivot2 52.34 50.56 -Table 7.5: Comparing pivot languages: BLEU s
ores for Romanian-Fren
h andPortuguse-Fren
h pivot-based models

Dire
t Pivot LanguageSour
e-Target Method bg en frro - 
s 32.14 32.02 32.81 32.46
s - ro 30.82 30.23 30.95 30.56ro - pl 30.98 31.00 31.43 31.54pl - ro 31.32 30.33 31.11 30.83ro - sk 28.31 28.48 29.20 28.69sk - ro 30.72 30.27 31.16 30.15ro - sl 29.51 29.16 30.21 29.56sl - ro 30.53 29.61 31.00 30.07Table 7.6: Comparing pivot languages: BLEU s
ores for di�erent pivot-based models(Romanian-Cze
h, Romanian-Polish, Romanian-Slovakian, Romanian-Slovene)
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Dire
t Pivot LanguageSour
e-Target Method Method en et es ptfr - � Pivot2 20.96 20.69PaD 20.84� - fr Pivot2 27.64 27.04PaD 26.62 25.49 25.36 25.81mPaD 26.57ro - � Pivot2 19.55 19.04PaD 20.06� - ro Pivot2 21.89 21.67PaD 21.74mt - � Pivot2 17.13 17.70PaD 19.54� - mt Pivot2 20.63 22.09PaD 23.27mt - et PaD 16.17 18.41et - mt PaD 22.00 24.42Table 7.7: BLEU s
ores for di�erent pivot-based models (Finnish or Estonian pivotEnglish)
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Chapter 8Con
lusionsThis �nal 
hapter 
ontains our 
on
lusions, a summary of 
ontributions and prospe
tsfor future work.Parallel 
orpora available in several languages provide better training material foralignment systems relative to bilingual 
orpora. We 
ombine word alignments usingseveral bridge languages with the aim of 
orre
ting some alignment errors and improvingthe 
overage. We provide re
ipes to use a bridge language to 
onstru
t a word alignmentand a translation model and to 
ombine translation models. We show that parallel
orpora available in multiple languages 
an be exploited to improve the translationperforman
e of a phrase-based translation system.8.1 ContributionsCompilation of parallel 
orpora JRC-A
quis and its spe
i�
 sub-
orporaParallel 
orpora are useful for all types of 
ross-lingual resear
h. The value of a parallel
orpus grows with its size and the number of languages for whi
h translations exist.While parallel 
orpora for some languages exist in abundan
e, there are few or noparallel 
orpora for most other language pairs. To our knowledge, the JRC-A
quis isthe biggest parallel 
orpus in existen
e, if we take into 
onsideration both its size andthe large number of languages involved. The most outstanding advantage of the JRC-A
quis - apart from being freely available - is the number of rare language pairs (e.g.Maltese-Estonian, Slovene-Finnish, et
.).We presented the 
ompilation of the highly multilingual 
orpus JRC-A
quis whi
hwas a

omplished during my stay at the Joint Resear
h Centre of the European Com-mission.The sub
orpora presented in se
tion 4.3 and se
tion 4.4 (A
quis-22, Health-A
quis,Translation-Units-22, A
quis-TU-Devset) have been 
reated in the 
ontext of our thesis,in order to study and validate the pivot SMT approa
h. These sub
orpora will probablybe publi
ly available in the near future.
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164 CHAPTER 8. CONCLUSIONSTranslation models for 231 language pairs (in both dire
tions) We used theA
quis sub-
orpora parallel in 22 languages to 
reate 462 translation systems for allpossible language pairs. The resulting systems and their performan
es revealed thedi�erent 
hallenges for statisti
al ma
hine translation.We analysed the 
orrelation between the BLEU s
ore ve
tors �INTO� that revealshow easy or di�
ult the translation � between 
ertain language pairs will be.We note the importan
e of the language relatedness in a translation system: it iseasier to translate languages that are related to one another. On the other hand, theSMT models tend to perform mu
h better when translating to morphologi
ally simplerlanguages. We found a high 
orrelation between the number of di�erent tokens of thetraining data (vo
abulary size) and the overall performan
e of a translation system(when translating into English).Translation models by triangulation We presented di�erent pivot-based transla-tion models, that 
an be distinguished by the way they integrate the pivot information.Thus, we des
ribed two main pivot-at-training methods: one that integrates thepivot information at the alignment level and the other that performs a phrase-table
ombination. They both present variants. The alignment pivot methods 
an 
om-bine the sour
e-pivot and pivot-target alignments before or after the symmetrisationof the alignments performed during the Moses training pro
ess. The pivot modelsthat integrate the bridge language at phrase-table level distinguished two heuristi
s for
al
ulating the lexi
al s
ores.We proposed a simple pivot-at-de
oding method with a multi-pivot variant, basedon the dire
t translation systems built for all the European language pairs.The pivot-based models have been evaluated in a set of experiments designed tostudy the di�erent fa
tors that 
ould a�e
t their performan
es.Experiments using pivot languages The evaluation of our pivot-based models hasbeen designed to investigate some main dire
tions. We tried to designate the best wayto integrate the pivot information in the translation system and to study the qualityof the pivot systems 
ompared to the dire
t method. On the other hand, we explorehow the 
hoi
e of the intermediate language, given a sour
e and a target, in�uen
e thetranslation.Given the results of our evaluations, it is not possible to design the overall �best�pivot method, although some general dire
tion exists. Amongst �pivot-at-alignment�methods, the one whi
h integrates the pivot information after the symmetrisation seemsto obtain higher s
ores. We assume that the 
ombination of one-to-many uni-dire
tionalalignments may lead to a loss of information via the pivot language. However, theperforman
es of the methods evaluated are dependent on a spe
i�
 triad.Generally, the pivot model performs less well than the dire
t model, but the inter-polated method overs
ores both of them (on identi
al training 
onditions). However,



8.2. FURTHER DIRECTIONS 165for some language pairs the pivot method overs
ores the dire
t system, (i.e., Maltese-to-Finnish via English), where the 
omplexity of the translation system Maltese-to-Finnishis better modellised by separating it into two models, Maltese-to-English and English-to-Maltese. In some sense, pivoting through English results in a ni
e fa
torization ofthe translation model: that probably has a positive impa
t in terms of less data sparse-ness in the training data and results in better statisti
al models. The experiments onFinnish and Estonian pivoting through English, also provides an eviden
e to this 
laim.In summary, our experimental results have shown that triangulation is not a mereapproximation of the sour
e-target phrase table or the dire
t model, but that extra
tsadditional useful translation information. We want to highlight the importan
e of thenature of the languages in a triad when using a pivot language.8.2 Further dire
tionsIn our resear
h, the advantages of the pivot-based models and their limits were inves-tigated to de�ne future lines of resear
h.We have emphasized the importan
e of the nature of the language in a triad whenusing a pivot method, therefore more experiments should be performed on other �lowdensity� language pairs.Sin
e the resear
h 
ommunity is primarily o

upied with translation into English,interesting problems asso
iated with translation into morphologi
ally ri
h languageshave been negle
ted. We suggest �ne-tuning of parameters and dedi
ation pro
essingfor ea
h language 
ould improve results. That is a reason for using fa
tored models,that allow for the introdu
tion of linguisti
 pre-pro
essing (su
h as lemmatisation) in atranslation model.Using fa
tored translation models Instead of representing phrases only as se-quen
es of words, it should be possible to introdu
e a more sophisti
ated representationfor phrases. This is the idea of fa
tored translation models, that in
lude multiple levelsof information. The advantages of fa
tored representation are that models 
an employmore sophisti
ated linguisti
 information. As a result, they 
an draw generalisationsfrom the training data and 
an generate better translations. This has the potential tolead to improved 
overage, more grammati
al output and better use of existing trainingdata. The fa
tored translation models are supported and implemented by Moses.Tuning for quality A �ne-tuning of parameters using MERT should enhan
e theperforman
e of the baseline and pivot-based systems for 
ertain language pairs. Thetuning 
ould emphasize some 
ommon features between two languages to optimize thetranslation output, and thus 
ould 
hange the �preferen
es� for a pivot language, givena sour
e-target language pair.



166 CHAPTER 8. CONCLUSIONSMulti-pivot methods In terms of future work we 
onsider extensions to our frame-work that lead to more powerful 
ombination strategies using multiple bridge languages.We propose to study di�erent weighting methods to 
ombine or interpolate pivot-basedmodels.Appli
ation in terminology extra
tion A possible exploitation of the 
orporathat we have 
ompiled 
ould be to extra
t general and domain-spe
i�
 terminologylists and to align these terminology lists a
ross languages to produ
e multilingual termdi
tionaries. These resour
es 
ould be used to link similar texts a
ross languages and too�er 
ross-lingual glossing appli
ations, i.e. to identify known terms in foreign languagetexts and to display these terms to the users in their own language. The pivot-basedmethods 
ould be adapted, with the fo
us on pre
ision, to these kind of appli
ations.



Part VAppendixes

167





Appendix ASample outputs of dire
t translationsystemsThe Appendix A presents results related to the 
hapter 5, on Translation models basedon A
quis.In the �rst two tables, we present an example extra
ted from the A
quis TranslationUnits sub-
orpora, more pre
isely from the A
quis Development Set (Test Set), whi
hrepresents the same senten
e a
ross the twenty-two languages (tables A.1 and A.2).The next tables present a sample output of the di�erent translation systems trainedon Translation-Units-22 
orpus. The same referen
e senten
e is translated into Fren
h,English and Romanian by our systems.Thus, the tables A.3 and A.4 list the senten
e translated into Fren
h from all theother 21 languages.In the tables A.5 and A.6, we present the same senten
e when translating intoEnglish from all the other languages.See tables A.7 and A.8 for the Romanian translations.
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170 APPENDIX A. SAMPLE OUTPUTS OF DIRECT TRANSLATION SYSTEMS

Table A.1: One paragraph aligned a

ross the twenty-two languages (part 1)
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Table A.2: One paragraph aligned a

ross the twenty-two languages (part 2)



172 APPENDIX A. SAMPLE OUTPUTS OF DIRECT TRANSLATION SYSTEMS

Table A.3: Sample output of the translation systems �LG-fr� trained on Translation-Units-22 
orpus (part 1)
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Table A.4: Sample output of the translation systems �LG-fr� trained on Translation-Units-22 
orpus (part 2)



174 APPENDIX A. SAMPLE OUTPUTS OF DIRECT TRANSLATION SYSTEMS

Table A.5: Sample output of the translation systems �LG-en� trained on Translation-Units-22 
orpus (part 1)
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Table A.6: Sample output of the translation systems �LG-en� trained on Translation-Units-22 
orpus (part 2)



176 APPENDIX A. SAMPLE OUTPUTS OF DIRECT TRANSLATION SYSTEMS

Table A.7: Sample output of the translation systems �LG-ro� trained on Translation-Units-22 
orpus (part 1)
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Table A.8: Sample output of the translation systems �LG-ro� trained on Translation-Units-22 
orpus (part 2)





Appendix BEvaluation tables of dire
t translationsystems trained on A
quisThis appendix is related to 
hapter 5 and presents the evaluation of our transaltionmodels, trained on di�erent data sets.The table B.1 shows the performan
e of the systems trained on the A
quis-22 
orpus(around 360k senten
es per language), measured in BLEU s
ore %.The systems presented in B.2 have been trained on a sample of A
quis-22, sized of10 000 senten
es (A
quis-22-sample10k), randomly generated for ea
h language.Table B.3 and table B.4 present the 
orrelation values between the BLEU s
oreve
tors �INTO� and �FROM� of the twenty-two European languages. The systems havebeen trained on Translation-Units-22 
orpus and their performan
e in BLEU s
ore %is shown in 
hapter 5, table 5.1.
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180APPENDIX B. EVALUATION TABLES OF DIRECT TRANSLATION SYSTEMSTRAINED ON ACQUIS

Table B.1: BLEU s
ores for the translation systems trained on A
quis-22 
orpus
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Table B.2: BLEU s
ores for the translation models trained on A
quis-22-sample10k



182APPENDIX B. EVALUATION TABLES OF DIRECT TRANSLATION SYSTEMSTRAINED ON ACQUIS

Table B.3: Correlation between the BLEU s
ore ve
tors �INTO� of the 22 o�
ial EUlanguages



183

Table B.4: Correlation between the BLEU s
ore ve
tors �FROM� of the 22 o�
ial EUlanguages





Appendix CSample outputs of pivot-basedtranslation systemsThis appendix is related to 
hapter 7, whi
h des
ribes the pivot-based experiments. Itpresents some sample translations of our pivot-based models. We 
onsider the senten
elisted in Appendix A (tables A.1 and A.2), translated this time by di�erent pivot-basedsystems.The tables C.1 and C.2 present the Fren
h translations and the table C.3 shows theRomanian ones.
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186 APPENDIX C. SAMPLE OUTPUTS OF PIVOT-BASED TRANSLATIONSYSTEMS

Table C.1: Sample output of pivot-based translation systems, when translating intoFren
h, trained on Translation-Units-22 
orpus (part 1)
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Table C.2: Sample output of pivot-based translation systems, when translating intoFren
h, trained on Translation-Units-22 
orpus (part 2)



188 APPENDIX C. SAMPLE OUTPUTS OF PIVOT-BASED TRANSLATIONSYSTEMS

Table C.3: Sample output of pivot-based translation systems, when translating intoRomanian, trained on Translation-Units-22 
orpus
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