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Introduction

A large fraction of the world wide particle physics community elaborates its future
on an e+ e- collider called International Linear Collider (ILC), which is expected to start
providing beams for physics beyond 2020. The ILC offers experimental conditions which
allow for very high precision measurements, provided the experiments installed around
the beam interaction regions exhibit a sensitivity allowing to take advantage of these
favorable conditions.

Existing detection technologies, such as those used at the Large Hardon Collider
(LHC), are often inadequate for this purpose. The case is particularly striking for the
vertex detector, which requires developing a new generation of sensors, which would be
much more granular and thin than those in use, while allowing to cope with the intense
beam related background particles which swamp the inner layer of the detector.

Several pixel technologies are being developed since many years to comply with
the required specifications. CMOS pixel sensors (CPS)1 are well suited for this type of
application, where the running conditions are still not as demanding as those imposed
at hadron colliders such as the LHC. The fact that the running conditions are milder
allows privileging the specifications imposed by the physics goals, and fosters developing
a sensor design allowing for the fastest readout speed and highest radiation tolerance not
affecting the physics driven performances.

CPS are being developed at IPHC since more than a decade for this purpose, moti-
vated by the necessary readout speed and power consumption improvements, the radiation
tolerance being a lesser issue despite the ambition to run at room temperature.

The readout speed achieved up to now complies with the requirements expressed in
the Letter of Intent (Lol) of the International Large Detector (ILD) detector concept,
adapted to the first phase of the ILC project (characterized by a collision energy of up
to 500 GeV). It is not suited to the higher particle rate expected at the energies foreseen

LCMOS pixel sensors are also called CMOS Monolithic Active Pixel Sensors (MAPS).
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for the second phase of the collider running (up to about 1 TeV). A higher readout speed
than the one achieved today would also allow feeling more comfortable in case the beam

background turns out to be much higher than expected.

The goal for this second phase is to reach a readout time below 10 us while keeping
the spatial resolution below 3 ym . Speed and resolution are strongly correlated param-
eters: in the column parallel readout architecture on which present sensors are based, a
small pixel pitch, as required by the ambitioned resolution, translates into a large number
of pixels to be read out (serially) in each column, at the expense of the readout speed

and, possibly, of the power consumption.

3D integration technologies (3DIT) provide a way to mitigate this hampering corre-
lation between speed and resolution, since they allow to staple layers of readout circuitry
on top of the sensing layer, which results in a drastic increase of the functionalities located
in (the shadow of) each pixel. A multi-layer structure allows for a higher spatial resolu-
tion because more and more transistors may be integrated vertically in a relatively small
pixel. Moreover, bringing the components of the sensor closer to each other translates in a
faster readout, owing to the reduction in the average length of the inner-connecting wires.
Vertical integration also opens up the possibility of combining different technologies best
suited to each of the sensor main functionalities (signal sensing, analog and digital signal
processing and transmission). 3D-CPS are thus expected to overcome most of the limita-
tions of 2D-CPS, and are therefore suspected to offer new perspectives for the innermost

layer of the ILC vertex detector. This thesis was motivated by these perspectives.

Besides emerging 3D integration techniques, a double-sided ladder? concept based on
2D-CPS is another way to alleviate, though in a lesser extent, the conflict between speed
and resolution. This approach consists in equipping each side of the ladders composing
the detector with sensors optimized for different, but complementary, functionalities:
spatial resolution on one side and time resolution on the other. The two functionalities
are combined for traversing particles by correlating their impacts reconstructed on each
ladder side.

While the concept is based on the position resolution delivered by state-of-the-art
sensors (based on square pixels), the time resolution requires steps ahead. A part of this
thesis is devoted to the design of 2D-CPS with novel in-pixel amplifiers and pixel-level

discriminators for this purpose, relying on elongated pixels. Sensors made of both types

2Called PLUME ladder (Pixelated Ladder with Ultra-low Material Embedding).
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of pixels were fabricated in a multi-well CMOS technology, which allows for in-pixel
full CMOS capability without degradation of the detection efficiency. These 2D-CPS
with significant in-pixel processing capability are important forerunners of those fully

complying with the targeted requirements.

Micro-circuit designs developed within the thesis

Several micro-circuits were designed within the framework of the thesis, adapted
to the evolution of the sensors developed by the PICSEL group of IPHC. Some main
features of these sensors are summarized below. The development of CPS for charged
particle tracking was started at IPHC in the late nineties. In these devices, the sensor
volume and electronics share the same substrate, and in-pixel signal processing can be
performed. The charge is generated in the sensing layer and reaches the electrodes by
thermal diffusion in the CMOS technologies with a low-resistivity epitaxial layer. This
scheme allows for a high granularity with resolution down to ~ 1-2 ym at very low noise.
The question was raised on how the other driving parameters of the innermost layer of
the ILC vertex detector, i.e. the sensor readout speed and power consumption, can be
accommodated.

In order to obtain a high readout speed, the pixel columns of a pixel array are read
out in parallel by sweeping the array with a row-wise rolling shutter (e.g. MIMOSA-26
sensors). A singularity of CPS is that their integration time corresponds to the readout
time of the whole pixel array. Although MIMOSA-26 sensors have made a big progress
in terms of integration time reduction (it amounts to ~ 100 ps ), the column parallel
architecture becomes a bottleneck to improve the readout speed for a large-scale pixel
array. The global frame readout time is actually limited by the sizable number of rows
(typically several hundreds to about one thousand) and the row processing time (typi-
cally 200 ns). A pixelated double-sided ladder equipped with two types of 2D-CPS is a
first step against this bottleneck. This approach is also advantageous in terms of power
consumption.

The required spatial resolution can be achieved with square pixels of ~ 16 pm pitch.
A shortening of the readout time may be obtained with an elongated pixel pitch in
the column readout direction. By correlating the two hits on both faces of the ladder
generated by a traversing particle, the latter gets assigned a spatial resolution of ~ 3

pm together with a time resolution of below 10 us .
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To obtain the ambitioned single point resolution, a < 16 pm pitch pixel with a
novel in-pixel amplifier was designed. Theory, circuit simulation and measurement of
implemented structure indicate that this advantageous multi-stage in-pixel amplifier
can potentially provide a better signal-to-noise ratio (SNR) performance than a single-

stage amplifier, currently used in present 2D-CPS.

To reach the targeted time resolution, a 16 pum X 80 pm pitch pixel with a pixel-level
discriminator was developed. This digital pixel sensor architecture allows digitizing
the signal charge within each pixel. Moreover, the readout gets substantially accelerated,
as compared to the conventional methodology in which the signal is accumulated on a
large parasitic capacitor at each column end. In addition, a relatively large current is
required to drive the parasitic capacitor and to maintain a satisfactory signal-to-noise
ratio of the analog outputs used in the conventional designs, which translates into extra
power consumption. The in-pixel digital outputs make the new approach amenable to
development of low-power 2D-CPS, for it eliminates the analog readout bottlenecks. This
approach was addressed extensively in this thesis. Its fast readout speed, integration
capabilities and low power operation represent a substantial progress w.r.t. existing 2D-

CPS approaches.

The next important topic of the thesis concerns 3D-CPS. An important part of
the work was devoted to the achievement of low noise, fast, sensors as required for the
ILC vertex detector, while keeping the power consumption at an affordable level. Two
alternative readout approaches are being investigated: one, called delayed readout, where
the signals are stored in the sensors during the bunch train interval and read out during
the beam-less period (adapted to the beam time structure of the ILC), and another,
called continuous readout, where the sensors continuously transfer the measured signals
for readout. In this thesis, these two complementary readout strategies were explored in

parallel in order to evaluate and compare their potential and benefits.

The delayed readout approach is motivated by power savings. It consists in im-
plementing a circuitry which accumulates the hits from each pixel during the complete
collider train, and to read it out in between consecutive trains using a very low-frequency
clock. 3D-CPS with delayed readout: A 2-tier sensor featuring a 12 um pitch pixel
array, which incorporates in-pixel signal discrimination and time-stamping, was devel-
oped in the framework of the thesis. The pixel cell of the bottom (analog) layer includes

an n-well /p-substrate diode, a shaper and a threshold discriminator, whose output is
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vertically interconnected to the digital pixel on the top tier. Each digital pixel has the
capability for storing double hits and the 5-bit time stamps of the relevant first hit.

Another 3D-CPS with continuous readout (i.e. parallel rolling shutter readout)
was designed, developed and tested in this thesis. By taking advantages of 3DIT, the
parallel continuous readout architecture overcomes many limitations imposed by conven-
tional rolling shutter readout. The entire pixel array could be split into several sub-arrays.
Each sub-array is organized independently in a rolling shutter mode and all sub-arrays
are read out in parallel. The global frame readout time is therefore reduced to the time
of rolling the shutter across the exposable sensitive area of each sub-array. Moreover,
with the reduced parasitic capacitors between analog and digital sections, it is possible
to place a considerable amount of small pixels with a power saving feature. The power
consumption estimation also shows that this readout architecture has the potential to
comply with the power dissipation constraints set for the ILD vertex detector, despite
the consumption increase consecutive to the parallelized readout.

In this 3D-CPS, the pixel of the analog tier consists of a diode, a first amplification
stage, a first double sampling circuitry and a discriminator. The discriminator output
is vertically connected to the digital pixel for performing zero suppression. As a first
step towards verifying the functionalities of the pixels, the in-pixel discriminator and
zero-suppressing readout circuit have been realized® in a 0.13 um CMOS technology. An
alternative approach is also proposed, where a 3-bit pixel-level Analog-to Digital Con-
verter (ADC) is integrated in each pixel for improving the spatial resolution provided by a
20 pm pitch pixel initially equipped with a 1-bit discriminator. Power dissipation concern
leads to the investigation of a single-slope ADC, those design includes a diode, a com-
parator and 3-bit memory in each pixel. The pixel-level ADCs operating in the parallel

rolling shutter mode could maintain high frame rate and required spatial resolution.

Thesis layout

This thesis is organized in two parts. The first part, spanning from chapter 1 to 2,
is dedicated to the topic of 2D-CPS. Chapter 1 gives a description of the requirements
of the innermost layer of an ILC vertex detector, and of different types of CPS. Chapter
2 introduces a light double-sided ladder equipped with 2D-CPS. It is considered as a

possible solution to meet the specified requirements. In order to obtain a high signal-

3The pixel pitch is 20 pum pitch.



to-noise ratio of the pixel, a novel pixel structure based on multi-stage amplification
is presented. We discuss the results of the characterization of an implemented pixel
employing this novel offset compensated amplifier.

The second part of this thesis, which consists of chapter 3, 4 and 5, covers the topic
of 3D-CPS. A design of 3D-CPS with delayed readout is presented in chapter 3. Chapter
4 introduces novel pixel topologies of 3D-CPS featuring parallel continuous readout. The
analysis of the pixel circuits, test results of the proposed pixel-level discriminator and zero-
suppressing readout are presented. Chapter 5 describes an alternative pixel architecture
(using a 3-bit pixel-level ADC) for a high spatial resolution. The characterization of the
pixel-level ADC is also discussed in the same chapter.

The main outcome of the PhD are summarized and discussed at the end of the
document, complemented with an outlook providing proposals on the most promising

ways to pursue the development of the different approaches addressed in the thesis.



Chapter 1

CMOS pixel sensors for the ILC vertex
detector

1.1 Scientific motivation for the ILC

The Large Hadron Collider (LHC), the world’s most powerful particle accelerator,
started its physics programme with first collisions at CERN. The LHC is a proton-proton
collider and has provided 3.5 TeV per beam up to now, i.e. the collision energy amounts
to 7 TeV. By 2014, it will reach 14 TeV. The International Linear Collider (ILC) will
collide electrons and positrons at energies of initially 500 GeV, upgradeable to 1 TeV at
least. Together with the LHC, it will offer mutually supporting views of the new physics
world at the TeV-scale.

The ILC has an ambitious physics program, which will extend and complement that
of the LHC. It can provide a wealth of information on Standard Model physics and on
yet unresolved questions it triggers [1]. Based on experiments and discoveries over the
last decades, physicists believe that the TeV-scale will yield evidence for new forms of
matter and possibly even extra dimensions of space. The new matter is expected to rely
on a Higgs boson and may, for instance, include an extended family of elementary super
particles. These discoveries will continue telling us about the nature of the Universe and
how the laws of physics came to be.

The ILC scheme calls for two detectors, called International Large Detector (ILD)
and Silicon Detector (SiD) [2]. The two detector designs for the ILC are now being
elaborated by the ILD and SiD groups towards the Detailed Baseline Design Report
(DBD), their layouts are shown in Figure 1.1. These two detector concepts take different

approaches for the cost-performance optimization.

1



2 CMOS pixel sensors for the ILC vertex detector

Figure 1.1: Two detectors in the detector hall. ILD (left) is offline, and SiD (right) is shown in
the beamline.

While the SiD apparatus relies on a central tracker composed of silicon strips, the ILD
design is based on a Time Projection Chambre (TPC). Material budget considerations
impose the SiD main tracker to be composed of 5 layers only, which imposes the vertex
detector to provide track seeding. With its gaseous detection medium, the ILD main
tracker is much less constrained in terms of material budget and provides more than 200
impacts for fully traversing particles. This improved situation alleviates the requirements
on the vertex detector readout time, which is not supposed to play a central role in track
seeding. The SiD, on the other hand, is more compact than ILD, a difference which
benefits to the overall cost, driven by the dimensions of the calorimetres, as well as to

the achievable experimental field (5 T against 3.5 T for ILD).

Two alternative vertex detector (VIX) geometries are being considered within the
ILD concept [3]. Both geometries are purely cylindrical. The first geometry (called
VTX-DL) features 3 double-sided layers, where each layer is equipped with two, < 2 mm
apart, arrays of sensors. The second geometry (called VTX-SL) features 5 single-sided
layers equipped with one layer of sensors only. Both geometries are shown in Figure 1.2.
The double-sided layer option allows spatial correlations between hits generated by the
same particle in the two sensor layers equipping a ladder. It is expected to provide
better rejection of beamstrahlung background (low momentum < 300 MeV /c) [3]| and to
provide additional pointing accuracy. The VTX-DL presents however a more challenging
goal because of the limited experience in double-sided ladders compared to in single-sided

ones. Selected main geometrical parameters of the two VTXs are listed in Table 1.1.
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Figure 1.2: Vertex detector geometries of the two design options: (left) 5 single-sided layers
(VTX-SL), (right) 8 double-sided layers (VTX-DL).

All vertexing system designs under consideration include a pixelated vertex detector,
which surrounds as close as possible the Interaction Point (IP) for accurate measurements
of charged particle impact parameters. This creates a major technical challenge because
of the rapidly increasing beam-related background when approaching the IP. The sen-
sor technology best adapted to the high background environment is not yet defined. It
would be difficult for well established technologies to meet simultaneously all require-
ments, defined by the physics goals (granularity, material budget) and those imposed
by the running conditions (readout speed and radiation dose). Several alternative pixel
technologies are therefore being considered and developed [4, 5, 6], among which CPS are

one of the most promising candidates. This thesis focuses on developing innovative CPS

Table 1.1: Radius and ladder length for each layer of the two vertex detector geometries.

radius|mm| ladder length [mm)]

geometry | VIX-SL VTX-DL | VIX-SL VTX-DL

layerl 15 16/18 125 125
layer2 26 37/39 250 250
layer3 37 58/60 250 250
layerd 48 250

layerb 60 250
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to satisfy the requirements of the innermost layer of an ILC vertex detector, taking the

ILD concept as a reference.

1.2 Requirements for CMOS pixel sensors

The small pixel pitch desired for a high spatial resolution requires a large number
of pixels per surface unit, which translates into a high power consumption and/or a slow
readout speed. The granularity and readout speed drive the power dissipation, which
also impacts more or less severely the material budget, depending on the type of cooling
system required. It is therefore unavoidable that the sensor R&D concentrates on a
balance between those conflicting requirements. The latter is summarized in the coming

sub-section.

1.2.1 Requirements from the physics goals

The TLC vertex detectors will provide the central tool for flavour identification based
on the displaced vertex of weakly decaying particles. Beauty- and charm-tagging, or even
more sophisticated methods such as separated identification of quark and anti-quark jets
will be addressed [3]. One of the key detector parameters is the track impact parameter

resolution (o;p), which can be parametrized for a set of cylindrical detector layers as [3]:

oip=a®b/p-sin®?0 (1.1)

Where the constant a reflects the single point resolution and the geometrical stability
of the detectors, the parameter b represents the resolution degradation due to multiple
scattering, which varies with the incident particle momentum p and the track polar angle
0 measured with respect to the beam direction. a and b are required to be below 5
pm and 10 pm- GeV /¢, respectively. The innermost layer has a radius of 15/16 mm and
intercepts all particles produced with a polar angle such that | cosf| < 0.97. Monte-Carlo

studies show that to achieve these specifications:

e The spatial resolution should be < 3 pm.

e The distance between the first measured point of tracks and the IP should be less

than ~ 20 mm.

e The material budget should be limited to only a few per mill of radiation length.
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Figure 1.3: The schematic of the bunch timing of the ILC.

e The length of the sensor ladder should typically be about ~ 125 mm.

1.2.2 Requirements from the running conditions
1.2.2.1 Readout speed

The time structure of the ILC bunch train has been described in the Reference Design
Report (RDR) [7]. As shown in Figure 1.3, the beam is divided into bunch trains of ~
1 ms length, containing 2625 bunches with a period of 200 ms. In order to establish a
better and more cost-effective baseline, the 2009 Strawman Basline option (SB2009) |8|
was proposed, with some major modifications to the design of the ILC. Tt benefits from
a lower beam-power parameter set, obtained with a twice smaller number of bunches per
pulse (~ 1312), as compared to the nominal RDR, parameter set.

The hit rate is highest in the innermost layer and is governed by beam-related
background. The latter is essentially due to incoherent e™ e~ pairs produced through
beamstrahlung processes. Their rate was estimated with Monte-Carlo simulations, which
predict 5.3/4.4 & 0.5 hits/cm? per bunch crossing at 15/16 mm radius [9]. Extensive
background simulations have also been performed with the latest beam geometry. They
lead to similar rate values. The latter translate in demanding readout speed requirements
in order to keep the occupancy at an affordable level (< few %) [9].

The acceptable time resolution indicated in the Lol of the ILD is 25-50 us, for the
foreseen running conditions at a collision energy of up to ~ 500 GeV. This time is shorter
for the SiD vertex detector, where it is more alike a few us in order to be able to achieve
standalone tracking in the vertex detector. In this thesis, a time resolution well below

10 ps is a target value for both ILD and SiD vertex detectors. In the case of ILD, the
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Table 1.2: The requirements of the sensors for the innermost layer of the ILD wvertex detector.
The values address a collision energy < 500 GeV, except for the time resolution, which is also
provided for 1 TeV.

Radiation tolerance to non-ionizing particles O(10M)ney /em?
Radiation tolerance to ionizing particles ~ 150 kRad/per year
Spatial resolution 2-3 pm

Material budget per ladder 0.2-0.3% Xo

Time resolution (center-of-mass energy of 500 GeV) | < 25-50 us

Time resolution (center-of-mass energy of 1 TeV) < 10 ps

targeted readout time is intended for the running condition at a collision energy near 1
TeV or above, where the beam related background is expected to be a couple of times

higher than at 500 GeV as a consequence of the higher luminosity.

1.2.2.2 Radiation tolerance

From the simulations, the annual ionising dose was calculated to be in the order of
50 kRad per year at 15 mm radius. To account for the limited accuracy of the simulated
beamstrahlung rate, it is multiplied by a safety factor of 3 to derive the sensor specifica-
tion. At least 2 years of operation were assumed before replacing the sensors. Overall, an
ionising radiation tolerance of 300 kRad is required for a 2 year life time [10]. The cor-
responding non-ionising radiation tolerance amounts to < 1x10'! n,,/cm?. Table 1.2
summarizes the requirements of the sensors equipping the innermost layer of the ILD

vertex detector.

1.2.3 Power consumption considerations

In order to address the challenging issue of power consumption, two alternative
readout strategies are being investigated based on the ILC time structure: continuous
readout and delayed readout. In the former readout approach, the sensors are read out
continuously and the hits are allocated to the time slot which coincides with the time
needed to read all pixels (called frame readout time). The other strategy is the delayed
readout, where the hits are stored in the sensors during the whole train duration and
read out during the beam-less period separating two consecutive trains.

For the continuous readout approach, power consumption estimates were performed
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at IPHC, based on fabricated sensors and accounting for power cycling. It was assumed
that the beam time structure can be used to reduce the sensor power consumption during
a large fraction of the inter-train time by about two orders of magnitude. It is also
estimated that a transient time (< 4 ms) is needed before and after the train to switch
on and off all sensors in a well controlled way. With a rather conservative duty cycle of 2%
(while the machine duty cycle is ~ 0.5%), the average power consumption would amount
to a few tens of watts only (e.g. about 10 W for CPS) [3]. Such values are compatible
with modest cooling by air flow, which does not require introducing additional material
in the VTX fiducial volume.

Power consumption may in principle even be more mitigated with the delayed readout
approach, because it allows for a very low readout clock frequency. This approach has
as an important consequence to avoid the effect of the Lorentz forces on the ladders
generated by power cycling in the experimental magnetic filed. If the electronic signal is
read out only after the end of the train, immunity against EMI may also be reinforced [3].
In order to compare and evaluate the potential and benefits of those two different readout

architectures, they will be both developed in this thesis.

1.3 R&D on CMOS pixel sensors adapted to the ILC
vertex detector

1.3.1 Principle of standard CMOS pixel sensors

The cross-section of a typical CPS device is illustrated in Figure 1.4. The active
volume of the sensor is a lightly doped and undepleted epitaxial (EPI) layer. This layer
is common in many modern CMOS processes featuring twin wells, where it is grown
on a highly doped substrate. The doping level of the p-well is typically three orders of
magnitude higher than the EPI layer, translating into potential barriers at the region
boundaries. The substrate is also made of highly doped, crystalline silicon with a typical
thickness of several hundreds of microns. Minimum ionizing particles (MIP) produce
excess carriers in the EPI layer at a rate of ~ 80 electron-hole pairs per micron. The
thickness of the detecting volume is limited to ~ 10-20 um. Most of the signal charge
electrons are reflected back to the EPI layer by the p-EPI/p++substrate and the p-
well /p-EPT interface, while the electrons created in the substrate are quickly recombined.

The total signal charge of CPS amounts therefore to several hundred electron-hole
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Figure 1.4: Schematic cross-section of a typical CMOS sensor.

pairs. Since the charge is shared between several neighboring pixels, the number of
charge carriers collected in the seed pixel! is typically 20-50% of the total deposited
charge, depending on the EPI layer resistivity, on its thickness and on the pixel pitch and
sensing node dimensions.

CPS are a fully monolithic device, where the readout electronics is fully integrated
with the sensors on a single chip. Each pixel in such a sensor contains a sensing diode
accompanied by electronics needed for reading out the signal. This feature allows for
a high chip integration, which alleviates the overall detector cost and allows for very

compact systems.

1.3.2 Why considering CMOS pixel sensors for the ILC?

In the last years, several new sensors have been developed for the ILC, CPS for
particle detectors being one of them. This technology has many advantages and potential
for an application at the ILC as compared to Hybrid Pixel Sensors (HPS), today’s most
advanced technology [11]. The HPS are mainly built from two different chips: a sensor
chip and a readout electronics chip bonded by a bulky metal bump [12], as shown in
Figure 1.5. This metal bump is a source of complication, of multiple scattering and of

granularity limitations.

!The seed pixel of a signal cluster is defined as the one collecting the largest fraction of the total
cluster charge.



R&D on CMOS pixel sensors adapted to the ILC vertex detector 9

Figure 1.5: Sketch of the composition of a complete ATLAS module, including sensor and FE-
chip connected by bump bonds, a hybrid kapton foil and the module control chip.

The ATLAS? pixel detector made of HPS is the innermost tracking system of the
ATLAS experiment at the LHC. The spatial resolution measured with ATLAS modules
(a pixel dimension of 50 um X 400 pm ) before irradiation is < 10 pum along the 50
pm pixel pitch. The charge sharing is less effective in the orthogonal z-coordinate (400
pm pitch), where the spatial resolution is about 115 pm [13]. A full ATLAS module
featuring a relatively large thickness consists of two bump-bonded slices of silicon and a
module controller chip on the top. It translates into a material budget of about 1.5%
Xo® [13]. As a consequence, HPS have been limited so far by the achievable material
budget and poor granularity for the ILC vertex detector. On the other hand, CPS show
a significant advantage over these two parameters, at the expense however of the readout
speed and radiation tolerance, which are much less demanding at the ILC than at the

LHC.

2The ATLAS acronym stands for A Toroidal Lhc ApparatuS, but it is also a reminder of the unprece-
dented size of this detector.
3 Xo stands for the radiation length.
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Figure 1.6: CPS based on a high resistivity EPI layer: potential [V] calculated using the ISE-
TCAD package [14]. Reverse biasing of n-well/p-EPI junction at 5.5 V results in a depleted
zone extending over several um inside the sensitive volume.

1.3.3 Potential of CMOS pixel sensors

CMOS sensor technology has long been desired in many fields and being became
mature. Their industrial manufacturing relies on procedures optimized for commercial
items, which may be far from those needed for charged particle detection. With the rapid
development of commercial processes, some remarkable progresses have been made in the

right direction and the real potential of CPS has being approached.

1.3.3.1 Full charge collection by drift in a depleted EPI layer

Modern CMOS technologies are often built over very thin EPI layers (a few microns)
to minimize noise coupling or crosstalk. The number of excess carriers produced by a
MIP is proportional to the thickness of the EPI layer, and thus this thin EPI layer results
in a very limited signal. This point is one of serious concern in traditional CPS.

The charge collection mechanism in the EPI layer can be another limiting aspect
of the standard CMOS technologies, because the latter suffer from small and incomplete
signal charge collected by thermal diffusion rather than by a drift. A promising way
of improving this mechanism is to manufacture CPS with a high resistivity EPI layer,
featuring an EPI layer which is at least partially depleted.

Due to the electric field existing in the depleted region, the charge collection is
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Buried N-Type layer

Figure 1.7: Schematic cross-section of a typical CMOS wafer with the deep n-well.

expected to be faster. The features of this kind of technology have been simulated by
using ISE-TCAD [14]. The simulation results showed that the depleted zone inside an
EPI layer had a significant extension, as shown in Figure 1.6. It therefore enhances
the pixel SNR value and the sensor radiation tolerance with respect to the performance
achieved with a low resistivity EPI layer.

In order to explore this kind of CMOS process, one of the prototype chips (called
MIMOSA—25)4 was fabricated in a commercially available XFAB-0.6 CMOS process, fea-
turing a high resistivity EPI layer of ~1k 2-cm [15]. The test results of MIMOSA-25
showed that the charge collected in seed pixels is at least twice larger than that of the
sensors with a low resistivity EPI layer, resulting into a high SNR of up to ~ 50. A SNR
of ~ 35 has been achieved with chips exposed to a fluence of ~ 3x10'3 neq/cmz. This
is to be compared with the measurements performed with the MIMOSA-15 prototype,
fabricated with a low resistivity EPI layer, which exhibited a SNR value as low as ~ 15

after an exposure to a substantially smaller fluence of ~ 0.2x10'® n.,/cm? [15].

1.3.3.2 Full CMOS electronics in the active area

Deep n-well CMOS pixel sensors The implementation of CMOS circuitry in the
active area is impractical for traditional CPS. In order to overcome this limitation, a

deep n-well of a triple-well commercial CMOS process may be used as charge collecting

AMIMOSA stands for Minimum Ionizing particle MOS Active pixel sensors. More than a decade
has past since MIMOSA-1 was designed as the first CMOS pixel sensor dedicated to charged particle
tracking. Thirty-two different MIMOSA prototype chips have been designed and fabricated at IPHC
since 1999.
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Figure 1.8: A CPS without a deep p-well implant (left) and with a deep p-well implant (right).

electrode, while the PMOS transistors are implemented in an n-well which is geometrically
smaller and less deep than the charge collecting deep n-well. Figure 1.7 shows a concept
of using a buried n-type layer as the charge collection diode. This approach may take full
advantage of the properties of a CMOS technology, taking into account the limited area
of PMOS transistors.

This approach was followed in [16]|. Several prototype chips (called the APSEL series)
have been designed and fabricated in the STMicroelectronics 130 nm CMOS technology.
For the first “ILC-class” prototype (named SDRO chip), a design of CMOS deep n-well
sensors with a 25 pum pixel pitch provides a 5-bit time stamping®, corresponding to a
time resolution of ~ 30 wus. Each pixel dissipates ~ 5 yW static power. The limited
charge collection efficiency is a main drawback of this deep n-well device, due to parasitic
charge collection in the additional n-wells containing PMOS transistors. One of the
prototype chips called APSEL4D has been characterized as an example. Beam test
results of APSEL4D show that the hit detection efficiency could not be sufficient (up to
92% taking into account a reasonable ~ 450 e~ threshold settings [16]). Therefore, this
kind of the sensor still needs to demonstrate its ability to build a working detector, in

particular when considering the performance of charge collection efficiency [17].

Deep p-well CMOS pixel sensors A new Jazz-Tower 0.18 um CMOS technology
with a quadruple-well (deep p-well) offers another opportunity of using PMOS transistors

in the active area [18]. A deep p-well is introduced underneath the n-wells containing

A time stamping is a sequence of characters, denoting the time at which a certain hit occurred. This
data is usually presented in a consistent format, allowing for easy comparison of two different records
and tracking progress over time.
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the PMOS transistors, which isolates the n-wells from the EPI layer and prevents them
from acting as the sensing diodes. This then ensures that all charge is being collected by
the sensing diode and maximizes charge collection efficiency (nearly 100%) [19]. This is
illustrated in Figure 1.8.

A prototyping sensor (called TPAC1.0 chip) designed by the CMOS sensor design
group in Rutherford Appleton Laboratory has demonstrated its feasibility for nearly 100%
collection efficiency [20]. The pixel of TPAC1.0 sensors has a pitch of 50 pm, it comprises
a preamplifier, a shaper and a comparator. The static power consumption for each pixel
is ~ 12 uW.

Another design called “Chronopixel”® is also expected to implement a deep p-well
over most of the pixel area in the near future. An important feature of this design is
the possibility of putting a time stamping on each hit (up to two hits) with sufficient
precision (i.e. a 14-bit time stamping) in a relatively small pixel. The second prototype
will be designed for a 25 pum pixel with binary readout in TSMC 90 nm technology. This
small pixel with 14-bit time stamping capability will be developed as a good candidate
of the ILC vertex detectors, but this has to be demonstrated [21].

High voltage CMOS pixel sensors Still another approach was followed, using as a
high voltage triple-well CMOS technology. The main motivation of this approach is to
avoid relying on the limited number of CMOS processes featuring an adequate (thick,
resistive) EPI layer. As a consequence, very deep sub-micron processes (<0.18 pm ) can
be used, which do almost never provide an EPI layer. This opens up the possibility of
integrating a substantial amount of transistors in small pixels. A drawback is however
that one needs using a high voltage option of the process used, and more power may be
consumed. The novel sensor is based on two main ideas: the first idea is to use the deep
n-well as the signal collection electrode. The second idea is to implement both types of
transistors inside the deep n-well, which is also the substrate of PMOS transistors [22],
as shown in Figure 1.9.

In order to verify the performance of high voltage CPS, one of the pixel sensors with
a 21 pm pixel pitch was designed in a 0.35 pm high voltage CMOS technology. Test beam
measurements have been performed. The measured MIP cluster signals are ~ 2200 e™ ,
spatial resolution ~ 7um , SNR of 12.3 and detection efficiency more than 85% [23]. To

test the radiation tolerance, several chips have been irradiated with neutrons up to ~ 1014

5The design was developed by Sarnoff company, the detailed pixel circuits are not open to the public.
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Figure 1.9: Schematic cross-section of a typical CMOS wafer in the high voltage technology.

Neg/cm?. Before irradiation the equivalent noise charge (ENC) was 70 e~ , immediately
after irradiation 300 e~ and after three days of annealing at room temperature it went
to 130 e~ . More R&D is still required to validate this technological approach, aiming in

particular at better SNR and spatial resolution performance.

1.3.3.3 3D Integrated CMOS pixel sensors

3D integration is defined as the integration of thinned and bonded silicon integrated
micro-circuits with vertical interconnects between the different layers. It is particularly
suited to CPS, for it could integrate different CMOS manufacturing processes, each opti-
mized for a given sequence of the charge generation and signal processing chain. In this
case, vertical integration of two (or more) CMOS layers makes it possible to separate
the analog front-end section from the digital readout section, with the widest advantages.
The designs in this thesis therefore focus on the development of 3D integrated CPS. Their
advantages will be discussed in more detail in chapter 3.

In order to demonstrate the feasibility of 3D-CPS for the ILC vertex detector, a
3D-chip named VIP1 has been designed by the Fermi Laboratory using the MIT Lincoln
Laboratory 0.18 pum process [24]. The analog pixel including an analog front-end and
the digital pixel including a 5-bit time stamping latch are vertically integrated within a
20 pm pitch. The test results showed that the VIP1 chip works with full functionality.
However, the fabrication yield was very poor and it was concluded that such a 3D process

is not optimal for mixed-mode signal circuitry that includes high precision and low noise
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Figure 1.10: Sketch of the 3D-integration technique, integrating several electronic layers (left)
and Fermi-Lab 3D design with 3 tiers for different electronic tasks (right).

parts [25].

After VIP1, the focus at Fermi Lab shifted to a commercial CMOS process (i.e.
Chartered-3D Tezzaron technology, to be introduced in chapter 3) for possible higher
vield. A 24 pm pitch 3D-CPS (called VIP2) has been developed with a 8-bit time
stamping, corresponding to a time resolution of ~ 4 pus. Each pixel dissipates ~ 10 uyW

static operation power |26].

1.4 Conclusion

In order to fully exploit the advantageous running conditions of the ILC and achieve
the high precision physics program it allows for, a vertex detector of unprecedented
performance is mandatory.

Its specifications are governed by the spatial resolution (i.e. < 3 pwm) and the
material budget (50 pm thin sensors, low power consumption), and compromise the read-
out speed and the radiation tolerance to a certain extent. Hybrid Pixel Sensors, which
are well established and widely used at the LHC, are thus not suited to this application.
CPS are intrinsically significantly better adapted to it.

Several variants of CPS using 2D technologies have been developed so far for charged
particle tracking. Despite the appealing results obtained, it is clear that their ultimate
performance do not allow exploiting fully the real potential of the technology, mainly
because the fabrication parameters are dictated by industrial interests featuring modest

overlap with those of subatomic physics experiments. This reality hampers the possibility
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of using 2D-CPS for the most demanding running conditions at the ILC such as those
foreseen at its highest collision energy.

3D integration technologies seem to be the most promising way to turn around
the limitations of 2D-CPS, since they allow combining different CMOS technologies in
a single, stapled, multi-tier chip. Each tier can then be optimized for its dedicated
functionalities. It is the main purpose of this thesis to explore this possibility using two
different readout approaches.

Before exposing the work performed for this purpose, the thesis addresses the ques-
tion of improving the 2D approach, which exploits the concept of double-sided ladder.
The next chapter summarizes design developments realized to improve the signal-to-noise
ratio of 2D-CPS.



Chapter 2

Offset compensated in-pixel amplifiers
for CMOS pixel sensors

In the previous chapter, different types of CPS were presented, their essential advan-
tages have been explained. The state of the art technology is an optimized 2D-CPS, based
on a continuous readout (or called rolling shutter readout) [27]. It makes use of rolling
shutter operation, in-pixel amplification, correlated double sampling (CDS) and column-
level discrimination. MIMOSA-26 is the first full scale sensor based on this architecture.
It was designed and fabricated in 2008. Based on its first performance assessment, a pix-
elated double-sided ladder equipped with MIMOSA-26 sensors has next been proposed to
study the system integration aspects relevant for the ILD vertex detector (see section 2.1).

MIMOSA-26 was manufactured in a 0.35 pm technology, which was not supposed to
be used for final sensors. This technology limits CPS to read out in a short integration
time of ~ a few us . However, it is particularly needed to cope with the beam related
a high beamstrahlung background, when the ILC will be running around 1 TeV collision
energy. In order to realize this goal, many R & D on CPS are being exploited. Many
advanced CMOS technologies with smaller feature sizes (e.g. 0.18 pum Jazz-Tower CMOS
process) are expected to provide several improvements with respect to the aforementioned

0.35 um CMOS technology, e.g.:
e Due to smaller parasitic capacitors of metal lines, the readout speed can be increased

e An enlarged number of metal layers is provided (e.g. 6-7 metal layers are available

in a 0.18 um Jazz-Tower CMOS technology)

e The total power consumption usually decreases with lower power supply voltage

used in these processes

17



18 Offset compensated in-pixel amplifiers for CMOS pixel sensors

e Because of the thinner gate oxide, transistors will be less perturated by intense

ionising radiation

e The higher degree of integration allows for increased in-pixel functionality imple-

mentation

In addition, the shrinking of the feature size of CMOS transistors is an obvious
outcome of the evolution of microelectronics. This is exploited in the design of new pixel
systems, where advanced functionalities can be implemented in each pixel to provide a
higher SNR and to handle a higher hit rate. Therefore, this chapter is motivated by
investigating a novel pixel structure, which was designed as a promising solution to the
integration of high density circuitry in a small pixel. The proposed CPS were designed and
fabricated in a 0.13 pym CMOS process. As compared to MIMOSA-26 pixel structure, a
two-stage amplifier instead of a single-stage amplifier was designed for achieving a higher
SNR. Even so, a 12 pum pixel pitch is ~ 1.5 times smaller than that of MIMOSA-26
sensors, the proposed CPS may be considered for very small pixel pitch in the inner
layers of future vertex detectors.

This chapter is organized as follows: section 2.1 provides an introduction to a pix-
elated double-sided ladder based on MIMOSA-26 sensors. Section 2.2 introduces the
pixel design of MIMOSA-26. In section 2.3, we discuss the main noise sources in CPS.
In order to improve the SNR, we proposed a new pixel structure with noise reduction
and multi-stage amplification techniques. Section 2.5 covers the aspects of designing and

characterizing such a novel CPS.

2.1 Ultra-light pixelated ladders for an ILC vertex de-
tector

The large energy of beam bunches causes a large background of e+ e- pairs produced
by beamstrahlung radiation. It forces to build a light weight, high precision inner detector
system in order to accurately measure prosperities. A reduction of the detector thickness
is highly desirable because it minimizes the amount of multiple scattering experienced by
traversing particles. A mechanical support structure of the sensor and electrical cables
will add extra material, the system integration is therefore a crucial issue. Although

MIMOSA-26 has already shown very promising performance as a single sensor, the con-
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Figure 2.1: Design of the exploratory ladder of the PLUME project.

struction of a functional full vertex detector equipped with a large number of sensors is
another challenge.

The PLUME ! collaboration aims to prototype an ultra-light detector for matching
the geometry required by the inner layer of the ILD vertex detector, as described in
chapter 1. This collaboration gathers four laboratories 2 to design, fabricate and evaluate
the prototypes of the double-sided pixellated ladder. It features a sensitive length of 12.5
cm, a thickness of 2 mm and a material budget around 0.3% of X, as a proof of principle
for the ILC Detector Baseline Document [28]. The ladder design follows an approach:
two flex cables are glued on each side of a support, made of low density silicon carbide
foam, as shown in Figure 2.1.

According to the initial assumption of the ladder architecture, the requirements of
the ILD vertex detector should be reached. As a first step, the goal of the PLUME project
is to construct the double-sided ladder equipped with 6 MIMOSA-26 sensors on each side
and to assess their performance. Six MIMOSA-26 sensors with total area of ~ 12 X 1
cm? are butted together and glued on the kapton-metal flex cable, on which they are
wire bonded. The latter is connected to a servicing board located ~ 1 m away. Before

describing the double-sided pixelated ladder, the overall performance of MIMOSA-26 is

presented in the following subsection.

2.1.1 Full-scale sensor with binary readout architecture

MIMOSA-26 (see Figure 2.2) is the first full-scale sensor with binary output archi-
tecture realized for charged particle tracking. The pixel matrix consists of 1152 columns
and 576 rows. Each pixel, featuring a pitch of 18.4 pum, incorporates a diode, an amplifier

with CDS and a source follower (SF). The rolling shutter mode, used to read it out, is

!Standing for Pixelated Ladder with Ultra-Low Material Embedding
2DESY-Hamburg, IPHC-Strasbourg, Universities of Bristol and Oxford



20 Offset compensated in-pixel amplifiers for CMOS pixel sensors

Selectable analogue cutputs ~ 200 pm

Pixel Array
1152 x 576

~13.8 mm

E[I%
s Zeosuppmssen |
gl- \G | [Sea.Ctrl. | [PLL | [(Wemory1 | [[Memory | [Biss DAC | [Test Block |
e —— T E—

- ~21.5 mm >

Figure 2.2: Schematic view of MIMOSA-26 displaying the different functional blocks (left) and
photograph of the MIMOSA-26 sensor mounted on its interface board (right).

steered through a row selector located on the left side of the pixel matrix. All 576 rows
in a column are multiplexed onto a discriminator at end of the column, all 1152 discrim-
inators are read out in parallel. The total active area of the chip is ~ 224 mm?, the
whole pixel matrix is read out in ~ 100 us, and the average power dissipation is ~ 280
mW /cm? [27].

The discriminated signals are processed by a zero-suppressing® readout circuit at the
periphery of the matrix. In order to reduce the discriminator offset dispersion, the sensor
was subdivided into 4 groups of 288 columns. The distribution of noise over a quarter of
the pixel array (288 columns) with its associated discriminators is shown in Figure 2.3.

The total temporal noise* of the pixel array associated with discriminators is in the
range 0.6-0.7 mV, corresponding to about the equivalent noise charge (ENC)? of 12 e~ .
The total fixed pattern noise (FPN), caused mainly by the dispersion of discriminator
thresholds, is about 0.3-0.4 mV, corresponding to about the ENC of 6 e~ .

Six MIMOSA-26 sensors have been assembled as a beam telescope and characterized
with 120 GeV/c pion beams at the CERN-SPS. The detection efficiency in case of a low
resistivity EPI layer is ~ 99.540.1% up to a threshold value of discriminators ~ 4 mV,

3Zero suppression is the removal of zeros from all outputs of discriminators. This can be done for
data compression.

“The predominant components of electronic noise are divided into two categories: temporal noise
and FPN. The latter, also called non-uniformity noise, is due to the spatial variation of output values
consecutive to the mismatches of devices. The temporal noise refers to the time-dependent fluctuations;
it is primarily due to the diode shot noise, and to the amplifier thermal and flicker noise. The specific
impact of these noise sources of pixels will be analyzed in subsection 2.3.

5The total temporal noise is usually equivalent to noise charge of pixels; the ENC of 12 e~ includes
the pixel temporal noise and that of column-level discriminators.
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Figure 2.3: MIMOSA-26 noise distributions over a quarter of the sensitive surface (group of 288
columns) as measured at a 80 MHz clock frequency: temporal noise (left) and FPN (right).

corresponding to ~6 times the noise standard deviation, with a fake rate below 1074

A spatial resolution close to 3.5 pm was observed with a low resistivity EPI layer [29].
The MIMOSA-26 sensor is a starting point for the development of future micro-vertex

detectors. It has reached the necessary prototyping maturity for real scale applications,

including the innermost layer of the ILD vertex detector.

2.1.2 PLUME ladder concept

As mentioned above, the main feature of the PLUME ladder concept is a double-
sided layout, which consists of two sensor layers separated by a support structure [30].
In this double-sided ladder, the same traversing particle generates a hit information on
both sides of the ladder. As illustrated on Figure 2.4, the concept may be used to equip
the ladder with different sensors on each side, one providing a high spatial resolution and

one optimized for a high readout speed:

e One side can be equipped with squared pixels of 16-17 pum pitch providing a high

spatial resolution of < 3 pm. The minimum integration time of MIMOSA-26 sensors

6The fake hit rate is defined as the probability for one pixel in one event to deliver a noise fluctuation
above the discriminator threshold.
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Figure 2.4: The placement of squared and elongated pizels equipped on a double-sided layer (left),
and the pitches required for both squared and elongated pizels (right).
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Figure 2.5: The double-sided readout architecture derived from MIMOSA-26 is to equip in the
innermost layer (left), and the extension of MIMOSA-26 prepared for the outer layer (right).

is ~ 100 us . Based on the double-sided readout (i.e. the columns of MIMOSA-26
are split in halves and are read out in parallel on each side, as shown in Figure 2.5),
the frame readout time would be reduced by a factor of ~ 2. Further improvements
down to < 40 ps are expected by moving to a new CMOS technology with smaller

feature size 0.18 pm.

e On the other side, the pixels will be elongated in the column direction. The pitch
will be increased by a factor of 4-5 with respect to the square pixel’. With the

same sensitive area as the former side, the integration time can be improved to <

"The elongated pixel pitch is 16 ym x 64 pm or 16 ym x 80 um.
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10 ps due to the reduction of the number of rows in the readout direction. As a
consequence of the increased sensing diode spacing, the spatial resolution will be

6-7 pum in both directions with staggered diodes.

2.2 Topology and analysis of MIMOSA-26 pixels

2.2.1 MIMOSA-26 pixel architecture
2.2.1.1 In-pixel amplifier used in MIMOSA-26

An all-NMOS in-pixel amplifier was implemented in MIMOSA-26. Its schematic and
the operation timing waveform are shown in Figure 2.6. Each pixel contains a diode, an
in-pixel amplifier with CDS and a source follower (SF) with a select switch Sel. The
SF transistor in conjunction with the column bias current source acts as a buffer, which
reproduces the sense node voltage on the column line. This SF buffer is only active,
when the Sel signal is the logical one. The signal from two successive frames is extracted
by the clamping technique. A second double sampling is implemented to remove the
pixel-to-pixel offsets in each discriminator stage [31]. Operation of this double sampling
is controlled by clock phases Read and C'alib, which memorize the pixel output signal
and the reference level, respectively.

All pixels of a row receive the common signals Sel and Clamp, which are generated
by the row decoder. Since the column-level buffer and discriminator are shared among
all pixels of a column, the pixels of only one row can be active at a time. A solution
respecting this criterion is the rolling shutter timing scheme, in which the control signals

are row-wise staggered. The described row operation sequence is repeated row by row,

Table 2.1: The explanation of main control signals for the MIMOSA-26 pixel.

Sel pixel power control signal
Clamp clamping control signal
I biasing current for driving a parasitic capacitor at each column

Read, Calib | control signals for storing the pixel outputs
Vdc analog biasing voltage

Vdd analog power supply voltage
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Figure 2.6: Schematic of the pizel amplifier in MIMOSA-26, followed by the parasitic capacitors
at the end of each column (left) and the timing diagram of the rolling shutter operation (right).
The main control signals are listed in Table 2.1.

the integration time (7.4, ) is the time of selecting sequentially the whole pixel array from
top to bottom.

The performance of in-pixel amplifiers plus column-level discriminators was first
validated in a prototype, called MIMOSA-22. A special biasing with a transistor M3 for
the load transistor Ms has been introduced to increase the gain of this amplifier. The
AC gain of improved amplifier is increased by about a factor of 2, and the DC operation
points and its gain are almost not changed. Negative feedback makes the circuits more
resistant to CMOS process variation, it can also be used to stabilize the operation point

of the amplifier [32].

2.2.1.2 Calibration procedure

In order to study the electronics properties of CPS, e.g. charge-to-voltage conversion
factor (CVF), charge collection efficiency (CCE) and noise performance, a calibration
procedure needs to be done by using a X-Ray F'e®® source. This source delivers photons
with two emission energies: K,=>5.9 keV (24.4 % emission probability) and Kg=6.5 keV
(2.8 % emission probability). The calibration procedure is accomplished by comparing
the ADC units translated into the associated electrons. An example of such a distribution
of signals from single pixels is shown in Figure 2.7. Three peaks are visible in the typical
Fed spectrum.

The first peak at low values is usually interpreted as a result of the hits outside the
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Figure 2.7: Response to a Fe® 5.9-keV X-ray source, the peaks correspond to photons interacting
in the thin depleted region under n-well (left) and the corresponding spectrum for signals summed
in a 2x2 cluster (right).

EPI layer. This interpretation is probably incomplete, as the hits in the EPI layer close
to a sensing diode also contribute to its low high energy part. The second peak is called
“charge collection peak”, which corresponds to the charge collected from hits occurring
inside the EPI layer but outside of depleted zone of the sensing diode, due to a thermal
diffusion. The distribution exhibits a small peak, the charge liberated in silicon by a
5.9 keV photon, which amounts to ~ 1640 e~ (an electron-hole pair needs a deposited
energy of ~ 3.6 eV). This peak is called “calibration peak”, it corresponds to a hit into
the depleted zone of the sensing diode. A measurement with a high statistics shows a
smaller second peak at a signal level above the calibration peak. This peak corresponds
to the interaction of photons of the less intensive 6.5 keV K g radiation. These calibration
peaks are usually used as an absolute reference for estimation of CVF and ENC, they

can be given by:

Ucalib -G
F=—"7— 2.1
v 1640e~ (2.1)
ENC _ Unm‘se . 16406 (2.2)

Ucalib

where U,qip and U,,pise represent the position of the calibration peak and noise peak

in ADC units, respectively. G represents the conversion gain®.

8The output signals are usually given in ADC counts of a 12-bit ADC mounted on the test board,
where analog output signals of pixels can be translated into 12 digital outputs.
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Table 2.2: Charge collection efficiency for the seed pizel, and for 2c2 and 38 pixel clusters using
a Fe® source (analog output at the clock frequency of 20 MHz).

EPI layer EPI thickness | seed | 2x2 | 3x3
standard(109Q.cm) 14pum 21% | 54% | 1%
10pm 36% | 85% | 95%
high resistivity(400Q.cm) 15um 31% | 78% | 91%
20pm 22% | 57% | 6%

The CCE is defined as the ratio of the total charge collection peak to the calibration
peak.

Uen
CCE = —=2229¢ 2.3
Ucalib ( )

where Uchqrge represents the position of the charge collection peak in ADC units.

2.2.1.3 Characterization of MIMOSA-26 sensors

In the laboratory, the measured ENC of MIMOSA-26 sensors with a low resistivity
EPI layer is 12-13 e~ and the CVF is ~ 74 pV/e™ at a clock frequency of 80 MHz (the
integration time of the sensor is ~ 115 s ) and at an operation temperature of about 20
°C. The charge collection efficiency was also measured. It reached a value of ~ 21% for
the seed pixel and of ~ 71% for a small matrix of 3x3 pixels [32].

In order to study the performance of MIMOSA-26 sensors with a high resistivity
EPT layer, MIMOSA-26 sensors have been refabricated in 0.35 um technology with a
high resistivity (~ 400 Q.cm)? EPI layer. They were fabricated on three different wafers
featuring the EPI layer thickness of 10, 15 and 20 pm respectively. A comparison of CCE
between them has also been listed in Table 2.2 [33]. One observation is that the CCE
decreases with increasing thickness of the active volume. Since the average diffusion path
of the signal electrons increases, the probability of losing charge carriers also increases by
recombination. From the beam tests, the maximum SNR is found for the sensors with

the EPI layer thickness of 15 um . It proves that an optimum SNR needs to not only

9400 Q.cm is a lower limit, meanwhile, we learned that the most likely value is ~ 1 kQ2.cm
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keep a good CCE but also generate a sizable signal charge in a sufficiently thick EPI
layer [34].

2.3 Noise sources in CMOS pixel sensors

CPS suffer from noise of various natures that affect the system at different stages.
The most important noise sources to be controlled in CPS are the leakage current shot
noise of the sensing element [35], electronic noise of circuits used for the chip-level and
board-level signal processing, and possibly also quantization noise (if the system has a

digitized output).

2.3.1 Leakage current related shot noise

Semiconductor devices suffer generally from charge leakage by thermal generation
and recombination processes. The mechanism of charge leakage is an indirect generation-
recombination via energy states in the semiconductor band [36]. The leakage current
of a depleted semiconductor volume depends on the density of certain impurities in the
semiconductor and can be expressed as a carrier lifetime. Leakage current related shot
noise exhibits an exponential increase with temperature and radiation level. It is a
growing function of exposure time and is given by (2.4), it is also shown that the number

of generated charge carriers in a defined time interval follows a Poisson distribution.

dn,leak = 4/ Meak = \/ 4 * 7;leak : tleak‘ (2-4)

where @y, jeqk is the root mean square (RMS)10 noise charge due to leakage shot noise,
Nieak 1S the mean number of thermally generated charge carriers over a time period tjeqk,

lleak 18 the leakage current, and ¢ is the elementary charge.

Leakage current related shot noise theoretically affects every reverse-biased PN junc-
tion of diodes of CPS. The only shot noise components having an important impact orig-
inate from the sensing diodes. For this reason, process technologies for semiconductor

pixel sensors are highly optimized for low sensing device leakage.

10The RMS value of a set of values (or a continuous-time waveform) is the square root of the arithmetic
mean (average) of the squares of the original values.
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Figure 2.8: Modeling of noise in an NMOS transistor as a drain-source current (left) or a gate
voltage (right).

2.3.2 Thermal noise

Thermal noise is the electronic noise generated by the thermal agitation of charge
carriers inside an electrical conductor, which happens regardless of any applied voltage.
Thermal noise in an idealized resistor is approximately white, meaning that the power
spectral density is nearly constant throughout the frequency spectrum. Thermal noise
is also generated in the channels of MOS transistors. The expressions (2.5) and (2.6)
are given respectively for thermal noise power spectral densities thermal of a drain-
source parallel noise current source and of a noise voltage source in series with the gate

connection of the MOS transistor [37], as illustrated in Figure 2.8.

Drain — source : Sf = 4kTvgp, (2.5)

hermal

4kT
Gate — voltage : S? it (2.6)
Im

hermal —

where g, is the transconductance of the MOS transistor, v is thermal excess noise fac-

tor!!l. T is the absolute temperature, k is the Boltzmann constant.

" The factor « is used for modeling of excess noise. The most important difference between the
expressions for thermal noise in resistors and MOS transistor channels is this factor: the theoretical
analysis mentioned above suggests a value of y=2n/3 in the case of strongly inverted and saturated
transistors, of y=n/2 for weakly inverted and saturated transistors, and of y=n for transistors in triode
region independently of their inversion state. In these expression, n is the slope factor of the transistor,
which is usually close to unity.
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2.3.3 Flicker noise

The mechanism of flicker noise (1/f noise) is the trapping and release of charge
carries at the semiconductor-oxide interface, which results in a fluctuation of the number
of mobile electrons in the channel [38|. Flicker noise is modeled as a noise source in series
with the transistor gate connection. The most common quantitative expression of the

flicker noise gate voltage power spectral density, is given by the following expression.

S2 — L
flicker CoxWLf

where f is the frequency, K is the flicker noise constant for a given process technology

(2.7)

and transistor type, W is the gate width, L is the gate length and C,, is the gate oxide
area density.

According to the expression of (2.7) and to the theory of interface state trapping,
flicker noise is independent of the gate-source voltage and transconductance. It depends
on the process technology and channel carrier type. Generally speaking, p-channel tran-
sistors often have lower flicker noise and stronger gate-source voltage dependence than
their n-channel counterparts. This could be explained that a p-type threshold adjust-
ing implant used in the channel region of p-channel transistors. Moreover, this shallow
implant also results in moving channel location where trap density is high due to sur-
face defects, the semiconductor is depleted and the trapping and release probability is
relatively low.

A particular case of flicker noise is random telegraph signal (RTS) noise. This low
frequency noise is very important for analog designs in advanced CMOS technologies.
As device dimensions shrink, the low frequency noise increases, and RTS noise is more
likely to be observed with transistors of small gate geometry. The origin of RTS noise
is attributed to the random trapping and release process involving one single trap state.
Compared to other noise sources, the impact of RTS noise shows a larger statistical spread
between the samples of a group of transistors of identical design and operating point. The
frequency dependence of RTS noise significantly deviates from exact 1/f behavior and is

possibly subject to transistor-to-transistor variation [39].

2.3.4 Board-level noise

The ENC for the entire system is easily obtained from the measurement of the output

noise. Note that this determination of ENC fully relies on measured data. Thanks to
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Figure 2.9: The simple example of realizing a CDS circuit and its model of the clamping technique
as a filter, consisted of a delay cell and a subtracter (left) and the row timing (Trow) of relevant
signals (right), Teyp s an integration time of the sensor, and n,q, is the number of the rows.

the use of high resolution board-level ADCs, an ideal ADC’s quantization noise (QN) is
given by
_LSB

QN = b (2.8)

where LS B is the least significant bit of an ADC. The noise of board-level electronics
should be negligible with respect to the noise of the pixel.

2.3.5 Fixed pattern noise

Mismatches of the leakage current of diodes tend to create FPN. Another important
factor affecting FPN is the mismatch in multi-signal paths based on the row-wise readout

operation in CPS. FPN can generally be eliminated by specified technique, e.g. CDS [40].

2.3.6 Correlated double sampling technique

CDS is a technique for measuring electrical values that allow for removal of an
undesired offset. It is used quite frequently when measuring sensor outputs [41]. The
practical realization of the CDS circuit inside a pixel and an equivalent model are shown
in Figure 2.9. The CDS technique also reduces low-frequency noise (e.g. flicker noise)
because the noise components varying more slowly than the sampling time difference are
suppressed by the subtraction operation between Read and Calib phases. The CDS
suppresses any DC components and offset voltages affecting the signal up to the column-

parallel circuit. The baseband transfer function H.4s(f) is defined in the z-transform
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representing the CDS operation. The amplitude of this baseband transfer function is
periodic with a period of 1/T,4s and the periodically extended representation of |H4s|
is given by(2.9).

|Heas(f)] = [2sin(7 fTeas)] (2.9)

2.4 Multi-stage in-pixel amplifiers with the CDS cir-
cuitry

A high spatial resolution depends not only upon the pixel pitch but also on the SNR
of the pixel. The latter depends on the size of diodes, the gain of amplifiers and the
thickness of the EPI layer, etc. The SNR of the pixel should be as high as possible to
suppress the noise of readout circuits at the column level for a simple reason that signal
amplification reduces the impact of noise sources, located in the signal chain after the
amplification stage.

Although a single-stage amplifier with a CDS circuitry has been implemented suc-
cessfully in MIMOSA-26, the gain of a single-stage amplifier may be inadequate, it have
led to the use of multi-stage amplification. In order to increase the gain of pixel with
a low noise figure, the offset cancellation methods based on input offset storage (I0S)
and output offset storage (OOS) are implemented in the multi-stage amplifiers, which are

described in the following subsections [42].

2.4.1 Multi-stage amplifiers with input offset cancellation

Figure 2.10 illustrates the application of the input offset storage (IOS) technique
in the pixel readout chain, which is composed of a sensing diode, a multi-stage cascade
amplifier, an offset storage capacitor (C) and a source follower. C), is the parasitic
capacitance at the sensing node, which includes the input capacitance of the preamplifier,
the parasitic capacitance at the drain of the transistor and the capacitance of metal
interconnections.

The in-pixel amplifier amplifies its input signal in normal operation, while the Sel
signal is active. During the offset sampling phase, the switch S turns on, resetting the
input and closing a unity gain loop around the preamplifier. In this situation its input

voltage,



32 Offset compensated in-pixel amplifiers for CMOS pixel sensors

Vde Vdd — | <
: Texp— Nrow T row
Vdd | Read Sel ]
: e Signal J
sl | e —
o HL L | calib = C. Clamp
L Ci i o I
el Sel 1= = [ ]
0_I : Refence Read
M D1, Lo
- Dl L ] ]
TC \¥ -=
P I
L S Pixel | Column | Calib [] B |_| t

Figure 2.10: In-pizel amplifier with input offset storage technique (left) and the timing diagram
of the working operation (right).

Va _ GO‘/osa
1+ Gy
where G is the DC gain of the preamplifier, V,, is its offset voltage. When this

(2.10)

switch is turned off, the charges in its conducting channel are released and removed
through the MOS source and drain terminals. In this way, when the transistor .57 opens,
a certain amount of charge Aq is injected into the capacitor Cj.

The offset voltage of the source follower, V¢, is not canceled by this technique.
To refer it to the input, in addition to the preamplifier gain one must also consider
the attenuation introduced by the capacitive divider formed by C} and C),. Thus, the
introduction of offset storage capacitors actually increases the contribution of V,;. The
total residual offset is

C V;)sa st

o= (14 =2 =4 2.11
Veo=U+a )T @ e e (2.11)

This offset voltage can be minimized by enlarging the gain of the preamplifier, i.e.

Aq

(G, but this reduces its settling speed. Normally, the in-pixel amplifiers are simple
common source amplifiers, having a G of ~5.
2.4.2 Multi-stage amplifiers with output offset cancellation

Figure 2.11 illustrates the application of the output offset storage (OOS) technique.

The offset sampling phase is when switch S7 and S5 turn on, a zero DC voltage connects
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Figure 2.11: In-pizel amplifier with output offset storage technique (left) and its timing diagram
of the working operation (right).

at the inputs of the preamplifier and of the source follower. The preamplifier amplifies
its own offset voltage, which is stored on the capacitors. This eliminates the contribution
from V4, to the residual offset, because the fixed DC voltage at the preamplifier input

yields a stable input voltage for the source follower.

When S7 and Sy open, their mismatches produce Agq in the charges and inject into
the capacitors, therefore disturbing the sampled value. Vj is not stored in the capacitors,

and thus it is not canceled by this technique. The residual offset is

Gy
Ch

Vi A
Var | Ad

0s — 1
Voo = 1+ 200G T Goch,

)

) (2.12)

For the same G, the offset voltage is smaller than the one obtained using 10S. Note
that the charge injection mismatch is now divided by G, because the capacitors are after
the preamplifier. Once again the residual offset voltage is minimized by increasing Gj.
However, in addition to reducing the operating speed, a high (G causes the preamplifier
to saturate. When it exceeds the maximum output voltage swing, the offset voltage
would not be correctly stored in this case. Thus, usually Gg < 10. Having a large C' is
desirable to reduce the attenuation introduced by the capacitive divider, and the effect
of charge injection mismatches. However, it limits the settling speed of the preamplifier

in the offset sampling phase.



34 Offset compensated in-pixel amplifiers for CMOS pixel sensors

N stages
A | 7-I'OW
[ A « >

Vdc Vdd Vdc Vdd vgc Vdd  vdc Texp= Mrow Trow
Sel
Clamp 1~n

[1n 1| in

Calib [] (]

Figure 2.12: In-pizel amplifier with multi-stage output offset storage technique (left) and its
timing diagram of the working operation (right).

2.4.3 Multi-stage amplifiers with hybrid offset cancellations

Figure 2.12 shows a cascaded preamplifier using OOS, preceding a latch circuit. As
the case of the single stage amplifier, such a multi-stage amplifier can be implemented in
the pixel-level discriminators and pixel-level ADCs, which will be described in chapter 4
and chapter 5 respectively. The offset voltages of all preamplifiers can be canceled. To
obtain the input referred offset voltage (V) of a latch circuit, one must divide V,4 by
the gain of all preceding stages. Considering the charge injection mismatches in each

stage, it allows to be written the residual offset as follows:

B Vost i Aq[i)/Cyi]
o n . Csli . j— . Crj
[T Gollarety =% Golid(TE ™" Golilerpriery)

where V4 is the input referred offset of the latch, Gyli] is the static gain of the i stage of

(2.13)

oS

the CS amplifier, AQ[i] is the charge injection mismatch from the i stage of NMOS switch.
Note that the input referred offset voltage is attenuated by the gain of the proceeding
stages.

Comparing (2.12) to (2.13) leads to the conclusion that, as expected, the contribution
from the offset voltage of the latch is reduced. However, the offset caused by the charge
injection of the first stage switch, S7, remains unchanged. Moreover there are additional

contributions from the charge injection mismatches in the subsequent stages. Therefore

"‘h
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Figure 2.13: In-pizel amplifier with multi-stage input offset storage technique (left) and its timing
diagram of the working operation (right).

the resultant offset may not be much smaller than the one achieved with a single stage
OOS architecture. To minimize this type of error, this multi-stage preamplifier can utilize

sequential clocking, whereas the gain stages leave the offset cancellation mode sequential,
S1 first and .5, last.

When S opens, the first stage of the amplifier leaves the cancellation mode, whereas
the following stages are still in that mode. Consequently, the offset due to charge injection
mismatch of switches is amplified and stored on the capacitors at its output. In other
words, this interval second stage of the amplifier acts as an OOS stage and hence reduces
its residual offset to zero. This approach is only valid if the delay between the edges of
clock pulses controlling S7 to S, is long enough to allow the complete offset storage on
the capacitors of subsequent pre-amplifiers. The speed will be a serious restriction to the

use of sequential clocking.

Figure 2.13 shows a cascaded preamplifer stages using IOS. The sequential clocking
scheme could be utilized to cancel the contributions of all charge injection mismatches
again, except the first stage of amplifier. However, as stated above, this solution is hard
to be used in high speed operation. In the following analysis, it is considered that all
sampling switches open simultaneously to introduce charge injection errors that are not

compensated.
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The unity gain closed loop around the preamplifier stores the offset voltages on
capacitors in series with input. Except for the last amplifier, this voltage is stored si-
multaneously on the capacitors that precede and follow it, thus canceling its offset. The
input referred offset of the latched comparator is obtained as before. The residual offset

voltage is,

‘/osl zn: A [7“] /C[Z] + V:)sn

_|_
Cri [é
[T Goll e = I Gl (1 + Goln)) T Goli) iy
(214)

Vos =

where Vg, is the input referred offset of the last stage of amplifier.

When using multi-stage (instead of single-stage) 10S, the contributions from mis-
matches in the preamplifiers and the latched comparator are reduced. It is even possible
to eliminate Vg, from the residual offset, by adding another capacitor between the last
preamplifier and a latch. However the offset caused by the charge injection of the first
stage switch remains unchanged, and there are additional contributions from the charge

injection mismatches in subsequent stages.

2.5 Sensor implementation

A prototype sensor has been implemented in order to demonstrate the performance
achievable through pixel-level voltage amplification, as outlined in section 2.4.1. Table 2.3
summarizes the most important specification points of this prototype which has been
fabricated in an open-access 0.13 pm CMOS Chartered technology.

Die size was chosen equal to one seat size on a multi-project-wafer run in order to
limit prototype fabrication cost, the prototype sensor is one of the designs in this chip.
Non-epitaxial, high resistivity silicon has been used as a substrate for implementation of
pixel sensors in this CMOS technology. Such a substrate without the epitaxial layer may

cause a large charge spread (i.e. low CCE) [43], it still can provide a set of measurement

Table 2.5: Selected parameters of the implemented prototype sensor with pizel-level amplification.

pixel dimensions | 12um x 12um
pixel array 16 x 8

diode dimension | 3pum X 3um
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Figure 2.14: Schematic of the pizel implementation.

results with an emphasis on CVF and noise performance.

Although the resulting spatial resolution of 16 pum pitch is sufficient for prototype
demonstration, the benefit of selecting a 12 pm pitch is to have a higher spatial resolution
of ~ 2.5 pum . On the other hands, it is also noticed that the smaller pixel introduces
a higher number of pixels in the same sensitive area, it translates into a high power

consumption or/and a slow readout speed of the sensor.

In order to provide a high conversion gain simultaneously with the optimum noise
performance, a two-stage voltage amplifier with the proposed input offset-compensated
technique is designed. The pixel circuit is shown in Figure 2.14. Fach pixel consists of a
diode, a pre-amplifier, a second-stage amplifier and a SF. A reset transistor connected be-
tween the input and output of the second-stage amplifier allows for a self-biased approach

to providing its operation point.
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Figure 2.15: Simulated results of pizel noise: the ENC of 22 e~ varies with the standard deviation
of 5.7e~ (left), the RMS noise of 2.4 mV at the output of the amplifier varies with the standard
deviation of 0.63 mV (right).

2.5.1 Simulated characteristics of the pixel architecture
2.5.1.1 DC characteristics of the pixel-level amplifier

The reset voltage is the supply voltage minus the source-gate voltage of the diode
connected transistor in a reset configuration, it is expressed in (2.15). An NMOS input
device of the 3.3 V supply option is employed for preventing the amplified signal from
dropping in the saturation. In combination with a slight reset voltage shift due to the
charge-injection effect, this choice provides about 0.8 V of the linear swing, it actually
makes full use of the input swing of the column-level readout circuit typically implemented

in the standard 1.5 V power supply domain.

Wy Wo Wi Wi W
reset — e - e - - _— — —_— 2.1
Vieset \/L2Vdd (\/LQWh2+\/L1‘/ih1) (\/L1 \/L2) (2.15)

where W7 /L1 and W5/ Ly are the ratios of width and length of input transistor and load

transistor, Vi1 and Vo are the threshold voltages of input transistor and load transistor.

2.5.1.2 Noise analysis

The in-pixel circuit with the column-level load capacitor acts as an effective low pass

filter. Generally speaking, noise components, varying more slowly than the sampling
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time difference, are suppressed by the subtraction of CDS operation, which attenuates
low frequency noise.

The thermal noise of the pixel-level amplifier is generated in the channel of the
common-source transistor. Thermal noise power of the load transistor (R), which can
be shown to be lower than the input transistor. Thermal noise power spectrum of the

amplifier observed on the column line, as expressed in:

Sy n(s) = 4kT (2.16)

where g, is the transconductance of the input transistor, C., is the total column line
capacitor.
The equivalent noise charge of the amplifier thermal noise is found by referring the

output noise after CDS back to the sense node, as expressed in (2.17)

1 xXo
desan = Ch / Hoaa(F) S22 f) (2.17)
Apia: 0 '

where C), is the value of the capacitor at the sensing node, A,;; is the total gain of the
pixel.

The frequency shaping of the pixel-level amplifier noise is defined by the first-order
low-pass filtering of the pixel-level amplifier and the frequency response of the CDS
operation (2.9). H.4s(f) is approximated by its average frequency response amplitude of

V/2. The equivalent noise charge takes the simple expression of (2.18):

2KTy

B 2.18
Apim C'col ( )

Qes,th =~ Cn

Two important conclusions can be drawn from expression (2.18) of the pixel-level

amplifier’s thermal noise as follows:

e CDS does not shape the thermal noise of the pixel-level amplifier because there is

no low-pass filtering element.

e The thermal noise on the column line can have very low RMS amplitude, thanks to

multiplication of load capacitor on the column line and pixel voltage amplification.
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Figure 2.16: Photograph of the prototype sensor (left) and a printed circuit board (PCB) for
testing the prototype sensor (right).

Based on the in-pixel schematic, the flicker noise spectrum on the column line gen-

erated by the common-source input transistor is given by (2.19)

K Api
SQ o) piz
w11 = G WL it s ROl

where C,,, W, L, K are the gate oxide capacitor density of the input transistor, the

(2.19)

gate width, the gate length, the flicker noise constant. The transconductance of the
input transistor. The equivalent noise charge of the pixel-level amplifier flicker noise is

expressed in (2.20)

1 00
Qes,1/f ~ C”%\//O |Hcds(f)|2 Sgs,l/f(zﬂ-f) (2'20)

The flicker noise of the pixel schematic can be reduced thanks to the low-passing

filter, the noise spectrum is directly filtered by the CDS transfer function.

2.5.2 Measurement results

The typical readout chain for CPS testing consists of a mother board as shown in
Figure 2.16, an auxiliary board and a data acquisition board connected to a computer.
The mother board provides the flexible control signals (e.g. clock and reset signals) and
power supply for the chip. Most of these signals are generated from this auxiliary board.
The design strategy of the mother board is to make a suitable size and to avoid self-

heating in a closed volume. The auxiliary board can be used as a voltage generator, and
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as a transceiver for digital signals. A 12-bit ADC with memory banks are designed on
the data acquisition board for data digitization. Analog signals from the auxiliary board
are converted into the binary outputs and stored in the memories of the data acquisition
board. The digital outputs are sampled and sent to the PC via USB ports. The more
details of the test system have been described in [44].

2.5.2.1 Noise calculation algorithm

As mentioned in section 2.2, the main objective of noise measurement is to evaluate
the values of temporal noise and FPN. A dedicated data analysis program has been
developed using C++ builder, the algorithm is described as follows [45]:

According to(2.21), the real signal is obtained by subtraction of the two consecutive
samples of the one pixel. The total charge signal of the pixel after CDS operation can be
given by:

Spixel = Ssz'gnal + Poffset + Otem (2'21)

where Ssignal is the charge signal value due to the interaction between the particles
and the silicon, o, is the residual random noise value and P, f4¢s is the common mode
offset value. Considering the accuracy of the noise estimate, an adaptive algorithm is
implemented. This algorithm based on weighted sums calculates offset and noise values
for each pixel. All of these parameters are digitized in ADC units, which are defined by
the data acquisition system. Assuming the acquired data were taken without any source,
the simplest offset estimator can be calculated by averaging the measured signals over N

events12

N
1
offset - N Z pixel, n Utem,n<k>) (2‘22)

th avent in the

where k represents the k" pixel in the array and n represents the n
total N events.

The FPN value, representing the importance of offsets over all pixels, is the standard
variance of the offset over a whole pixel array. For an array of M pixels, the FPN value

is given by the equation below:

I2An event is a frame of raw data taken from the pixel array.
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M
1
FPN = —— P? k) — M(Pytreer)? 2.93
I =1 [; of fsctin(K) = M(Fogpset)?] (2.23)

where P,ftsetn(k) is the offset value of the k" pixel in the array. The temporal

noise value is determined for each pixel with the expression below:

N
temn(k) = \/% D~ Spiwetn(k)2 = N - (Poggsern(k))?] (2:24)
n=1

The equation (2.24) gives the temporal noise value of the k™ pixel in the array, over
total N events. The temporal noise of the array is the average value over all pixels inside

it. For an array of M pixels, the mean value of the temporal noise of this array is

1 M
Otem,n — M ; Utem,n(k) (2'25)

2.5.2.2 Measurement of CVF

The test procedure starts by studying analog outputs with a source Fe®®. The
signal response of the seed pixel is studied as a function of the diode bias voltage (Vdc)
to determine the best working parameters for this pixel architecture, an optimum bias
voltage for providing DC operation point of diodes is fixed to 630 mV. The CVF of pixels
can be obtained from digital outputs of the board-level ADC per signal charge, it is also
a crucial value for calculation of ENC.

The distribution of all extracted signals should exhibit a small peak corresponding
to 1640 e~ collected in a single pixel. The CVF can be calculated by the formula of (2.1).
The distribution of hits for only one seed pixel, measured by recording a large number
of events, is given in Figure 2.17 for all 128 pixels. The measurement was performed
at a temperature of 20 °C and at the minimal integration time (g0 =16 us ). The
calibration peak is clearly seen (1 ADC Unit ~ 0.8 mV), when photons deposit all their
energy of ~ 5.9 keV on a single pixel. The measured CVF is ~ 166 pV /e, it shows that
the CVF is about three times larger than one obtained from MIMOSA-26 sensors, due

to an additional stage of the amplifier.
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Seed pixel signal from **Fe, T=20°C, Integration time=16 us
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Figure 2.17: The seed pizel signal from Fe® calibration for all 128 pizels. (T=20°C, tr.o.=16
s )

2.5.2.3 Noise performance

The ENC of the whole pixel matrix is obtained from the measured output noise,
expressed by the formula of (2.25). Note that this determination of ENC fully relies
on measured output noise and CVF. Thanks to the use of high resolution board-level
ADCs, the noise of the board-level electronics is negligible, the pixel noise can be tested
accurately. The ENC of ~ 24 e~ was measured with an integration time of 16 us for all

pixels, this result is shown in Figure 2.18.

2.5.2.4 Lessons learned and future plans

The ENC of the proposed pixel architecture is ~ 2 times larger than the value
archived with MIMOSA-26 sensors. The measurement result may reflect an underesti-
mation of the parasitic capacitor at the sensing node, where the extracted capacitor is
about ~ 2.3 fF. The noise level of ~ 15 ¢~ could be reached by further reducing the par-
asitic capacitors. A negative feedback configuration built between the pre-amplifier and
the diode would be utilized to improve the noise performance in the future designs [32].
In addition, for an unclear reason, nearly 10% of entries in the tail have a large value of

noise.
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T=20°C, Integration time=16 us
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Figure 2.18: Histogram of ENC for all 128 pizels. (T=20°C, tro.=16 us )

Another critical parameter of CPS employing the in-pixel amplifiers is pixel-to-pixel
spread of noise (i.e. FPN). The distribution of offsets was calculated statistically by the
formula of (2.23). The measured FPN shows that the mismatches of pixels are suppressed
by the use of the self-reset configuration, as described in subsection 2.4.1. The analysis

of the noise distribution gives a FPN value of £6.5 ™.

2.6 Conclusion

This chapter emphasized the need for fast, granular and thin pixel sensors to equip
the innermost layer of a vertex detector adapted to the ILC physics programme. It sum-
marized the state-of-the-art for CMOS pixel sensors of the MIMOSA series, mentioning
that they are likely to lead to a device complying with all specifications of the ILD vertex
detector operated at a collision energy of 500 GeV or below. The architecture of these
sensors is however unlikely to provide the read-out speed needed for the SiD concept, as
well for both concepts when going to the highest ILC collision energies foreseen (1 TeV
or above).

On the other hand, the intrinsic potential of CMOS sensors is well suited to such
requirements, but today’s commercial fabrication processes are far from exploiting this

potential for the detection of charged particles. It was advocated that the most promis-
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ing direction to escape from this major limitation is provided by vertical integration
techniques used in industry. A central topic of this PhD was to investigate paths allow-
ing to make CMOS sensors evolve towards multi-tier devices combining different CMOS
processes in order to comply with the most challenging among all potential applications.

This chapter, however, was dealing with an approach allowing to circumvent present
difficulties encountered with 3D technologies. It exploits the double-sided ladder concept
developed for the ILD vertex detector, where the ladders are populated on one face with
sensors optimized to reach the ambitioned spatial resolution while the other ladder face
is equipped with sensors designed to reach a time resolution significantly better than
10 ps. This approach can be considered as an intermediate step, on the way towards 3D
integrated devices, which combine the high spatial resolution and fast architectures in a
single chip.

The chapter concentrated on an enhanced in-pixel amplification which would mini-
mize the impact of the noise generated by signal processing micro-circuits implemented
downstream of the first processing stage. It showed how a two-stage in-pixel amplifier
could be achieved, using an offset compensation technique to mitigate the pixel-to-pixel
noise dispersion. Simulations were performed, indicating that the structure would allow
increasing the in-pixel gain of present state-of-the-art MIMOSA sensors by a factor of
about 3.

A prototype was designed and fabricated in a 130 nm technology, composed of 12
pwm pitch pixels. Its tests confirmed the expected gain enhancement, at the expense
however of a noise value about twice higher than the typical value of present sensors
based on a single-stage pre-amplifier. The noise excess is suspected to originate mainly
from the parasitic capacitance of the sensing node, which should be subject to substantial
reductions. The prototype also demonstrated that the offset compensation design allowed
to suppress quite efficiently the pixel-to-pixel noise dispersion, despite some remaining
noise dispersion which needs further investigations.

The pre-amplification circuit developed in this chapter is intended for a continuous,
rolling shutter mode, read-out. The next chapter will address an alternative sensor ar-
chitecture, attractive for its power saving. It exploits the time structure of the ILC, by
storing the signals inside the pixels during the full bunch train of the ILC, and by delaying

their low frequency readout inbetween consecutive trains.
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Chapter 3

3D integrated CMOS pixel sensors with
a delayed readout architecture

The access to commercial fabrication processes using vertical integration techniques
to staple chips at the pixel level is a recent event. This thesis was driving an effort to
explore various alternative architectures relying on such a process for their application to
an ILC vertex detector. The targeted specifications went well beyond those motivating
the development of 2D chips (see chapter 2) as they addressed the ILC operation at its
highest collision energy and include the constrains by both detector concepts, i.e. ILD
and SiD.

Since 3DIT improve dramatically the density of functionalities implemented in the
pixels, the question raises whether this can be used to realize sensors with delayed read-
out, for the benefit of reduced power consumption. This strategy, where the sensor
readout is taking place in between bunch trains, is also immune against potential elec-
tromagnetic perturbations generated by the e+ e- bunches.

Since all hits generated during a full train are accumulated in the sensor, the main
limitation of this scenario comes from pile-up, i.e. hits created at different times inside the
train which fire the same pixel. Two alternative approaches may be followed to avoid this
obstacle. One consists of making the pixels tiny enough (few pm pitch) to maintain the
probability of pile-up at a marginal level. The other approach consists in implementing
a counter in each pixel which delivers a time stamping for each hit it has detected.

The second approach requires sizable micro-circuitry inside the pixels, which impacts
their dimensions. The challenge of the pixel design consists therefore in realizing an
in-pixel micro-circuit offering a time resolution matching the number of hits per pixel

integrated over the train duration. This objective translates into the search for a trade-off

47
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between a micro-circuit large enough to provide the required time resolution and a pixel
small enough to keep the number of hits per train compatible with the time resolution.
2D sensors would not allow achieving such a trade-off while 3D sensors may allow for it.
It is one of the objectives of the thesis to investigate whether they really do. The studies
performed for this purpose are summarized in this chapter.

A 2-tier sensor featuring a 12 pum pitch pixel array was developed to suit the con-
strains of the innermost layer of the ILD vertex detector. Its readout is delayed beyond
an integration duration of ~ 1 ms, adapted to the ILC beam time structure. This readout
structure is expected to alleviate substantially the sensor power consumption.

The current chapter is organized as follows: the first two sections introduce the
advantages of 3DIT and a 3D integration technology used in our design (i.e. Tezzaron
3D integration technology). In the section 3.3, the design strategy of this 3D chip is
explained. Section 3.4 discusses the designs and characteristics of the pixels. Section 3.5

shows the test setup and measurement results.

3.1 Advantages of 3D integrated CMOS pixel sensors

As stated earlier, 3D-CPS are expected to resolve most limitations specific to 2D-
CPS. By vertically interconnecting two, or more, pixellated chips, the amount of logic
per pixel can be increased. The different pixel building blocks can be optimized to a
level, where smarter and faster pixel architectures can be implemented. 3DIT therefore

provide the following improvements for subatomic physics experiments:

High spatial resolution: The available area per pixel becomes proportional to the
number of tiers (layers) in the same 3D stack. With one of the tiers serving as a sensitive
device, the functionalities of the circuitry can be partitioned into the analog and digital
parts that are used in their optimal processes. A multi-layer structure allows to shrink
the pixel pitch, leading to a high spatial resolution (e.g. <3 pm though the charge is
encoded on 1 bit only).

High density in-pixel functionalities: The standard CPS approach may run into
another major difficulty, as the need for an efficient charge collection inhibits the use of
PMOS transistors within the pixel. By stacking several pixellated structures on top of

each other, it becomes possible to use both types of transistors in the non-detecting tiers.
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More intelligent structures can also be designed to improve the sensor performance. A
smart pixel architecture may also have a beneficial impact on the digital signal processing.
(e.g. the application of the pixel-level zero-suppressing readout is very desirable for

reducing the volume of the data to the outside world.)

Radiation tolerance: It has already been demonstrated that the radiation tolerance
of CPS with a high resistivity epitaxial layer can be extended to the order of 104
Neg/cm? [46]. 3DIT allow for combining different CMOS technologies, in which it may
provide a separate high resistivity epitaxial layer as a detector layer to improve radiation

tolerance.

Low material budget: The performance of imaging devices can be greatly enhanced
by high-density interconnections of two or more layers with the sensor and advanced
readout electronics, which may be thinned to ~ 50 pum by a post-process. By distributing
the peripheral readout logics into each pixel, the insensitive zone of 2D-CPS could also be
eliminated completely. The application of 3DIT is also expected to provide a very efficient
approach to reduce the power consumption [47|, because of reduced average interconnect
length between analog and digital parts. All the points mentioned above contribute to

alleviate the material budget.

High readout speed: 3DIT connect vertically analog and digital electronics tiers,
hence the crosstalk will be minimized. Due to the enlarged number of metal layers and
reduced load capacitors for the signal processing, the readout speed of the entire pixel
array is expected to speed up by at least one order of magnitude compared to the ordinary
2D-CPS.

3DIT, however, may result in temperature hot spots due to increased power density.
Therefore, any 3D design should consider the thermal issue in addition to other design

parameters [48].

3.2 Tezzaron 3D vertical integration technique

The development of 3D vertical integration in the microelectronic industry brings
along significant advantages for pixelated semiconductor sensors in the subatomic physics

experiments. 3D-CPS lead the designer towards extending pixel-level processing func-
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) Cross-section of wafer after transistors (b) The through silicon via is etched through
have been created but before contact metal the oxide and into the silicon substrate.

implementation.

(c) The TSV is filled with tungsten and fin- (d) The wafer is finished with its normal pro-
ished with chemical mechanical polishing. cessing (FEOL processing), which can include
a combination of aluminum and copper wiring

layers.
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(e) The wafers are aligned and bonded in a (f) After bonding the top wafer is thinned to
copper thermal diffusion process. the bottom of the TSVs.

Figure 3.1: Tezzaron’s stacking method based on two layers used in the first MPW run.

tionalities and achieving novel structures, where each layer is optimized for a specific

function. 3D circuits are stacked by multiple independent electronics layers on top of
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each other. By bonding after precise alignment, 3D-CPS are thinned and interconnected
through deep metal vias known as through silicon vias (T'SVs). Via holes may take place
on wafers before or after Front End Of Line (FEOL) processing. This choice, labeled as
“via last” or “via first” depends on the fabrication processes [49]. Quite a few bonding
techniques are currently developing; the four major bonding approaches [50] are oxide
bonding, adhesive bonding, eutectic bonding and thermo compression bonding. The
two first are via last while the two last techniques are via first.

A consortium [51] was organized to investigate 3D devices, based on two tiers of
the 130 nm CMOS Chartered technology interconnected by the 3D Tezzaron integration
technology. The Tezzaron process is a kind of via first technology [52]. The TSVs are
formed before the Back End Of Line (BEOL) as a part of the Chartered process. In
the Tezzaron-Chartered process, the wafers are face-to-face bonded by means of thermo
compression technique. The mechanical and electrical connections between two Chartered
wafers are created with Cu-Cu thermo compression bonding using the 6! metal layer.

In order to provide a strong mechanical coupling, the pattern of hexagonal metal
spots cover completely the chip. The TSVs are drawn with a diameter of 1.3 ym and a
minimum pitch of 3.8 um. As a TSV can only be 12 um deep at most, the top wafer is so
thin that the bottom end of TSVs can be exposed to connect with the buried circuit [53].
Figure 3.1 shows the Tezzaron’s stacking method based on two tiers in this MPW run.

The Tezzaron company has stacked successfully five bulk CMOS wafers, using this
new enhanced TSV technique. After adding each tier, the height of the total stack is
increased by about 15 pum, and there is no fundamental limitation on the number of
tiers. Experimental results have shown that the 3D wafers can be thinned to as little as
a few microns and stacked with sub-micron alignment. The interconnected wafers can be
handled in a normal fashion without special handlers or precautions. The transistors on
the stacked, bonded, and thinned wafers were shown to have no discernible performance

differences from their original 2D form [54].

3.3 Prototyping strategy of delayed readout architec-
ture

As mentioned earlier, the ILC beam is organized in ~ 1 ms long bunch trains sep-
arated by nearly 200 ms periods without beam. The operation of CPS may be tailored

to this time structure. It features then two distinct processing phases: a detecting phase
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coinciding with the bunch-crossing period, and a readout phase taking place in the beam-
less inter-train period.

Most of the hits recorded during a train in the vertex detector are due to beam-
strahlung electrons and positrons. In order to facilitate the association of the hits gen-
erated by physics processes of interest to the tracks extrapolated from the part of the
experimental apparatus less exposed to beam-related background, each pixel is equipped
with a time stamping micro-circuit. The strategy consists in making the pixel small
enough to be hit at most once per train in a large majority of cases. Once the dimen-
sions are fixed, an in-pixel micro-circuit needs to be designed which provides enough
time resolution to fight efficiently against the tracking confusions generated by the high
pixel occupancy due to beam background. In absence of this time stamping, the track
association would in fact be fooled by this high background hit density.

In order to estimate the sensor specifications, the results of beamstrahlung back-
ground simulations were used, which provided the background induced pixel occupancy
in the innermost layer. Two extreme values of the average occupancy were considered, in

order to account for the uncertainties affecting the Monte-Carlo predictions:

e A low value of the background (~ Monte-Carlo predictions): 3 hits/cm? per bunch-
crossing (BX)

e A high value of the background (standing either for more aggressive machine optics

or for baseline values with safety factors): 15 hits/cm?/BX

Two values of the cluster multiplicity were considered in order to sweep the range of
possibilities, depending on the signal discrimination threshold, the track bending in the
experimental magnetic field (3.5 - 5 T) and its production angle. The values retained
were 3 and 6 pixels fired per cluster.

The pixel dimensions were evaluated for the two hypotheses on the background rate
and on the hit cluster size mentioned above, using the Poisson distribution function
expressing the average proportion (\) of pixels hit in a bunch train. The goal was to
find out how frequently a pixel would fire more than once, and to play with the pixel
dimensions in order to keep this probability within an affordable level, making it possible
to associate a less accurate time stamping to the second hit firing a pixel, if any.

The frequency at which the pixel fires more than once during a single train is provided
by the complement to 1 of the combined probabilities to fire 0 or 1 pixels. Its expression

is given hereafter:
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Table 3.1: Values of P(N>2;\) as a function the pizel pitch, (X,Y) represent the different
assumptions: X is the value of the background and Y is the value of the cluster multiplicity.

Pitch | (3;3) (3;6) (15;3) (15;6)
20pm | 0.48% 1.80% 9.25% 27.4%

18um | 0.32% 1.21% 6.46% 19.9%
16pm | 0.2% 0.77% 4.26% 13.9%

14pm | 0.12% 0.46% 2.63% 8.94%

12pm | 0.07% 0.25% 1.48% 5.25%

P(N>2 AN =1—(1+X)-e? (3.1)

This probability is given in Table 3.1 as a function of the pixel pitch for each of the 2
different assumptions on the hit rates and on the cluster multiplicity quoted earlier [55].
One observes that a pitch slightly in excess of 10 pum may be considered as viable.
For instance, a pitch of 12 um leads to a double hit frequency of ~ 5% in the worst
case, i.e. for a hit density of 15/cm?/BX and a cluster multiplicity of 6. A less extreme
situation, where the average cluster multiplicity drops to 3, leads to only 1.5% such cases.

Since the second hit occurs near the end of the train in most cases, a dedicated
time stamping' is not necessary to record its arrival time. A bit just telling whether
or not the pixel has been fired twice should be sufficient. As a consequence, a pitch of
12 pm is considered as a candidate, where 3D-CPS have the capability of recording the
time stamping of the first hit and flagging the second hit. For a ~ 1 ms bunch train, a
7-bit time-to-digital converter (TDC) accuracy is required to achieve a satisfactory time
resolution of ~ 7.5 us.

As a consequence, we proposed a pixellated 3-tier CPS device adapted to the inner-
most layer of the ILD vertex detector, of which the 3 tiers should be integrated into a 12
pm pitch: in the bottom tier, the pixel contains a sensing element and a preamplifier for
signal detection. The intermediate tier contains a shaper and a discriminator for signal
discrimination. And the digital top tier performs a Time-to-Digital Converter (TDC) for
the first hit with a time stamping of ~ 7.5 us and sets a flag for the potential second hit.

!The basic idea of this approach is to record the time at which a hit has occurred in digital form, so
called time stamping.
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Figure 3.2: Prototyping strategy for the first 3D chip: from so far a 2-tier CPS with 12 pmx24
um pizels to a 3-tier CPS with 12 pmx12 um pizels.

Although a 3-tier pixel structure is targeted for specified applications at the ILC, the
first 3D submission using Chartered/Tezzaron technology was limited to only two tiers.
The main purpose of the prototype is to functionally validate the concept of 3D-CPS,
and not to provide an ultimate and optimized version. It was therefore acceptable to
make a slight modification, where the circuits of the bottom and middle tiers are spread
out on the same tier with a 12 umx24 pum rectangular pitch.

With this modification, the pitch of the digital pixels reflecting the final top tier was
doubled from 12 pmXx12 pm to 12 umx24 pm. Even with twice as large pixel area,
there was still not enough space to implement a 7-bit TDC, and a reduced accuracy TDC
featuring 5 bits was therefore implemented. For the final chip, the perspective is to use
smaller feature processes (e.g. 0.65 um CMOS technologies) as a digital part to perform
a 7-bit time stamping. Figure 3.2 illustrates the prototyping design strategy of such a
2-tier CPS.

3.4 Topology and circuit analysis

During the detecting phase, the counting values of a 5-bit time stamping are sent
synchronously to all pixel cells. When a pixel cell is fired, the content of its time stamping
is stored in registers. During the beam-less readout period, the inactive detectors have

time to cool and perform a delayed readout.
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Figure 8.3: Schematic (left) and layout (right) of the proposed analog pizel cell.

The chip features a matrix of 256x96 rectangular pixels. Each “analog pixel”?

con-

tains a 12 ym x12 pum detector part and a 12 yum X 12 um analog front-end. The analog
tier is divided into two main types of sub-matrix, the only difference between them is
that in one sub-matrix the diodes are replaced by calibration test structures for studying

the performance of the front-end electronics.

The digital tier includes the time stamping logics in each pixel and a 5-bit column-
level gray counter. The implementation of the gray code is to minimize the cross-talk
effects. With 5 bits accuracy, a hit during the ~ 1 ms bunch train will be flagged with a
~ 30 ps time slot. The rare cases of a second hit during the same train will be marked
by a flag. When the pixel array is operated in the readout mode, the digital pixels
are chained together and formed as a serial register, and the data of hit information is

interfaced with an 8b/10b serial transmitter at a data rate of up to 100 MHz.

3.4.1 Pixel design on the analog tier

The block diagram of the analog front-end is shown in Figure 3.3. Two designs of the
feedback resistor are implemented, the blocks of the analog front-end with the different

DC feedbacks are shown in Figure 3.4.

2 Analog pixel is defined as the pixel of the analog tier (intermediate tier).
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Figure 3.4: Feedback with a constant current source (left) and with a MOS switch (right).

3.4.1.1 Feedback with a constant current

The first version of the shaping stage, a time invariant shaper [56], is an alternative
to the feedback network. It consists of a current mirror structure continuously resetting
the shaper feedback capacitor C'y. The bias current is externally adjustable and the
saturation voltage of the current-mirror transistor is very small. As soon as a signal
appears, it generates a current exceeding the bias current. The output of the shaper
drops and puts a pair of current-mirror transistors in their saturated regime. Since C'y
is discharged by the reference current of the current mirror, the recovery time increases
linearly with the signal amplitude and is also suitable to apply in applications with time
over threshold detection. The current mirror configuration is capable of providing an
attractive trade-off between noise performance, consumed silicon pixel area and power
consumption.

The function of the circuit is derived here for identical transistors M7 and My oper-
ating in strong inversion with an usual square law current relation Ip = K /(VGS - Vr)

in saturation and Ip = 2K’ Vps(Vas — Vi — 0.5Vpg) in the linear region®. The abbre-

3The operation of a MOSFET may take place in three different regimes: weak inversion, saturation
and linear. It depends on the voltages at the terminals, Vios and Vpg are the gate-source voltage and
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. . /_KE.
viation K = 5 T

is used, with K being the transconductance parameter and W and L
the width and the length of the transistors, respectively.

This configuration is suited for negative input charges which produce positive output
signals. A leakage current [, leads to a slightly positive potential at the output so that

the source of M is actually at the input. Vizg1 of M; can be expressed as

I
Vasy = Vasz + Vpsy = Vr +4 Kb/ + Vpsa (3.2)

With [, flowing through M in saturation. Equation(3.2) shows that M) operates

in the linear region (Vpgs 1< Vgs1-Vr) when no output signal is presented and so,

e = 2K Vpg1(Vasa — Vi — 0.5Vps1) (3.3)

Injecting (3.3) into (3.2) and solving for Vpg 1 leads to
Ticar + 1y Iy

Vpgy = ek 720 [ 2 3.4

bl K K (34)

Licak + Ip
K/

When a negative charge is deposited at the input, the output becomes positive and

and again using (3.2),

Vasi = + Vr (3.5)

M goes into saturation. The potential at the input is held nearly constant by the
feedback action of the amplifier. Vizg1 remains unchanged as long as the voltage at the

node V4 does not vary. The current through M becomes

Iactive = K/(VGS,l - VT)2 = [leak + Ib (3'6)

The feedback in this saturation provides the leakage current (I;) to discharge C'y. A
very similar result is obtained, if both devices operate in weak inversion. The increase of
the feedback current by I}, is independent of the output amplitude and so the feedback
capacitor Cy is discharged with a constant slope. The output pulse comes back to the

baseline after a time

Q

‘L

(3.7)

drain-source voltage respectively, Vp is the threshold voltage of the transistor.
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The width of the pulse increases linearly with the injected charge () and a measure-
ment of the width of the discriminated output signal can be used to determine the analog

charge deposition.

3.4.1.2 Feedback with MOS in saturation

The second version of the shaping stage is a continuous-time MOS-resistor feedback
shaper [57]. It allows for a fast return to the output of a cascaded amplifier. A common
gate transistor operated in the linear region can achieve very high effective feedback
resistance. A MOS transistor has a channel resistance of R = [K(W/L)(Vas — V).
If a resistor in parallel to the feedback capacitor is used to discharge, for instance C'y
=5 fF in 7= 100 ns, a value of R;=20 M2 is required. The transconductance of the
common gate transistor increases with the output pulse amplitude. A fast return to the
baseline can therefore only be achieved at the cost of distorted energy detection, because
the additional noise of the biasing transistor will be brought in. Figure 3.5 shows the
transient simulated signal at the shaper output, when a current mirror is used in the

feedback network.

3.4.1.3 Zero crossing pixel-level discriminator

In this approach, a discriminator is used to detect a shaper output signal above a
given threshold. It generates a digital hit signal which is fed to the readout. Because
of the large number of individual pixels comparing a sensor (typically 10° to 10°), the
cancellation of the offset voltage is crucial to keep the dispersion of the signals from
all pixels at an affordable level. A careful design of the discriminator and all circuit
components affecting the hit efficiency is therefore necessary. For this purpose, an offset
cancellation method has proposed [58]. If the switch Sy (see figure 3.3) is turned on, the
comparator is in a unity-gain negative feedback configuration, and the offset voltage is
stored on the capacitor Cy with the opposite polarity. This mode is called the “offset

cancellation phase”. Then the residual input-referred voltage offset is expressed by

V;)sl + AQ
1+ A, Cs

where V41 and A, are the input offset and open loop gain of the amplifier respectively,

‘/052

(3.8)

AQ) is the mismatch in charge injection from switches S7 and So onto the capacitors Cs.

In the next phase, when the switch S5 is turned on and S; is turned off, the additional
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Figure 8.5: Feedback with a constant current source: top figure shows transient simulation out-
puts of the analog shaper. Bottom figure displays the output of the discriminator, where the
discriminator is triggered by a test ingection of ~ 4 mV and the output of the discriminator is

changed from logical one (1.5 V) to zero (0 V).

capacitors, ('3 and C}, are coupled between the input of the amplifier and the threshold
voltage node. Then, the voltage at the output of the amplifier is given by:

Cg—f—Cp .
C3+C4+Cp

B C4+Cp
03+C4+Cp

where V,,; is the output voltage of the discriminator; Vj is the input voltage of the

Vour = ( Vs Vi) - Ay (3.9)

discriminator; Vyy, is an adjustable threshold voltage; C), is the parasitic capacitance at

the input node of the discriminator, Ay is open loop gain of the discriminator.

3.4.1.4 Noise in the analog front-end

Figure 3.6 shows the circuit used for the calculation in this sub-section. The shaper
consists of a transistor with transconductance g,, driving into a resistor Ry. The capacitor
at the shaper output node is Cjy. This circuit has the frequency-dependent voltage gain

Vout (S v(0
v(s) = rls) ___ v0) (3.10)
Vin(8) 1+ s/v(0)

With the complex frequency variable s = 1w and with the DC-gain and band-width

constants:
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Figure 3.6: Circuit used for the noise calculation. The preamplifier (a) is a simple gain stage
with a capacitor load Cy and (b) the configuration of the shaper. The feedback capacitor Cy is
discharged with a resistor Ry.

1
~ CoRy
The feedback capacitor C'y is discharged by a large resistor Ry. Summing currents

v(0) = gm T, w(0)

(3.11)

at the input leads to
. 1
Yin = SCinUin + (Uin - Uout)<R_f + SCf) (3.12)

The elimination of v;, by (3.10) results in

_vout . U(O)

o 140(0 Cr+Cin
in O g [ LRy Ci + (14 0(0))C) + 8240

(3.13)

The effective input capacitor of the shaper should be significantly larger than the
sensor capacitor. Furthermore, C'y should be usually much smaller than Cj, in order to

achieve a high charge gain. With the conditions

v(0)Cf > Cip, > Cp,0(0) > 1 (3.14)

and using (3.11), expression (3.13) simplifies to
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v R R:C;,,C

H(s) = — ot —1 4 g2 Zin0 (3.15)
Lin 1+8(g_72+Rfo> 9m

This transfer function describes how a current signal of frequency s = 2w at the

input is converted to a voltage signal at the output of the shaper. The term R;C'y

expresses the discharge time constant 7y of the feedback capacitor. It should be larger

than the rise time of the output signal 7,.. It is therefore reasonable to get:

CoCin _ C
RiCp>r =22 >0 (3.16)
9m Cf 9m
so that (3.15) simplifies to
Vout Rf
H = — pum— 3-]—7
() Lin 1+ as + bs? (3.17)
with
a = R;Cy, b= (3.18)
dm

The noise performance of the front-end circuit is usually expressed by the means of
the ENC. Fluctuations in the drain current of the input element is modeled by a voltage
source e in series with its gate, whose power spectral density includes a channel thermal

noise term and a 1/f noise term:

de2  8kT LK
df  3¢m CouWLf

In (3.19), k is the Boltzmann’s constant, 7" is the absolute temperature, Ky is a 1/f

(3.19)

noise intrinsic coefficient. The noise density depends on the frequency f and is largest at

low frequencies. As before, the output noise (1/f noise) is provided by the relationship:

S df
f

The approximation of widely separated poles has again been used in this calculation

(3.20)

K:C? R%Z [
tou = KA [

CoxWL 1+ as + bs?

and some approximations have been made. The ENC becomes

Ci Kf 9m Cf
EN ~ — 21
Curs g V CoxW L\/ln(Tf Co C'm) (3:21)



62 3D integrated CMOS pixel sensors with a delayed readout architecture

Noise calculations will be performed under a simple hypothesis that this DC feedback
can be modeled in terms of a resistor R 7. The white thermal noise current of the feedback

resistor has the effect on v7, ; (out):

00 d -9 d
v (out) = / H(s)P %%

The feedback resistor current has a white noise spectrum with a spectral density

(with units A?/Hz) of

(3.22)

d(ify) _ 4kT
Ty (3.23)

[kT
ENC’Rf:% /;_f (3.24)

It does not only depend on the value of the feedback resistor but also on the integra-

The ENC of

tion time. So the increase of the thermal noise for smaller resistor values can be canceled
by the simultaneous reduction of the integration time.
The white thermal noise in the channel of the input transistor leads to an equivalent

white noise voltage source at its gate with a white spectral density of

d<vt2herm> 8kT

i = 3 (3.25)
The output noise becomes
00 -2 o0 2
nlont) = [l E e 2B [T 2
0 Im Jo |1+as+bs*| f (3.26)
_ 2kT Ci
37 Oy

and so

C; kKT 2C, C;
ENCiperm = —21/v? 1) =4 ———— 3.27
th q Utherm(ou ) q 3q CO ( )

The approximative calculations of the noise have illustrated some general facts:

e The noise can be determined by manipulating the frequency-dependent transfer

function of the shaper.
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Figure 8.7: Schematic block of the digital pizel (left) and the layout of the digital pizel (right).

e The fundamental noise can be increased in a slower system due to the sensor leakage

current and feedback resistor current.

e A relatively modest ENC (about 20-30 e~ ) can be achieved without any effect for

each pixel with the input capacitance (~ 1 fF) and input devices with moderate

gm-

When we consider the contribution of the thermal noise and the 1/f noise, the ENC
component should be optimized. Meanwhile, in order to save the power consumption of
the front-end circuit, the input NMOS device of the shaper features a W /L = 3/0.5 aspect
ratio and a drain current of 1.5 pA. The expected ENC is less than 30 electrons and the
charge sensitivity is about 250 ©V /e~ . The Mont-Carlo simulations from 1000 events
with 100 electrons show a shaping time of 20 ns. The simulations show the expected mean
ENC value (20 e~ ) and its standard deviation (1.6 e~ ), and the predicted amplitude of
the shaper output, which is equal to 62 mV with a standard deviation of 3.5 mV.

3.4.2 Pixel design on the digital tier

Figure 3.7 shows a block diagram of the “digital pixel”* cell, including the logics
of time stamping registers and a 2" hit flag. DO <0:5> are the pixel output signals
propagated to the next pixel cell in the column, while DI <0:5> are the signals arriving

from the preceding digital pixel cell. During the acquisition mode (Read = Reades; =

4Digital pixel is defined as the pixel of the digital tier (bottom tier).
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Table 3.2: Truth table of the digital outputs: out<0:6> are the output signals of the digital pizel,
out<0:4> are the value of the time stamping, out<5:6> represent the number of the hils firing
the same pizel.

Number of the hits | out<5:6> | out<0:4>

0 00 0

1 01 Certain time-stamping value
2 10 Certain time-stamping value

0), when the first hit is discriminated, the time stamping content is captured immediately
by the five scan flip flops.

If a second hit arrives in a pixel, the upper scan flip flop is triggered because the
output of NOR-gate has been set to zero by the first hit, so the 27¢ hit flag is changed
without once again triggering the other five scan flip flops (since they are only sensitive
to the rising edge of the Clock signal). However, when the second hit comes up, the flag
returns back to zero, which is the same value as the initial state of the flip flop. In order
to present the hit information in a simple format, a hit encoder is designed for presenting
the time stamping together with a two-bit header that indicates the number of hits in
every pixel. Table 3.2 lists the truth table of its functionality.

In order to avoid potential problems from the TSVs, the circuits of the digital tier are
designed for standalone functional verification. The circuits of the digital tier can thus be
tested separately by injecting a hit like signals independently of the analog discriminated
signals. In this test mode, the Read signal is asserted (Read = 1), without asserting
Readyes; (Readyesy = 0). The Clock signal is used to inject pulse signals to emulate the
hits.

3.4.3 Delayed readout

The timing of the rising edge of the discriminator output can be memorized so that
the time stamping can be determined digitally by catching the arrival time of the hit.
The time stamping for a hit could be stored, in principle, in the pixel and the trigger
coincidence made there. However, this would block a hit pixel during the readout phase,
so that the power of the chip is turned off. The time stamping values are therefore
transfered to buffers at the bottom of the pixel columns. The most important elements

of the digital readout are sketched in Figure 3.8, where three elementary tasks are running
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Figure 3.8: Simplified diagram of the time stamp readout used in our chip.

in parallel:

e A 5-bit time stamping counter operated at a period of 31.3 us generates the time
reference which is distributed to all pixels in the chip. The counter uses Gray
encoding to avoid out-of-sequence values during transition and to minimize the
number of bit transitions and thus power consumption. When a pixel is hit, the
time stampings of the rise of the discriminator output signal are stored in memory
cells in the pixel. The pixel data are ready to be processed when the second hit has

occurred and then a hit flag is set.

e During the readout phase, all pixels are connected and become a long shift register.
The information of all pixels stored in the local pixel are transferred to the buffers

at a programmable rate of 1-5 MHz.

e A readout controller (i.e. the finite state machine) controls the entire readout of the
chip. The controller operates the serial transmitter in the idle, preamble and write
modes. During data acquisition phase of the bunch train, the serial transmitter is

operated firstly in the idle mode, where it continuously sends a new synchronization
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Figure 3.9: Reticule (or frame) for the first multi-project wafer run (left), the frame including
A-J sub-reticules (right): L is the top-tier of the 3D chip; R is the bottom-tier of the 3D chip.

vector to synchronize the receiving end. At the end of the bunch train, it goes to
the preamble mode and indicates a start of data transmission, and then the write
mode is ready for transmitting data until all pixels are read out. The FSM is also
responsible of providing the C'lock and Read signals to the pixel cells, meanwhile,
an integrated 8b/10b serial transmitter is synchronous with a main readout clock

generated by a low jitter and low power PLL.

3.5 Experimental results and discussion

3.5.1 Description of the chip

In order to prove the functionalities of the 3D integrated chips, three test chips
called CAIRN® have been designed by IPHC. One of the three chips, named CAIRN-1,
is introduced in this chapter. The chip was submitted for fabrication in September 2009
in this MPW run. The reticule contains twelve sub-reticules allocated to the different
MPW contributors, as shown in Figure 3.9. CAIRN-1 is located in sub-reticule B.

The CATIRN-1 design includes:

e 3D integrated CPS pixel matrix of 96 X 256 pixels, featuring a 12 pym X 24

pm pitch, with a delayed readout architecture;

Sstanding for CMOS Active pixel sensors with vertically Integrated Readout and Networking func-
tionalities
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Figure 3.10: The BE PCB board and FE PCB board on which the CAIRN-1 chip is mounted
(left), and the main electronic components of FE and BE PCB boards (right).

e Test architectures consisting of a 160 MHz PLL, a 8-bit Digital-to-Analog Converter
(DAC) and a 8b/10b encoder;

3.5.2 Test setup

In order to have maximal flexibility and to save the power consumption of the sys-
tem, the detection system follows a two-board scheme developed for this prototype (see
Figure 3.10). A front-end (FE) board is wire-connected to a separate compact back-end
(BE) board, which transfers the control signals and the output data. The FE board
includes the biasing voltage generators, a programmable DAC and the analog buffers.
Two 32-pin connectors on the BE board allow for providing the power supply from the
regulator and input control signals from a logic analyzer. A personal computer (PC) is

used to store and show the output digital signals.
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3.5.3 Measurement of misaligned 2D chips

CMOS wafers with the two separate tiers of these CPS were delivered at the end
of 2010. One of these wafers was diced before 3D bonding, and the resulting chips were
successfully tested. In the layer with digital pixels and readout circuitry, the functionality
of delayed readout has been verified and its test result is shown in this sub-section. The
wafers from this submission were bonded by Tezzaron and one of the layers was thinned
to expose TSVs and provide access to the two device tiers. Presently (October 2011) the
first completed 3D wafers are being delivered by Tezzaron and finally, after wafer dicing,
3D chip testing is expected to begin very soon.

Our test chip (CAIRN-1) was designed using a 0.13 pm CMOS Chartered technology.
The chip consists of 96 x 256 pixels, providing an active area 1 x 3 mm?. In the laboratory
tests, various patterns were emulated with a pattern generator, and ran through the logic
millions of times, but the circuit has been working for clock frequencies up to 10 MHz
(i.e. 20 times faster than the nominal readout frequency); beyond 10 MHz logical errors
were reported. The delayed readout response was studied on 3 different chips in order to
evaluate its basic functionality, all chips exhibited very similar performance.

The injection of digital test patterns can be useful for quick tests of the digital section.
This feature can be used to simply verify the functionality of the digital tier. During the
detection phase, the 5-bit gray codes are sent to each pixel. The time stamping of the
emulated hit is latched by the time stamping registers. During the readout phase, all
outputs of digital pixels are shifted out serially, i.e. the 7-bit binary codes containing
5-bit time stamping and 2-bit flags are read out.

Test results are shown in Figure 3.11. When only one emulated hit is injected, the
flag represents an accurate output code of '01’. When two hits are injected, the flag
shows the corresponding binary code of ’10’, and the time stamping is not changed until
the time stamping registers are reset at the next acquisition phase. If there are no hits
injected in the pixels, the output code of the flag is always ’00’. Since the time stamping
registers are not triggered, the time stamping is in a format of ’00000’. The pixels of the
digital tier were tested, and found to be functional in the standalone test mode. Among
three CAIRN-1 chips tested, only 0.1% of all pixels were found dead for unclear reasons.

Finally, the power consumption of this chip was measured and found to be ~ 20
mW (only the power consumption of the digital tier). This value agrees well with the

one simulated, and corresponds to < 7 mVV/mm2 and to < 1 uW per digital pixel. This
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Figure 8.11: Measured waveforms of circuits on the digital tier, when (a) no digital pulse is

injected, (b) one digital pulse standing for a hit is injected into each pizel, and (b) two digital

pulses standing for two hits are injected into each pizel.
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latter value reflects that the power consumption of the digital pixels is not a main power
source w.r.t that of the analog pixels. In the other words, the delayed readout may show
a promising advantage over low power consumption. In the future, our research should

focus on the design effort needed for reducing the power consumption of the analog part.

3.5.4 Discussion

Such 3D devices were manufactured by using 3D Tezzaron integration technology
to stack with two tiers of 130 nm CMOS Chartered process wafers. Unfortunately, the
fabrication of 3D chips encountered some issues [59], so we just received a misaligned 2D
wafer of the digital tier two years after the submission. The functionalities of the circuits
in this 2D chips have been verified to work as expected. In May 2011, 30 single wafers
were produced, but only 3 bonded wafer pairs of poor quality were accepted up to now.
The major problem may be misalignment of the tiers, leading to top tier removal during
thinning process. The complete characterization of real 3D devices have to wait until the
complete 3D chips are fabricated successfully.

In order to develop the novel architectures of 3D integrated pixel sensors, we had
to change the design strategy. It was decided to first verify the functionalities of the
non-detecting circuits using the standard 2D CMOS Chartered technology. If the corre-
sponding IC circuits of analog and digital pixels will come out functional as expected,
their integration in a single chip using 3D interconnection technologies may be predicted.
Meanwhile, we also can compare the performance between the previous 2D chips and real
3D chips. Therefore, our proposed designs mentioned in the following chapters will be

based on this idea.

3.6 Conclusion

A 3-tier CMOS pixel sensor featuring a 12 pm pitch has been proposed in this
chapter. This small pixel pitch was chosen for keeping low probability (<5 %) of firing
the same pixel more than once in the same train. Moreover, a 12 pm pitch also can
guarantee a high spatial resolution of 2-2.5 yum in case of binary charge encoding.

Since the first submission of the 3D integrated chips was limited to two tiers, we
made a simplified design where the pixels of the top tier (detection tier) and intermediate
tier (analog signal processing) were in fact integrated on the same tier. They form a

12 pm X 24 pm cell resulting from twice 12 ym X 12 pum element units. Even with
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a twice larger pixel area, only a 5-bit time stamping (i.e. time resolution of ~ 30 us )
accompanied by a flag latch could be implemented.

The analog front-end includes a diode, a shaping amplifier and a discriminator.
It converts the charge of an impinging particle into a binary output signal. The cell
operation was simulated, leading to an average power of ~ 7.5 uW predicted per analog
pixel. The simulated CVF of the shaping amplifier is ~ 250 uV /e~ . The predicted
ENC amounts to ~ 20 e~ , and the discriminator threshold dispersion amounts to ~ 23
e~ . The noise of a preamplifier followed by a simple shaper has been studied. It allows
an optimization of noise for a given detector capacitor by an appropriate choice of the
current. More current of the shaper is needed for faster shaper with shorter peaking
times but the minimal noise value remains unchanged. The contributions to threshold
dispersion come from the device mismatch in the shaping amplifier and discriminator; an
optimized design of this analog front-end is being investigated. Because of the limited
pixel area (12 pm pitch), the development of a single-ended analog front-end without a
calibrated pixel-level DAC is still primary.

Prototypes of the proposed 3D-CPS were partly characterized. The test results show
a full function of the circuits on the digital tier. It also should be noted that a small
pixel (12 pym ) in the same active area translates in a modest power consumption. Using
this CMOS technology, each 3D integrated pixel cell consumes an average power of ~ 10
uW, the sensor power dissipation is ~ 7 W/ch. The chip of 3D-CPS introduced in this
chapter is a prototype, not taking a full advantage of a delayed readout. The reduction
of power consumption is another concern in this design, the main contribution originally
comes from the analog part.

In the near future, the fabrication of the 3-tier CPS with a 12 pum pitch will be
completed: in this design, the current analog tier is split into two different tiers reflecting
their functionalities. In order to realize a 7-bit time stamping (corresponding to a time
resolution of ~ 7.5 us ), another CMOS process with smaller feature size (e.g. <65 nm)
will presumably be needed for the digital tier. Although this delayed readout architecture
is a very attractive candidate for the innermost layer of the ILD vertex detector, the
required 7-bit high-precision time stamping is difficult to obtain with a pixel pitch of
only 12 pum . The alternative approach, based on a continuous readout architecture was

therefore also investigated in this thesis. It will be developed in the next chapter.
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Chapter 4

3D integrated CMOS pixel sensors with
a continuous rolling shutter readout

In the previous chapter, we have investigated a delayed readout architecture of 3D
integrated CPS for the innermost layer of the ILD vertex detector. The essential advan-
tages of this readout architecture have been explained. In this readout architecture, each
pixel implements a discriminator and a 5-bit time stamping latch. A main limitation of
this readout is the high power consumption, because all pixels in the whole matrix have
to be switched on during the detection phase. Another limitation is that a sufficient time
stamping requires too many transistors, which may impose a relatively large pixel pitch,
depending on the manufacturing feature size.

2D-CPS typically utilize a rolling shutter, where the pixels in the array are selected
row-by-row sequentially from top to bottom. The rolling shutter takes the great advantage
of saving the power of the pixel array at the expense of the readout speed. A new strategy
was devised for the rolling shutter readout as advanced (3D) interconnect technologies
allow for a higher degree of parallelism to speed up. The whole pixel array can be divided
into several subarrays that are read out in parallel, squeezing the readout time of the pixel
array to that of a subarray. As compared to the delayed readout approach, the benefits
of a parallel rolling shutter readout are explained and analyzed in this chapter.

In section 4.1, we will first introduce the parallel rolling shutter readout and its
advantages in 3D-CPS. In sections 4.2 and 4.3, the main research interest will focus on
discussing the pixel design, i.e. a high speed and low offset pixel-level discriminator and
a pixel-level zero suppressing readout circuit. A proof-of-concept 2D chip was fabricated
for verifying the functionalities of the proposed pixels, the simulation and experimental

results are presented and compared in section 4.4. Finally, the conclusion and future
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Figure 4.1: A 2 x 2 pizel array of 2D-CPS (left) and a 2 x 2 pizel array of 3D-CPS (right).

plans are given in last section.

4.1 3D integrated CMOS pixel sensors based on a con-

tinuous readout

The rapid review of the performance of MIMOSA-26 sensors clearly indicates the
pressing need to achieve a faster readout speed, which is also one of the motivations of
developing a double-sided ladder. With the column-level processing like that of MIMOSA-
26, the pixels (grouped in columns) are read out row by row and routed onto the column
level discriminators. These pixel signals need to be buffered for driving a parasitic ca-
pacitor! at each column. With this typical continuous readout mechanism discussed in
chapter 2, the readout speed strongly depends on the row processing time and on the
number of rows in the pixel array. On the other hand, either a shorter row processing
time or a reduced number of rows can improve the readout speed.

Using two or more vertically interconnected pixellated chips, more intelligence per

pixel can be integrated with different CMOS manufacturing processes. Therefore, 3D-

!The capacitor consists of the parasitic capacitor of a long routing metal line and the switching
capacitor.
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Figure 4.2: Left and right figures illustrate how to work in every subarray of 8D-CPS, where

each subarray is divided into two halves.

CPS with small pitch pixels are capable of handling high data rates. Vertical integration
allows for a separation of the sensor, the analog front-end electronics and the digital read-
out sections. The short connections between them offer very small parasitic capacitance
(~ a few fF), as shown in Figure 4.1. The readout speed can be increased by at least one
order of magnitude, as compared to the ordinary 2D-CPS. Each chip (tier) is optimized
for a given part of the charge generation or signal processing chain.

In this chapter, we present plans of designing a 20 pm pitch 3D-CPS with the follow-
ing functionalities: detection with analog processing on the top tier, pixel discrimination
on the intermediate tier and zero suppressed readout on the bottom tier. It is planned to
fabricate the proposed 3D-CPS by using two different CMOS technologies and two dif-
ferent wafer bonding techniques [60]. A CMOS process with a high resistivity epitaxial
substrate is used to fabricate the sensor tier (top tier), which is vertically connected to a
2-tier CMOS readout electronics chip. Two tiers (wafers) of this chip are manufactured in
a 0.13 pm CMOS Chartered technology and vertically integrated by 3D-Tezzaron tech-
nology [61, 62]. The connection of the different tiers is performed by Through Silicon
Vias (TSVs).

The whole pixel array is divided into several subarrays, each being split into two
halves (i.e. group A and group B). Since the rolling shutter operation has to be compliant
with zero suppressed readout, these two operating procedures are consecutively alternated
between group (A) and group (B). The working principle of a subarray is illustrated in
Figure. 4.2. In the group (A), the pixel signals of selected row are amplified on the top

tier and discriminated on the intermediate tier. Binary data values are directly buffered
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into in-array storage on the bottom tier before being read out. In the group (B), the zero
suppressed readout simultaneously extracts the stored hit patterns of the previous frame
in the rows parallel, and vice via.

The zero suppression circuitry, now distributed into the pixel array instead of being
located in the periphery of the pixel array, is no more constrained by the row processing
time. Instead, it saves half frame readout time to encode patterns of hits. The relaxed
timing constraints allow for addressing a much higher hit density, which can be estimated

from a statistical study based on the highest occupancy expected in the pixel array.

4.2 High speed pixel-level discriminator

The pixel cell of the top tier includes a diode and a common source (CS) amplifier.
The output of the latter is connected to the pixel-level discriminator integrated on the
intermediate tier. By embedding a discriminator into this pixel for analog-to-digital
conversion, the output of the pixel is transformed into a boolean information. The binary
outputs of the pixel-level discriminators are passed through the silicon wafer to the bottom
tier by TSVs.

A high-gain cascaded amplifier was designed as a pre-amplifying stage of the pixel-
level discriminator. The block diagram of this discriminator, consisting of an auto-zeroed
pre-amplifying stage and a dynamic latch, is shown in Fig. 4.3. An all NMOS-transistor
architecture was proposed for another possible 2-tier 3D-CPS [63|, where the discrimina-
tors can be integrated on the sensor tier without degradation of the detection efficiency.

The offset voltage of a multi-stage amplifier can be canceled by an output offset
storage method [64]. To minimize the reset noise (or KTC noise) of the switches, this
multi-stage amplifier leaves the offset cancellation mode sequential; C'lamp] first and

Clamp4 last. The input referred residual offset Vs ger of this discriminator is given by

Vost ! AQJi] AQ[Clamp]

Vorfset = —4 o~ - 7 -
g1 = T o+ 2 G [T_,Golj]  ClI

1=1

(4.1)

where Vpgy, is the input referred offset of the latch, Gy|i] is the static gain of the i-th
stage of the CS amplifier, AQ[i] is the charge injection from the NMOS switch of the
i-th stage, and AQ[Clamp] is the charge injection of the first Clamp switch. C[i] is the
capacitor of the i-th stage. Note that the input referred offset voltage is attenuated by

the gain of the overall chain. However, the reset noise of the Clamp switch resetting the
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Figure 4.3: Schematic of the proposed pizel-level discriminator (up), schematic of common source
amplifier and dynamic latch used in the pizel-level discriminator (down).

coupling capacitor (C7) remains, but this result can be reduced by an appropriate choice
of capacitor |65].

The cascade of low-gain amplifiers allows for a high operation speed together with
a high gain. The static voltage gain of each stage is about 4, yielding a gain larger than
200 for the cascade of four stages. The implemented dynamic latch has no static power
consumption, its detailed schematic is also shown in Figure. 4.3. The total static power
consumption of each discriminator is about 120 W .

The timing waveform for the pixel-level discriminators is shown in Figure. 4.4. The
discriminators are switched on by the Power signal, the hits are stored in latches. The
Read signal is used to enable a tri-state buffer for reading out the stored binary output
of the last frame. Therefore, two phases are needed for a complete offset cancellation and

signal discrimination:

e During 7 (calibration phase), the offset of each stage is stored on the output
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Figure 4.4: Time waveform of the proposed pizel-level discriminator.

capacitances, this offset is corrected, as illustrated in (4.1). Afterwards the C'lamp
signal delivers immediately a DC voltage Vi1 that is different from the voltage
Vep2s Vepe is a DC voltage for biasing the four-stage amplifier. The threshold level
is defined by Vip—Vep1-Vepe, it is stored in the first sampling capacitor.

e During 75 (discrimination phase), the Track switches are turned on, the subtrac-
tion of the stored threshold voltage and input signal is performed, the difference is
amplified by the multi-stage amplifier and the resulting logical state is latched and
memorized by Latch and Latch_d signals. During the Read phase, the latch is
designed to produce logical levels at the output. If the difference is positive, the

output of the latch is “1”; otherwise, it is “0”.

In the conventional methodology, the pixel signal is read out to a large column bus
capacitance which is in the order of pF for the case of one hundred rows [66]. Note that
the settling time of the pixel signal decreases as power consumption increases due to
the adverse affect of the column-level parasitic capacitance. Pixel-level signal processing
helps to overcome the limitations due to much smaller pixel-level parasitic capacitances
(~ a few fF'). The readout of the architecture therefore gets accelerated, this contribution

comes from two times shorter row processing time (~ 100 ns) w.r.t the row processing
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Figure 4.5: The simulated firing efficiency of the proposed pizel-level discriminator.

time of MIMOSA-26 sensors.

In the conventional 2D-CPS designs, a relatively large current is required to drive
the column-level parasitic capacitor for maintaining a satisfactory signal-to-noise ratio of
the pixel signals, this extra power consumption can be saved in 3D-CPS. As a reference
of MIMOSA-26 sensors, the consumed current of the in-pixel amplifier is about 10 pA.
The common source follower (i.e. analog buffer) consumes about the current of ~ 50
1A to drive a large column-level parasitic capacitor of ~ 8 pF. The average current of
the column-level discriminator is in the order of ~ 70 pA. Therefore, the total average
current of the signal processing chain is about 120 pA.

In our design, the analog-to-digital conversion is performed at the pixel level rather
than the column level. The source followers consuming such extra power are not required
to provide the signal buffering. The average current of the pixel-level signal processing
chain is only 65 pA. The total average power consumption is reduced by a factor of ~ 2.
Therefore, the in-pixel digital outputs make the continuous (or called rolling shutter)
readout more amenable to development of low-power CPS, for it eliminates the analog
readout bottlenecks.

Tests of MIMOSA-26 sensors in both the laboratory and particle beams show excel-
lent results, which have been introduced in chapter 2. The behavior of the column-level
discriminators isolated from the pixel array was studied on MIMOSA-26 sensors. The

temporal noise and FPN values of the column-level discriminators amount to 0.3 mV and
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Figure 4.6: Schematic view illustrating the encoding of the pizels delivering a signal above dis-
criminator threshold.

0.2 mV, corresponding to 9 e~ and 6e~ respectively. In this case, the noise performance
of the pixel-level discriminators should be comparable with that of the column-level dis-
criminators, widely used in 2D-CPS. The firing efficiency of the pixel-level discriminator
with the sensing diode, shown in Figure 4.5, was simulated as a function of the input sig-
nal magnitude expressed in electrons. The firing efficiency gives the simulated temporal

noise of ~ 10 ¢~ and FPN of < 10 e~ , which meet the design goals.

4.3 Pixel-level zero suppressed readout

Figure 4.6 shows an example of the pixel array on the bottom tier with some hits.
Beam tests with 20 pm pitch CPS have shown the average length of a cluster is less
than four pixels in a row. Therefore four successive pixels are required to generate the
"cluster information". The cluster information includes the column address of the first
fired pixel and a two-bit encoding, which represents the number of the fired pixels in a

four-pixel group, as expressed in (4.2) and (4.3).
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Figure 4.6 shows an example of the pixel array on the digital tier with some hits.
Since the average length of a cluster is less than four pixels with a 20 pum pitch in a
row [67], four successive pixels are required for predicting a so called "hit state". Its
format includes the column address of the first fired pixel and a two-bit encoding, which
represents the number of the fired pixels, as expressed in (4.2) and (4.3). A condition of
identifying the i-th pixel as a hit state is that disc(i) and disc(i-1) are the logical one and
zero respectively. The two-bit encoding gives the status report of three preceding pixels

(i+1, i+2, i+3).

code0(1) = disc(i + 2) - disc(i + 1) (4.2)

codel(i) = [disc(i+ 1) - disc(i + 2)] + [disc(i + 2) - disc(i + 3)] (4.3)

where disc(i) is the discriminator output signal of the i-th pixel. code0(i) and codel ()
are the most significant- and the least significant-bits encoding the number of contiguous
pixels receiving signals above threshold.

A condition of identifying the i-th pixel to be the first pixel in a cluster (i.e. the seed
of the cluster) is that disc(i) and disc(i-1) are the logical one and zero respectively. The
rare cases of overlapping clusters can not be excluded, they may lead to the number of
contiguous fired pixels larger than four in a row. To account this, we will also consider
the i-th pixel to be the seed of a cluster if the previous four pixels are fired and the dis(i)
is the logical one.

Note that the hit information uses fewer bits than the original representation for
reducing the raw data flow. The zero suppression is preformed based on a sparse-scan
readout scheme. When an individual pixel identifies itself as the cluster of a seed, it is

able to trigger the readout of their hit information by generating a signal, named token.

token(i) = disc(i) - [disc(i — 1) + disc(i — 1) - disc(i — 2) - disc(i — 3)]  (4.4)

where token(i) represents an enabling signal of the i-th pixel. The disc(0,1,2) signals in
each row are the logical zeros for initiating the readout. Using De Morgan’s theorems,

the previous expression can be simplified as follows:

token(i) = disc(i) - [disc(i — 1) « [code0(i — 4) - disc(i — 4)]] (4.5)
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Figure 4.7: Sparse scan logic implemented in the i-th and (i+1)-th pizel cells of the bottom tier.

In order to provide effectively a non-redundant encoding, instead of checking the
discriminator value of the fourth pixel (disc(i — 4)), we recursively check whether this
pixel element generates the token signal or not. Therefore, the hit identification logic

has been slightly modified:

token(i) = disc(i) - [disc(i — 1) - [code0(i — 4) - token(i — 4)]] (4.6)

here we defined:

state(i — 1) = disc(i — 1) - [code0(i — 4) - token(i — 4)]

o (4.7)
= disc(i — 1) 4 code0(i — 4) - token(i — 4)
From(4.7) force(i) can also be defined as:
force(i) = code0(i) - token(q) (4.8)
and then (4.7) yields
state(i) = disc(i) + force(i — 3) (4.9)

Each pixel has a sparse-scan bank that is used to skip unfired pixels, to find the first

"cluster seed" in a row and to activate the readout of the hit information generated by
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this seed. It has only one flip-flop, initially reset to zero by the reset signal. The sparse
scan is implemented using a signal, called pass(i), that is loaded into the flip-flop on
the rising edge of the clock signal. The pass signal is propagated through a chain of
intertwined NOR and NAND gates (see Fig. 4.7). We have therefore two types of digital
pixel cells on the bottom tier, one based on NOR (e.g. the i-th pixel) and the other based
on NAND (e.g. the (i+1)-th pixel). This realization of the chain requires the minimum

number of gates.

Let us now consider the cell based on NOR: The pass input (i.e. signal pass(i))
being equal to logical one indicates that there are seed pixels with a higher hierarchy
than the i-th pixel. Only if the i-th pixel identifies itself as a seed (i.e. taken(i)=1), and
pass(i) is logical zero. The enable(i) signal, acting as an enable for reading out the hit

information during the sparse-scan, is active.

Every pixel in a row communicates with its three following pixels (¢ 4+ 1,742, 7+ 3)

|
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Figure 4.8: Schematic of the digital pizel cell (i).
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to determine the state of the hits (i.e. the number of the pixels in the cluster). It also
receives force(i — 3) and state(i — 1) signals from the previous pixels. These signals
are used to identify a seed. The schematic of the i-th pixel cell was designed as shown in

Fig. 4.8.

4.4 Readout controller design

The minimum number of buffers in each row allowing keeping a low probability (<
10_3) of missing hits was derived from physics simulations. For every token clock cycle,
new hits data are always stored in the first empty buffer, and then with the content of all
hits being shifted from one buffer to the next. After all token clocks, all valid hit states
have been stored in the buffers. Meanwhile a hit counter (CNT) increments the number
of valid hits as long as the token injected into the row has not been returned [68].

The row buffers are implemented as scan flip-flops, their hit information being shifted
row by row during the readout phase. The chip-level readout controls the operation of
data transmission. A finite state machine (FSM) calculates exactly when to request a
new row from the number of valid hits.

The chip level readout controller illustrated in Figure 4.9 collects hit information
from the buffers and sends them out of the chip. To avoid waiting clock cycles during
the request of a new row, the pipeline extends two stages, allowing the FSM to read the
hit states in a pair of 16-bit FIFO memories. The readout FSM starts by asynchronously
scanning through the hit counters of the row segments, and selects serially the valid hit
states of the previous frame. If a hit information is extracted from the sub-array, the
hit counter is decremented by two in the selected sub-array. The content of row buffers
is shifted by two places. Finally, after decrementing and shifting, the procedure can be

repeated until the state of counters becomes equal to zero.

4.5 Circuit implementation

In order to save the cost and time and to reduce the exploration risk of 3D inte-
gration, this chapter presents a 2D proof-of-concept design to verify the functionalities
of the readout electronics chip as an experimental attempt. The prototyping strategy is
therefore to spread out the 2-tier CMOS readout electronics on a 2D Chartered wafer.

First test results on readout electronics (i.e. pixel-level discriminator) are presented in
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this chapter, they will determine the flexibility and adaptability of a future 3D integrated

chip with full sensor functionality.

The chip implements a 20x10 pixel array on a 1x1.16 mm? core. It has been

extensively tested, the electrical performance of different functional blocks were examined
individually, the pixel-level discriminators being designed with dedicated test structures.
Several test groups were designed for minimizing the noise of the discriminators, three
types of transistors with the different noise characteristics were implemented in three
main blocks of the discriminator (i.e. the first clamping capacitor, the multi-amplifier
and the latch) (see Table 4.1). The micro photograph of the chip and its test board are

shown in Figure 4.10.

The outputs were connected to a simple digital multiplexer directly via the output
pads. The functionality of the pixel-level discriminators was studied with a main clock
frequency of 12.5 MHz (i.e. a row processing time of 80 ns). The firing efficiency of dis-
criminators is measured by scanning the threshold voltage while keeping a stable voltage
for inputs [69]. A digitizing scope is used to visualize the output of the comparator and

also to compute the average number of “1” over a significant number of cycles for each
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Figure 4.10: Micro photograph of the proof-of-concept chip (left) and its test PCB (right).

threshold value. The threshold of a pixel is measured by the fraction of detected hits as
a function of the injected charge - S curves. In the reality, the electronic noise introduces
the fluctuations on the signal voltages, and the amplitude of the fluctuation is Gaussianly
distributed. Therefore, the possibility of hits to exceed the threshold can be described
by the convolution of a step function and a Gaussian distribution, which turns into a

complementary error function (Erfc).

Table 4.1: Different types of transistors used in three main blocks of the pizel-level discriminator,
as shown in Figure 4.3. “native” means a transistor with nearly zero threshold voltage; “lvt” means
a transistor with low threshold voltage. “NMOS 1.5”7 is a normal NMOS transistor adopted to
use 1.5 V power supply, “NMOS 3.8” is a normal NMOS transistor adopted to use 3.3 V power

supply.

Groups | M/ M, M3 Cy (NMOS capacitor)
N1 NMOS 1.5/NMOS 1.5 (native) | NMOS 1.5 | NMOS 1.5 (Ivt)

N2 NMOS 1.5/NMOS 1.5 (native) | NMOS 3.3 | NMOS 1.5

N3 NMOS 3.3/NMOS 1.5 (native) | NMOS 1.5 | NMOS 1.5 (native)
N4 NMOS 3.3/NMOS 1.5 (native) | NMOS 3.3 | NMOS 3.3

N5 NMOS 3.3/NMOS 1.5 (Ivt) NMOS 1.5 | NMOS 1.5 (Ivt)

N6 NMOS 3.3/NMOS 1.5 (Ivt) | NMOS 3.3 | NMOS 1.5

N7 NMOS 1.5/NMOS 1.5 (Ivt) | NMOS 1.5 | NMOS 1.5 (Ivt)

NS NMOS 1.5/NMOS 1.5(1vt) NMOS 3.3 | NMOS 1.5 (native)
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Figure 4.11: Test benches of the pixel-level zero-suppressing readout (left) and pizel-level dis-
criminator (right).
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where )y, is the threshold, @;,; is the injected charge, and 0,is¢ is the sigma of Gaussian
distribution.

The full width of the S curve at half the maximum is ~2.35 0,0ise, and its mean
gives the residual offset of the discriminator, where the 0,05 is the temporal noise [70].
By plotting the histogram of the offsets of all discriminators, the mean threshold and the
threshold dispersion oy, can be obtained. The FPN is defined as the threshold dispersion,
which has a similar effect as noise besides it can be treated as a time-independent noise
source.

During the measurements, the selection of the threshold value is very important
because it influences the detection efficiency and the fake hit rate. When there is no
input signal, the random response of the discriminator could be either “1” or “0”, the “1”
is sometimes caused by noise. By increasing the threshold voltage, the probability of
“1” caused by noise can be reduced but the minimum detectable signal will be larger, it
means the sensibility of the discriminator is limited. Therefore, the detection efficiency

will degrade.

4.5.1 Experimental results of the pixel-level discriminators

In our test bench, the inputs of the discriminator are shorted to a common-mode
voltage and different threshold voltages are applied, as shown Figure 4.11. For each
pixel-level discriminator, the number of “1”s over 2000 events has been calculated for

each threshold value. Figure 4.12 shows the measured firing efficiency of the pixel-level
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Figure 4.12: The firing efficiency of the pizel-level discriminators versus threshold voltage with
the inputs at the same reference voltage. The discriminators were measured ot the frequency
of 12.5 MHz. The discriminators were designed with different types of transistors, they were
classified in different groups (see Table 4.1). (a) N2 group, (b) N3 group, (¢) N4 group, (d) N6
group and (e) N8 group.

discriminators versus threshold voltage. The temporal noise and offset distribution of the

pixel-level discriminators were achieved.

The offset distribution of test discriminators has been evaluated from one single
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Table 4.2: Comparison of simulation results and measurements for 8 different groups.

Groups/noise performance | Temporal noise (simulation/test) | Offset (simulation/test)
N1 0.5 mV/~ 0.47 mV < 1mV/> 100 mV

N2 0.5 mV/~ 0.8 mV < 1mV/~7mV

N3 0.5 mV/~ 0.48 mV < 1mV/~14mV

N4 0.5 mV/~ 0.38 mV <1mV/~2mV

N5 0.5 mV/~ 0.5 mV < 1mV/> 100 mV

N6 0.5 mV/~ 0.4 mV <1mV/~2mV

N7 0.5 mV/~ 0.6 mV < 1mV/> 100 mV

N8 0.5 mV/~ 0.35 mV < 1mV/~ 0.35 mV

chip. The discriminators in the N1, N5 and N7 groups have huge offset voltages of
about hundreds of mV, so their S curves are not shown in this section. Temporal noise
of the discriminators in most groups is less than 0.5 mV, except the maximum value
in the N2 group is found to be about 0.8 mV. Although there is a small number of
pixel-level discriminators in this prototype, it is concluded that the proposed pixel-level
discriminator operates functionally and provides high enough precision.

Table 4.2 shows a comparison of the noise performance between simulation and
measurement. The problem is that in some groups (i.e. N1, N5 and N7), some (or
all) of these pixels have large offsets which are in the order of 100 mV. It forces us to
resimulate these discriminators for understanding where the offsets originate from. The
noise problem was found by performing the transient-noise simulations rather than the
Mont-Carlo simulations. The method of the transient-noise simulations is usually used
to calculate the reset noise (or KTC). In the proposed discriminator, the reset noise is
produced by resetting the coupling capacitor of C'. It could be extrapolated that the
offset voltage contributes from the reset noise of this MOS capacitor.

The MOS capacitor value usually depends on the voltage that is applied to the gate
of the NMOS transistor and oxide capacitor per unit area (C,;). A low-threshold NMOS
transistor principally has a very small C,,,, while an native NMOS transistor has a large
one. In our design, a low-threshold NMOS capacitor (see Table 4.1) with a very low
capacitor value (only a few fF) is used in the groups of N1, N5 and N7. It results in
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an inefficient method of offset cancellation. It could be well understood from (4.1): the
lower clamping capacitor value of C, the larger offset voltage of the discriminator. On
the other hand, a native NMOS transistor can be used as a MOS capacitor, owing to
its large capacitor value of ~ 100 fF. The offset voltage can be canceled by the CDS
circuitry on the sampling capacitor. The measured results show that temporal noise and
FPN (i.e. in N3 group and N8 group with native NMOS capacitors) remain below 0.5
mV and 1.4 mV, respectively. The noise performance of the pixel-level discriminators is
therefore at the same level as that of the column-level discriminators successfully used in

2D-CPS [70], as mentioned in the section 4.2.

4.5.2 Lessons learned and future plans

Test results of the pixel-level discriminators show some consequences some of which

are mentioned in the following:

e A low noise (i.e. temporal noise of < 0.5 mV, FPN of < 1.4 mV) and high speed
(i.e. row processing time of 80 ns) pixel-level discriminator has been realized by

using the cascaded amplifying architecture.

e The test results showed that the groups N1, N5 and N7 have a huge offset voltage of
~ 100 mV. By re-simulating the pixel circuit, it came out that such offset voltages

are not canceled because of a small value of the first MOS capacitor.

e Only 12 test pixel-level discriminators were designed in this prototype, it is difficult
to measure the FPN performance. The latter will be verified once a prototype

featuring a large enough number of pixels will be submitted.

In this experimental chip, the very encouraging designs of the pixel-level discrim-
inator have migrated from the so far used 130 nm CMOS chartered technology to a
specialized 180 nm CMOS technology. This technology allows the PMOS transistors to
be used, because the deep P-well layer embedding N-well can host the PMOS transistors.
Meanwhile, this squared pixel (16 um) is elongated by a factor of 4 in a direction (i.e.
16 pm X 80 pum) for the application of the double-sided ladder, discussed in chapter 2.
The pixel-level discriminators are redesigned, most of the problems mentioned above are
solved. The new chip including 64 X 24 pixels was submitted in October 2011. Better
noise performance of the pixel-level discriminators is expected, tests of this chip are in

preparation.
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4.6 Conclusion

3D integrated pixel sensors will unquestionably play an important role in the de-
velopment of new detectors because they have the potential to satisfy the needs of the
next generation subatomic physics experiments. In this chapter, a novel signal process-
ing chain for 3D-CPS architecture has been presented. Taking benefit of segmentation
and parallelism, it enables a very efficient method to improve the frame readout time
of a very large scale pixel array. In order to demonstrate the pixels functionalities, a
proof-of-concept chip was designed and tested.

We have demonstrated the functionality of the high-resolution and high-speed pixel-
level discriminators studied up to 12.5 MHz. The measured results show that temporal
noise and FPN remain below 0.5 mV and 1.4 mV, respectively. The power consumption
of each discriminator is in the order of 120 uW in normal operation speed. A zero-
suppression algorithm has been implemented in each digital pixel cell. Furthermore, a
fully functional pixel-level zero suppressed readout has also been verified experimentally.
The flexibility and adaptability of the proposed approach are suitable for the design and
fabrication of actual 3D integrated pixel sensors in the near future.

This readout architecture relies on a very efficient method to short on the frame
readout time by taking advantage of 3DIT. The required spatial resolution, which imposes
a small pixel pitch is the main limitation of the approach adopted. In order to meet
simultaneously the requirements of spatial and time resolution, a 23 pum pitch 3D-CPS

with a 3-bit pixel-level ADC will be developed in the next chapter.
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Chapter 5

3-bit pixel-level ADCs designed for 3D
integrated CMOS pixel sensors

In the previous chapter, 3D-CPS with a continuous readout architecture have been
proposed. The advantages of this architecture have been also explained. A 1-bit ADC
(discriminator) with a 20 pm pitch may however not allow to reach a high spatial res-
olution (< 3 pum ). Thanks to 3DIT, a full CMOS capability allows for integrating all
possible functionalities in a relatively small pixel. Therefore, as a further exploitation of
the possible pixel structures, a novel design of a 3-bit pixel-level ADC presented in this
chapter will address the mentioned issue. In order to save the sensor power consumption,
the proposed pixel-level ADC enables to be read out in a rolling shutter mode.

This chapter is organized as follows: section 5.1 introduces the motivation of inte-
grating ADCs in CPS, whereas section 5.2 and 5.3 explain the designs of the pixel-level
ADCs. Section 5.4 shows the test results in terms of dynamic range, noise, nonlinearity

and power consumption.

5.1 Motivation of integrating ADCs in CMOS pixel
Sensors

5.1.1 ADC integration approaches

There are three possible approaches to integrating ADC with CPS. The first is the
chip-level approach [71], where a single ADC serves the entire pixel array. This architec-
ture is to integrate a single ADC monolithically along with readout electronics of pixel

sensors. Although conceptually simple, a serial single ADC architecture is not the best

93
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option. Firstly, analog circuits of the chip-level ADC are required to operate with a high
bandwidth, because the conversion rate is the same as the pixel data rate. The chip-level
ADC must be of very high speed (proportional to the number of pixels in the array),
at least in the order of hundreds of mega samples per second. Secondly, the problem is
compounded by the fact that the chip-level ADC integration approach may require a high
resolution. Finally, the high power consumption contribute to high speed analog circuits

is a concern [72].

The second is the column-level approach [73], where one or more columns of the
pixel array have a dedicated ADC. This structure affords virtually unlimited silicon area
in one dimension but feasible design space in the other dimension. Their conversion rate
is the row readout speed of pixel sensors, and is slower than the serial pixel data rate by
a factor of 100~1000. Moreover, the column-level ADCs allow for the implementation of
shared circuits such as a reference generator, the buffers and a clock sequence. This could
lead to considerable power and area saving. Since the conversion rate is much slower than
that of the chip-level ADC approach, the complexity of the design on analog circuits is
decreased, but another issue is the matching of the column-level ADC between different

columns [74].

The column-level ADCs are operated in parallel, low-to-medium speed ADC archi-
tectures can be employed such as ramp ADCs, successive approximation ADCs, oversam-
pling sigma delta ADCs or pipelined ADCs. The 4-bit successive approximation ADCs
and pipelined ADCs have been developed at IPHC |75]. The successful designs, being
within a pixel pitch of ~ 30 ym and the length of ~ 1 mm, have been completed. They
also follow the row-wise readout approach, they create a ~ 1 mm wide inactive area at the
edge of sensors. They have been demonstrated capable of reading out at the frequency
of about 10 MHz. A resolution (< 3 pm) is likely reachable by such ADCs with a 20

pm pitch instead of shared discriminators at the end of columns.

The third approach, which is the focus of this thesis work, consists in using pixel-level
ADCs. So far, CPS with column-level ADCs can be classified as analog pixels because
their outputs are analog signals. On the other hand, CPS with pixel-level ADCs can be
considered as digital readout pixels since the pixel outputs are digital signals. The notion
of having a pixel-level ADC is very promising, for a fully parallel A/D conversion means

power efficiency and digital readout means high speed.
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5.1.2 Which kind of pixel-level ADC?

Considering the feasibility of the analog signal processing, the pixel-level ADC is
generally dismissed as the pixel pitch tends to be too small to host an ADC in the pixel.
Therefore, most researches on CPS involve the integration of ADCs at the column-level.
The integration of pixel-level ADCs is not widely accepted. With the development of
3DIT, the circuits can be distributed over different tiers instead of being spread out on
the same wafer, more intelligence can be integrated in the pixels. 3DIT provide fresh
impetus for performing the pixel-level digitalization.

Currently, beam test results of MIMOSA26, obtained with a 120 GeV pion beam
at CERN, give a single point resolution of about 3.1-3.2 um with a pixel pitch of 18.4
pm [76]. The innermost layer of the ILD vertex detector requires the pixel sensors with
a higher spatial resolution below 3 pum , associated to a very demanding readout speed.
To arrive at a better spatial resolution without further reducing the pixel pitch, it is

necessary to replace the column-level discriminator with a 3~4 bits ADC |75].

Although a 4-bit column-level ADC with a 35 um pixel pitch can realize such a
good spatial resolution, 2D-CPS still have inherent limitations that make it difficult to
achieve the ambitioned frame readout times. Using 3DIT, two or more pixelated chips
are stacked and the amount of logic per pixel can be increased. The parallel readout
approach provides an adaptable readout speed by dividing the whole active area into
several sub-arrays. Although relatively low speed converters are used in each pixel, a

high level of parallelism allows for short frame readout time.

Approaches to the designs of pixel-level ADCs include oversampled ADCs [77], multi-
channel bit-serial (MCBS) ADCs [78|, and ramp ADCs [79]. Each oversampled ADC
employs a one-bit modulator at each pixel. This kind of ADCs can be implemented
using very simple and robust circuits. The implementation of such an architecture has
however several shortcomings such as large pixel pitch, high FPN, and very low speed.
MCBS ADC overcomes some shortcomings of the sigma delta ADC: non-uniformity is
significantly reduced by globally distributing the signals and by performing the method
of auto-zeroing offset cancellations. Although the operating speed of the MCBS ADC is
improved to the level of 1 kHz by using Nyquist rate conversion instead of oversampling,
it can not meet the readout speed requirement of the inner layer of the ILD vertex
detector. The ramp ADCs are architecturally simple circuits and can achieve relatively

high resolution at medium speeds with minimal power dissipation. They also exhibit
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Table 5.1: Relevant characteristics of the pizel-level ADC.

Technique Bits | Power | Area | Robustness | Speed Good for CPS
Oversampled ADCs | 18-20 | low small | high low No

MCBS ADCs 6-8 low small | medium low Maybe

Ramp ADCs 6-12 | low small | medium medium | Yes

high robustness and may therefore be extremely suitable for integration in the pixels.

The characteristics of these ADCs are listed in table 5.1.

5.2 Specifications of the ADC

e In the applications of pixel sensors with pixel-level ADCs, the signals created by

particles remain relatively static. The static performance of pixel-level ADCs is
more important than their dynamic performance, the pixel-level ADC specifications
describing the accuracy of ADCs are offset error, gain error, differential nonlinearity
(DNL), integral nonlinearity (INL). These four specifications build a description of
ADC’s static performance [80].

o As pixel-level ADCs are spread all over the pixel array, uniformity of processing

elements becomes an important design issue. Analog circuits often suffer from
fabrication inhomogeneities and mismatches of transistors, they can influence the
precision of pixel-level ADCs. FPN is therefore another critical design factor for

pixel-level ADCs.

DNL: The size of each code width should be the same for an ideal ADC, the code width
of an ideal ADC is a Least Significant Bit (LSB). DNL is the maximum deviation in the

difference between two consecutive code transition points on the input axis. This can be

calculated as expressed in (5.1) and described in Figure 5.1.

VnJrl - Vn

DNL = Max( %
LSB

—1) (5.1)

where V/, is the input voltage of the Nth code, and Vgp is the input voltage of one LSB,
it can be calculated by (5.2).
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Figure 5.1: DNL of an N-bit ADC (left) and INL of an N-bit ADC (right).

Vi
Visp = o (5.2)

where V;,, is the full input voltage range of the ADC, and N is the ADC resolution.

INL: The INL is the maximum deviation of an ADC’s transfer function from the ideal
slope of the ADC. Mathematically, INL can be expressed as the sum of DNL for each
code. The difference between the ideal voltage transition level and the actual transition

level is the INT, expressed in(5.3) and described in Figure 5.1.

INL; =) DNI; (5.3)
where DN L; is the DNL of the ¢ th code.

Offset error Amplifiers and comparators in practical circuits have inherent errors from
voltages or currents offset, which are caused by the mismatches of components. The offset
results in a non-zero digital code output when a zero signal is applied to the ADCs. The
ideal transfer function curve of ADCs will start from the origin, the first code boundary
will occur at one LSB. Offset error can be observed as a shifting of the entire transfer
function to the left or the right. It is illustrated in Figure 5.2. Trimming or auto zero

procedures can remove the offset in an ADC.

Gain error The gain error is the deviation in the non-ideal slope of the transfer function

from the ideal slope. It is generally expressed as the percentage difference between these
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Figure 5.2: Offset error of an N-bit ADC (left) and gain error of an N-bit ADC (right).

two slopes, as illustrated in Figure 5.2. The gain error could be corrected by calibration.
In order to avoid to miss the code, the design goal of a linear ADC is that the DNL and
INL are less than +0.5 LSB. This general objective may however be mitigated in the
case treated here, which addresses the reconstruction of an impact position, relatively

moderately influenced by the DNL and INL.

5.3 A 3-bit pixel-level single-slope ramp ADC

5.3.1 Principle of the single-slope ramp ADC

A block diagram of a ramp ADC is shown in Figure 5.3, the circuit consists of an
accurate ramp generator, a comparator and a counter [81]. The input signal is applied
to one input of the comparator. When the conversion starts, the counter is set at zero
and the ramp generator is reset to the initial value. When a positive input signal V;,, is
applied, the ramp generator starts generating a ramp voltage. In the meantime, a switch
is opened and counting codes are injected from the counter. When the output signal of
the ramp generator is equal to the input signal, the switch is closed and counting codes
are latched by the comparator. The analog input signal is converted into a time that
is measured by counting clock pulses during that time. An accurate amplitude-to-time
conversion is obtained. The accuracy of the system is determined by the clock generator,
the slope of the ramp generator, and the reference source V,..r. A simple calculation

shows that the time in which an input signal is converted is equal to:
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Figure 5.3: A single-slope ramp ADC system (left) and the time diagram for A/D conversion of
the single-slope ADC' (right).

V.
Ty = Slope - =~ (5.4)
V;"ef
The digital values then become:
Ndigital =1 x fclock (55)

Where the fuock is the frequency of the gray counter. The slope ADC has generally
very good linearity. As the slope generation circuit and the counter are common to each
column, only one comparator is needed for each pixel. Thus, it does not suffer from

the area and the power issue. The conversion time (77) is proportional to 2N For a

1
fclock ’

However, due to the need of the auto-offset cancellation, the comparator needs tens of ns

3-bit ADC, a full conversion needs eight comparisons and the conversion time is 8

for completing the signal comparison and making the decision.

5.3.2 Pixel-level ADC architecture

To do efficient in-pixel digitization, the resolution of the pixel-level ADC should
be at the same level as the voltage (~1 mV) resulting from the pixel noise [82]. It
is expected strongly to have a high precision pixel-level ADC, a high gain amplifier has
been proposed. Regarding the readout of the pixel data and minimal power consumption,

each pixel sensor employs a row-by-row sequential readout scheme. The pixel-level single-
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Figure 5.4: Schematic of the proposed 3-bit pizel ADC (a), and two possible types of multi-stage
amplifiers with the input (b) and output (c) offset compensated techniques.

slop ADC unit consists of an amplifier, an analog comparator and a 3-bit memory cell,
which is located in the digital pixel. The block diagram of the proposed pixel-level ADC

is shown in Figure 5.4.

The chip-level analog ramp generator makes an accurate ramp voltage that connects
to the negative input of each pixel’s comparator. The positive input on each comparator
connects directly to the output of the cascaded amplifier. The globally distributed 3-
bit gray coded counter values are simultaneously applied to the per-pixel memory bit
lines. Once the ramp reference signal exceeds the amplified sensor node voltage V, the
comparator output enables the per-pixel memory to begin loading the gray code values.

Moreover, it is mandatory to implement an output offset storage technique, which reduces
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the comparator (c)timing waveform of the proposed pizel-level ADC.

further the intrinsic offset voltage of the pixel-level comparator. The block diagram of the

comparator and time waveform of the proposed pixel-level ADC are shown in Figure 5.5.

Sel signal actives the circuits of the pixel-level ADC one row at a time.

Clampl, 2,3 signals store the offset voltage of amplifiers for canceling the offsets

at the next clock cycle.

Track signal samples the input signal to compare with the ramp voltage in the

current clock cycle. T'racky signal samples the offsets of the comparator.

Reset signal actives the digital counter, when the input signal is amplified.

Read signal is used to inject a ramp reference voltage.
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Figure 5.6: The photomicrograph of the chip with pizel-level ADCs (left) and the test board for
this prototype (right).

5.4 Experimental measurements

5.4.1 Chip description and test setup

The test chip has been fabricated by using the Chartered 130 nm CMOS process. All
circuit blocks are operated at a 1.5 V core voltage. In order to optimize the performance
of the proposed pixel-level ADCs, a chip containing pixel-level ADCs with two different
types of amplifiers was designed and fabricated. The photomicrograph of the chip is
shown in Figure 5.6. The chip implements a 20x10 pixel array with a 23 um pitch on

2 core. The corresponding test board was also designed. The test setup

a 1x1.25 mm
comprises several modules: the power generator supplies power voltage, a ramp generator
provides the periodic ramp voltage, a logic analyzer supplies and probes the signals from

the chip.

5.4.2 Test methods of the pixel-level ADCs

A method for measuring the linearity was developed for determining INL and DNL
of pixel-level ADCs. Figure 5.7 shows a test setup for measuring the transition codes of
each ADC. The analog input is provided from a precision low-noise voltage generator,
and the ADC digital outputs are stored by the digital analyzer. In practice, a triangular
waveform is used periodically as a ramp voltage. A large number of samples are collected
from each input step, and thus the numbers of occurrences of each code are recorded.
The ADC transfer function is then determined by a statistical analysis of samples in a

full input range.
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Figure 5.7: The test setup of the pizel-level.

Another useful application of this test method is to measure the ADC input-referred
noise. This is easily accomplished by simply terminating the ADC input with the appro-
priate resistance, applying a DC input and recording a number of output samples. If the
peak-to-peak input referred ADC noise is less than 1 LSB, the output samples should
correspond to a single code value. Assuming the noise is a Gaussian function, the input-
referred noise is simply the standard deviation (o) of the distribution, and is generally
expressed in RMS-mV. The input-referred noise of the ADC should be less than one half
LSB of an ADC.

5.4.3 Test results of the pixel-level ADCs

In this section, we describe the measured results of the pixel-level ADCs (i.e. 12 test
pixel-level ADCs) utilized in our test chip. Two architectures are designed to optimize
the performance: the one implements the output offset compensated amplifier, the other
uses the input offset compensated amplifiers with or without dummy switches'. When
the sampling switch turns off and injects the charge onto the capacitor, the dummy switch
turns on and absorbs the charge from the capacitor in its channel, as shown in Figure 5.8.
Thus, if exactly half of the transistor charge is injected onto Cy, then the held voltage
on Cy4 will be not corrupted by the charge injection.

Since there are 2%V different output codes, there are at least 2V 12 different transition

LA dummy transistor with half the width of the sampling (Clamp1) switch is added and driven by
Clampl (the complement of the sampling clock Clamp1l).
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Figure 5.8: Input offset compensated amplifier with the dummy switch (a) and cancellation of
MOS charge injection (b).

voltages. Without loss of generality, the transfer curve of pixel-level ADCs is obtained
by injecting a linear voltage at the input. Figure 5.9 shows the measured transfer curves
of three types of pixel-level ADCs. Some of pixel-level ADCs have the uniform transfer
curves, i.e. each step of transition voltage gives an accurate code bin width. There are
however a group of ADCs that have the non-uniform transfer curves (from ADCS5 to
ADCS), where the dummy switches are implemented. In this case, the transfer curves
are the non-linearity, they indicated that the dummy switches could not provide accurate
charge cancellation. The fraction of the channel charge injected by the switch transistor
is independent of the impedance and clock transition speed, it does not receive half of
the switch channel charge.

Figure 5.10 and Figure 5.11 show measured DNL and INL of these ADCs operating
at the row processing time of 300 ns. The best performance of DNL and INL is found in
the group using the input offset compensated amplifier (from ADC9 to ADC12), the peak-
to-peak DNL of four ADCs is -0.73/0.57 LSB, the peak-to-peak INL of this four ADCs
is -0.73/0.48 LSB. As compared to output offset compensated amplifiers, the method
of the input offset storage helps to reduce non-uniformity of the amplifier gain due to
the implementation of the feedback operation. The input offset compensated amplifier
therefore shows a significant advantage over the output offset compensated amplifier. The
worst performance of DNL and INL exists in a group using the amplifier with dummy
switches (from ADC5 to ADCS8), this is mainly due to the charge injection from dummy

switches which were not optimized for canceling the charge injection.
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Figure 5.9: Measured transfer curves of pizel-level ADCs: the output offset-compensated ampli-
fiers are implemented in the first group (from ADCI1 to ADC}), the input offset-compensated
amplifiers with dummy switches are used in the second group (from ADC5 to ADCS), the input
offset-compensated amplifiers without dummy switches are used in the last group (from ADC9 to
ADC12).
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Figure 5.10: Measured DNL of pizel-level ADCs: the input offset-compensated amplifiers without
dummy switches are implemented in the first group (from ADC1 to ADCY), the input offset-
compensated amplifiers with dummy switches are used in the second group (from ADCS to
ADC8), the output offset-compensated amplifiers are used in the last group (from ADC9 to

ADC12).
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Figure 5.11: Measured INL of pizel-level ADCs: the output offset-compensated amplifiers are
implemented in the first group (from ADCI1 to ADC}), the input offset-compensated amplifiers
with dummy switches are used in the second group (from ADCH to ADCS8), the input offset-
compensated amplifiers without dummy switches are used in the last group (from ADCY to
ADC12).
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5.4.4 Lessons learned and future plans

Considering a full-scale input voltage of about 10 mV, a full input range? will allocate
the minimal step of about 1.2 mV to a 3-bit pixel-level ADC. Due to a charge-to-voltage
gain of about 60 pV /e~ achieved by the detecting part, the minimal step voltage cor-
responds to about 20 electrons at the input. In real case, the event caused by a LSB’s
signal could not be located in the center of one bit, noise broadening leads to faulty
events in neighboring bits [83]. Once such a noise broadening becomes comparable to
the ADC’s bit width, the conversion system is distorted. As a consequence, it is impor-
tant to minimize the input-referred noise of ADCs. The RMS noise of each bit step is
calculated statistically from 500 different frames. For the pixel-level ADCs with input
offset compensated amplifiers, one bit width is about 1.0 mV and input referred noise is
in order of 0.3 mV. For the pixel-level ADCs with output offset compensated amplifiers,
one bit width is about 1.3 mV and the noise is in order of 0.4 mV. While measurements
show that another group with dummy switches has high input referred noise of 1.1 mV,
these results also illustrate that the charge injection of dummy switches have an excessive
impact on the noise of the pixel-level ADC.

The test results of these test pixel-level ADCs have given three main consequences:

e The pixel-level ADCs with input offset compensated amplifiers exhibited the best
performance in terms of input referred noise, input dynamic range and linearity.
The input dynamic range of test ADCs is ~ 10 mV, the input referred noise is
in the order of 0.3 RMS-mV, and one LSB of the pixel-level ADC reaches ~ 1.0
RMS-mV.

e The pixel-level ADCs with dummy switches represented an insufficient bit width
with high noise, showing that the charge injection of dummy switches have an

excessive impact on the noise of pixel-level ADCs.

e PN performance of pixel-level ADCs is not demonstrated because of the limited
number of pixels in this prototype. FPN can be eliminated by the in-pixel CDS
circuitry, the measured results showed that the offset and gain responses of pixel-

level ADCs with input offset compensated amplifiers are almost consistent.

2Since one LSB of the ADC is set to the value of the pixel noise (~ 1 mV observed from the output
of the first in-pixel amplifier), a 3-bit ADC gives a full input range of about 10 mV.
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5.5 Conclusion

This chapter presents a new concept of developing the pixel-level ADC, which may
match a high spatial resolution requirement for a wide range of charged particle tracking
applications. 3DIT are close to open a full potential of CPS, the context of this chapter
was to investigate a path allowing for using a high pixel functionality of CPS. Their two
main benefits were discussed in this thesis. One presented in chapter 4 is how to improve
the readout speed or to perform data compression, the other is to increase the resolution.

This chapter concentrated on an in-pixel ADC which would efficiently quantify the
charge deposited by particles traversing the sensor. It showed how a ramp ADC technique
featuring 3-bit resolution could be implemented in a 23 pum pitch. Each pixel comprises
a preamplifier, a voltage comparator and a 3-bit static memory. This pixel architecture
clearly shows the potential of the proposed technique in reducing the design complexity.

In order to verify the functionalities of the proposed pixel, a prototype was fabricated
on a standard 2D CMOS technology. The standalone pixel-level ADCs were designed.
The measurement results showed that the proposed pixel-level ADC can meet the design
goals: the input dynamic range is about 10 mV, the input referred noise (RMS) is in the
order of 0.3 mV, and one LSB of the pixel-level ADC reaches about 1.0 RMS-mV. A full
conversion period is 500 ns/per row, the static power is ~ 90 W with the power supply
of 1.5 V. However, it is worth noting that the proposed ADCs showed a relatively big
difference in their transfer curves. This dispersion is suspected to originate mainly from
an insufficient resolution, which is expected to be reduced by enhancing the gain of the
comparator. Although the required resolution is still not yet optimized for this design,
the functionality of this ADC has been verified. This ramp ADC technique has however
another inherent limitation on the speed because of a long conversation time. By taking
advantage of 3DIT, several pixel-level ADCs can read out in parallel, thus allowing for
the readout to comply with the requirements.

The pixel-level ADCs developed in this chapter are intended for a continuous, rolling
shutter mode, readout to save the power consumption. The prototype demonstrated that
the ramp technique allowed for low power, multi-channel and pixel application, despite

some remaining noise dispersion which needs further investigations.
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Chapter 6

Summary and outlook

6.1 Achievements of this thesis

In this thesis, 3D integrated CMOS pixel sensors have been proposed for the inner-
most layer of the ILD vertex detector. The objective is to develop intelligent pixel sensors
complying with the requirements of this detector layer, which is particularly demanding
in terms of spatial resolution (<3 pm ) and frame readout time (<10 us ). These spec-
ifications are out of reach of state-of-the-art 2D CMOS pixel sensors. The latter may
however either meet the required spatial resolution at the expense of the readout time,
or reversely.

3D integrated CMOS pixel sensors are expected to breakthrough this bottleneck.
Vertical integration of two (or more) CMOS layers (tiers) allows for a separation of the
analog front-end electronics and the digital readout sections. The shorter connections
between analog and digital parts translate into smaller parasitic capacitors. The readout
speed could be increased by at least one order of magnitude, as compared to the ordinary
2D CMOS pixel sensors. It is also possible to increase the complexity and functionality
in electronic readout circuits by exploiting a multilayer device structure. This is be-
cause their high integration potential allows for smaller pixels, and thus higher spatial
resolution, than 2D CMOS pixel sensors.

3DIT are particularly suited to CMOS pixel sensors, since they allow to combine
different CMOS processes, each layer being optimized for its own functionality such as
charge generation or signal processing. 3DIT are therefore expected to resolve most
limitations of 2D CMOS pixel sensors. This appealing evidence has settled the framework
of the Ph.D.

Based on the beam time structure of the ILC, two alternative readout strategies have

111
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been investigated in this thesis: delayed readout and continuous readout. The first one
where the hits are stored in the sensors during the whole bunch train duration and read
out during the beam-less period separating two consecutive trains. The second one, so
called rolling shutter readout, where the pixels in the pixel array are continuously read
out row by row. In order to evaluate and compare their potential and benefits, these two

readouts were explored in parallel in this thesis.

In case of the delayed readout architecture, a 12 pm pitch 3-tier CMOS pixel sensor
presented in chapter 3 is proposed. In the bottom tier, the pixel contains a sensing
element for the charge collection. The pixel of the intermediate tier contains a shaper
and a discriminator for the signal discrimination. And finally, each pixel of the top tier
latches the arrival time information of the first hit, and an overflow bit flags a potential
second hit. For a ~1 ms bunch train, the required time resolution imposes 7 bits of time

stamp accuracy, corresponding to a time resolution of ~7.5 us.

A 2-tier 3D integrated sensor was designed and fabricated in a 0.13 pum Char-
tered /Tezzaron technology. The complete readout chain (amplifier-shaper-discriminator)
has been designed in the analog pixel. Its simulation predicts an equivalent noise charge
of ~ 20 e~ and a threshold dispersion of ~ 23 e~ . A reduced 5-bit time stamping is
implemented in the digital pixel because of the limited pixel area. Due to connection
mismatches between the stapled circuits occurring in the fabrication, only the function-
alities of the digital section could be tested. The test results of the implemented circuits

showed that the delayed readout architecture is fully operational.

In case of the continuous readout architectures, MIMOSA-26 with a 18.4 pm pitch
as the state-of-art sensor was designed and fabricated in a 0.35 pum CMOS technology. In
chapter 2, a 12 pm pitch 2D CMOS pixel sensors with novel in-pixel amplifiers was de-
signed for exploiting the advances of the shrinking 0.13 ym Chartered CMOS technology.
Test results showed that a three times higher CVF of 166 ©V /e~ was achieved, because
more in-pixel functionality can be implemented in a smaller pixel. However, due to the
underestimation of the parasitic capacitor at the sensing node, a relatively high noise (24
e~ ENC) was obtained (i.e. ~ 1.8 times higher than that of MIMOSA-26). Simulations
were performed, indicating that a reduced value of 15 ¢~ ENC could be obtained by
placing the input transistor of the amplifier closer to the diode. Be that as it may, the

implementation of the proposed amplifiers potentially increases the pixel SNR.

In this thesis, another 3-tier CMOS pixel sensors with 20 pum pitch, based on the
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continuous readout architecture, is proposed. The sensor is intended ultimately to be
composed of 3 tiers of Integrated Circuits (IC) with the following complementary func-
tionalities: detection with in-pixel analogue processing, pixel-level discrimination and
zero suppressing readout. In order to demonstrate the functionalities of the pixels, a 2D
chip including the proposed pixel-level signal processing chain was designed and fabri-
cated in 0.13 pm Chartered CMOS technology. A low-offset and high-speed pixel-level
discriminator was designed in this prototype. The measured results show that temporal
noise and FPN remain below 0.5 mV and 1.4 mV, respectively. The power consumption
of each discriminator is in the order of 120 uW at a clock frequency of 12.5 MHz. This
work could therefore be considered as a relevant contribution to the ongoing improvement

of time resolution for the innermost layer of the ILD vertex detector.

The 20 pum pitch discriminator presented in chapter 4 can not meet a spatial reso-
lution below 3um , which hampers the readout speed (small pixels). A novel approach
of a 3-bit pixel-level ADC designed in the same technology was followed to address this
problem. The design and tests of the pixel-level ADCs have been discussed in chapter 5.
A 23 pm pixel sensor with a 3-bit ADC guarantees the required spatial resolution (<3
pm), while maintaining the readout speed of 10 us by using the parallel continuous read-
out. The test showed that the INL of the pixel-level ADCs is less than +0.36/-0.66 LSB
over the 3-bit input range of ~ 10 mV. The DNL of the ADCs has also been measured to
be smaller than +0.33/-0.66 LSB peak-to-peak. The sensor with this 3-bit ADC would

allow to meet a high spatial resolution requirement.

Power dissipation is a crucial issue of 3D CMOS pixel sensors and is therefore one
of the driving parameters of the designs. Power consumption estimates and comparison
have been performed for the two readout architectures developed in this thesis. For a
delayed readout, the designed 3D CMOS pixel sensors with a 12 pm pitch consumes about
7 W/em? (only calculating the power of the pixels). This value, though substantially
larger than for 3D CMOS pixel sensors based on the rolling shutter readout, may be not
affordable. This concern should be addressed at the next step. Starting from the first
prototype, it seems possible to reduce the power of each pixel by half (~ 5 pW ) without
degrading its noise performance. As a consequence, with a rather conservative duty cycle
of 2 %, the average power consumption of the sensor still may be compatible with modest

cooling.
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6.2 Future plans

The first 3D integrated CMOS pixel sensors with a delayed readout architecture have
been designed. In Spring 2009, the wafers were fabricated in a 130 nm CMOS Chartered
technology. One of these wafers was diced before the 3D interconnection, so that the
different layers can be separately tested. The test results presented in this thesis have
shown that the circuits on the 2D wafers are fully functional. Fabrication of 3D wafers
took a long time because of a number of obstacles faced both at the foundry and at the
vertical integration facilities. In May 2011, wafer bonding and interconnection were per-
formed by the Tezzaron Semiconductor company, the first 3D wafers became available in
Summer 2011. However, more detailed tests showed that actual communication between
the pixel cells located on two layers is not working. Layer-to-layer misalignment would
explain why there is not signal communication between the layers. In order to address
this problem, new planar wafers are being vertically integrated. The functionalities of
this 3D integrated CMOS pixel sensors will be verified as the next step.

Due to the existing problems of the 3D integration, the novel pixel structures and the
parallelized readout method, presented in chapter 4 and 5, have been implemented using
a standard 2D CMOS technology. Their functionalities have also been verified experi-
mentally as the initial step. In the near future, the proposed pixel architectures will be
vertically integrated using a 3D integration technology. The flexibility and adaptability of
the approach followed are suitable for developing real 3D integrated pixel sensors. When
future 3D integration technologies become more mature, the advantages of the presented
architectures will be fully available. Based on the achievement of these conceptual de-
signs, the development of these architectures is considered as a relevant step towards the
next-generation 3D integrated CMOS pixel sensors.

At present, a novel quadruple-well CMOS process with a small feature size (0.18 pm)
may become mainstream for the manufacturing of an advanced 2D CMOS pixel sensor.
A deep P-well implant that can be used to surround N-wells wherever needed, allows for
the use of PMOS transistors in the pixel without degradation of the charge collection
efficiency. The previous encouraging design of the pixel-level discriminator presented in
chapter 4 has therefore been redesigned in this advanced technology. A low-noise CMOS
pixel sensor with improved pixel-level discriminator has been implemented within an
elongated pixel (16 pm X 80 pm), which could be suitable for the applications of the
double-sided ladder in the PLUME project. Due to the pixel-level signal processing, the
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readout speed and the sensor power consumption are not limited by the large parasitic
capacitors in the columns. Therefore, the frame readout time and power consumption
can be reduced. The chip was submitted in October of 2011, it is going to be available
for testing in Spring 2012. Tt is hoped that this 2D technology will at the same time push
present limitations of 2D sensors and prefigure a high performance sensing tier of future

3D sensors.
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Appendix A

Schematic of the test boards for the
CAIRN-1 and CAIRN-2D

117



1 | 4 | g | S S 2
QTS €€:85:57 A2 ver paM=03I14I00W~ LSGT1
Juyood 1531 O8ld NG 11d 1112~ U1 eI=T LT L
BYe /8B :31o0d N4 A :NISS3Ia ) : -
e/T :399d n4 A 3anit3 EISTR NN
1434
4379aanoga
ONDS Baan~oga aNDQY aNDS
_I‘ H upaT Y
[Z=A%e)
)
uggT ugT Ly ¥ ¥ nL F F 0Ly
LTTD <10 _ IZE_ Zamse; mﬂ%w STT12 ST1O
. gaan—oed ©aan~oud
43y78aan~oua BEL — —
aNou aNoY “gT aan~osa —gadn~oua
/%ﬁ /%ﬁ dl 14 2o”d
noT ¥ o1 ¥ G- N 00 AddNS 83MOd d04 ONIdNOD3d
] el 44047000
PITO | 27710 _
ON/N37o80 [T 725 N3~ Dua
HOW ™ Y - o 2aL/<@>NI~oud
_ 810 <@>2u0d
TAL/<TNITORA 15 < T 5390
43d[78ddnN~oua €L <eNIZo8A 915 < = > DU
EAL/<EXNIToA [T STH < £ 5390
aNQY angu YL/ <PONITOA 5T <4 s300
SAL/<S>NITOA [TETY <G S350
I €5 | oN/HAW 901/<9>NI~d0d
a e v ST ers <diaon
ngT F ¥ SL/<@NI~MA 8y <g>dud
ngr 1noJod »o | o\ 1nodsa OOL/<BNITORA 75 <5 >3350 ange aNY
ccio ECTO c TOWGS
- e o o ~ =
INW angy S | toaisans g |18 8 TG
g ca o =]
SSNE oan el g5 - g ] €ca =
— mmw cenae 3T 1 Dmomwm%o’ Dmmmwwmm g va vy WM
S5 | ON/SSNuTE ON/OONE™E [T saan—>3ud g |8 sv[cy
g == gy Sy
S+ P
w 68 6Y =
dI14 2oI S ota ary M¢¢L401 ood
g 1Tg 119 119
g _|e18 29[ 1y
g | €8 EI8[eTg (5> 0y
o g |re v vaAmv‘Im
g |sr8 S8 oTg <J >80
g _|°18 918919 <> 0(
St P e CECh R
= R IRl e
g_| %28 @28 ooy (e > Y
g |le8 Tev Hchwv‘Im
g |¢ee8 eevTEeg <1 >Hg(
| g wmm wwm €25 <> Du(
g |cea sey MWMZJ 2o
ange JoMd ovd
dgry ON7 440417735 7304~ o80
ON/NZ™OH0 [~ T25 NI~ 0ouad
a a1/ <@>NI~08a
o N eR 933w
201/<2>NI~o80 815 <2 > 350
E01/<EXNITBA [T o7y < &£5390
YAL/<ONIZOO0 [ 515 <4 > 00
SAL/<S>NITOCA Ty <G>y
ON/HAW 901/<9>NITDE0 [T BTy <3530
ON/TINW 201/ <ONITOa [T <7 > 300
SL1/<8>NI~o60
] ON/1Nodsa 001/<6>NI ™0 mw mewmm
BTIXd coc
— L
Lodlsans
SSNTE aan"e @gI>  OdnT
ssnae  d3TLE  aanae mwu mM\WMM
ON/SSNU™E ON/0dng™€ 10 gaan—oua
3
JoNd  ¢OI
T S =] 2




1 f g | g | 4 S 9 2. | g
509 1831 DO-”a aNyg 11d BT ¥E:BS:ST 22 vel PaM=03I4I00W~L1SUT
Jdot “uUJdLeid= aNQyY
600Z/80  :3lud N4 A INISSTa 1c ERingi %
aONDB ONDS ONDY ONDY aNDY
ese :395d nd A :30N13 EIREN
ugyT
HEE! <] YA, upy T DT DT
a7 180 [Z)%e} (Zh8e} LY TO L
oy |” - =
TL4O N Ny
] B QLD 690
acg 91631 S1631 Jeg
aNQG mmm” r1S31 T1S3L \iVm hd
6ed_| €4S3L vaan~z11d 1adnd™ T 11ddan~g1daand™211d - adnd~e17d aana—11d
ora | 2Ls3L
\Iﬁwvau _
3s1n0TeTd [T BT 13S.1 N0 "2 1 1d aNQUY s IN>]
aana~11d _ _ - — _ "R
HIDLNO™ 42171d ped | ¥ PLNOTETd MI043HTET I ITRTE M0 43421 1d
- B J3sn1aeTd [ geg - o nLy
18311 2 1d STa | Lsae T B a3snIidTed Py 2155 - ny. - b =y -
HJNg1LoN" e 11d yT1g | d4MLonTeTd  lsdTeTd [TTeg 184 e11d 8.0 782 €20
O——YD7101N07 127 d
Era 7 < upeI L ugpI_L ugp]
S - - a | _ _
11d O 7 oo eTa v PHIOLN0 e Td HIoES T — ped | 2ToE4TTd BIMSTTTd [ gT1g gIMS~ T 1d T0TD 86 €T aan 1 1d gdan- 1 1d
T@BINIA HIDLNO™ 4T 171d g | HRLNOTId EIMSTT TG gIMS™ T7171d
=Xl XA T [ gg 10439~ Td ATddNS §3MOd d04 ONIdNOD3d
SSudAd T d g cogdAd T 1 d
a3SNIATTd ocqg JM@)HD\%JJQ
e J— 1aan~TTd  Tdana~T171d - 8aan~T117d
1S31I7171d _ _ 6cd SH”T17d
183117 T17d aMsSTT1d -
LAEALAA- T Se Sreion1Te  awe-r e [Eea—HNe-+ 9 ATlddNS ¥3MOd HO4 ONTTdNOO3a
aana~ 1d 660 ange
axd 5 J e/2 L
T S 1B41SENS
STHRLNOT e — ssNTe1d aan—ed 01 -
T I S LnoTeTd mww mm)DHmljn_ DD)DHNI]H_ WWW DDﬁ@\quuAM
8Xd T TEOTNI 4 97g |yYssnend vaonTeTd I eTg gaanT e 11d
d=3101N0~ 42171d LT TEg | 1SSnTTd LEC AR B=V7= TP}
9d Sd
- | 91831 S1S3L|—
ZEd | 1SSNaT1d  1aand T 1d HDD) Td Mmm\ v1S3L T1S3L \%WM aNQY
c1d 174 - 5cg ] €1531L
B B Taana-T117d PRes Em 6 ‘6
PE | 9SSNTTTEIT LBIANTT A g saan~—1171d e
_ 1351N0-21d ¢ _
B oo ~ a3sLnoTed T BT sa GZWumHWﬁ_
5SPdAg™ T 11d a1 el PrneE e peg | »12Ln0TETd ¥ 043TETd [T gTe DA e g 7O 1xd
anRe — T
nw - 3sn1a-e1d [T pEg TN 1a—
aana~d dl 14 11d  7EA B i B ETE G aY @28 135n10721d
GRETonz1d 19 4NET1LON"E1d 1897 e21d ==l 188~ 211d
-Nw aNDY aNQU
YIMS™T1d
_ _ B 66V
g1 upRrT N1DEgI T d »edg X047 17d "gIMS™T117d g1g (S d=]
3SAIAT T 1d 810 X116 T 1d ceg | H01noTTd @IMSTId T /g SO YWS-3STod
ul _ gIMS~ T 1d A
DPG HIDA3HTT1d 8g M1D0439 T 11d T
oW = Xd
aana~d aandTd R SSYdA8"11d U g SSydAd 11 d
— TESNIOTTIE T gEd 13SnIaT T d
= T
- - - 1S9 11 d T 62g -
BXd m T 22100 AT mmuZ jﬁmm 183117777d aMs~1717d ‘MWM wmmwﬂﬂm
ver Ter = € 4fET0n-T Tidgd | ANETLONTTE  aMSTId [T 2g amMs—T11d
_ _ A _ _ S HTIOLNO™ 4T 171d e
gIMS™ T11d amMsT 1171d 9Xd MTdTHTI0IN0O 4T T'id v - c2 L
angu angu TeaINTd = Louisans
N W Nw ST aNQe
- - ssnTe1d aan—e1dy J 19 00N =2 1 14 T 0N 2 11
aand—d aana—1id i MWM ssna~ed aana-e1d MNM aand_—c 11
=N =W =4 o7g | ¥ssn—21d saan~e e [T ETa 5aan e 1 g
aNRB
Teg | 1SN 17d Taan~17d Hmmm
" eezr . zar upeT k] Sa Taan 1 11d
gIMsT17d aMs™117d 207D ZEd | 7SSna~11d Taand I d | Geg aana_ 1 1d
aNQY aNQe 21d T1d
_ = _ N aana 11d _ B _
aana—11d aanda—11d B pa | BSSNTITEIT LBIANT I d g gaan~ T1171d
=N W =W Hﬂ‘
L=
JIr a1 r71d o P H1D1IN0™ T 1'dy HI1D1NO~ T111d roIL
NI J40MNa  1T'1d
1 f e f £ v S E) | L 8




1 | z | g | v

S g ).
ddgodg 1S31 oO-5a aNg 11d PI@2 TE:@S:ST L2 uel PaM=O3I4I0OWTLSYT
JallgTudied=
60RZ/8@  :3iva N4 A NISSIa ic ERiRNi
5945 :399d n4d "A :3an13 —uITT
439 anNog aNQu
ONQY
- % uEe T @1 N3IIMd™ 171d
14 S

<
NISIMd™ ljm_vim T -y

Erd

S+N

vaal dNCE98ET T S
€82 . ne e i aana—11d
ETW 8d
_ O Ld
aan—11d ed
PR=tS! 61
anou R _ MT2 T _ D%q
ugaT |NAT
uEBT nLy Ny nLy Ny
760 680 t10 10 oy ssvasd T Shge! |ﬁm:u
@mu 1NoA NI AV A\ 4
S+N S+N
azwzvermom N3aMd ~oud
ray-8.8cd7
gaan 11d S dOSd
2Td R7 oot o 761
S+N =33 W o
- oaT . o1 NZMd~Dga
oyr [
Q10 210 0Ll
=age)
ONOY
aan~17d aan~d NI d3MOd TarT=5o®
upBT
S60 TrI wmu
D@Mﬁ _ D%ﬁ
1 EmS T7d s
=y - =] -
U gan~217d 184~277d -
2Er _ rag_ 62r _ _
_ anou NTZ T
aand~7d aaNa ™V 1d o0 oo 2.y
£60 ugEI | ueel | uvea] ngI oo_o .
ay Ry “ 9ETO | EETO | TT17 92TO e
8eTy a-7177d H
ik DD)D NJJH_ ™ QD\JD‘JJ& H m rav SSUdAg|
per [Fra oer - ey Saar*SoT—*® R Yoo 5 C won  wio
_|_ 188~ T1d uggl AT
_ vaan~77d o
gaan~ 171d nRe e 09-828€d!
aN Ny | d0Sd
ugE T | 221 ger
ke qmmﬂm\umja = 62 :
Baan~111d Sry 6TW
Ter | o —nw
ger B
aana~1d Tor
1 f c f € f v S E Z f




1 | z | g | v S 9 2 g

ngom me_\fr H_HIU Dm PT@2 CE:0S:5T L2 ver pPaM=03I4I00W™ LSBTl

JotlgTudied=g71T11

BYBe /80 :31vd N4 “A INISS3a
/T 1 390d N4 “A  :30n13 3111
143
9153 geg | 91531 Ssis3LfTea 153
7183 cd 1531 T1S31 Tva T1S3T
c183 5eg | €531
c1G831 ova 21531
Sa7YWG-3ISTdd
\Hmlm ceny 3sinoTeTd [ g1g
NTHTIO™ LNaNT peg | ¥10LN0TETId ¥ 04RTETd [T g1g
a3sniaTend 18317093y -
ON/440d ™ g exd g1g_| 183117 c¢Td ved ao3d WMM LSl mmww
_ | ssNY SO~ UWS-ISIHd y1g ] 4neoned 1sye1d|T 12g NITILAE D0 D [ gry  NI-TiAa>Bo D
ON/N3™0Ba [~ 120 m c SNOTBANGLS I 690 INOTHANY LS
- _ d " HTIDTLINANI T SUOWT1S3LITg9g JAOW ™ LS3T
@01/ <@>NI~DOua [=hie) <@>g1ud”1s3L — - - L - -
HDF\AavZH\UED ) <I>9l18d_ 1831 upoT ved | X084 Hl]n_ EHXm\qun_ IRZ)EE ASvZH\HuDOUZM 655 <> 300DN3
201/<2>NI"o80 81> <z S91ud- 1831 aana ceg | »¥1DLnoTT1d 8IMST T d [T g <T>NIZH3000N3 |38y < I >0 OINT
€0L/<ESXNITO0A TS <E>91ud 18371 5 [SY40) _ | <2>NI~H300ONI I Tog <> JI00INT
YaL/<yO>NITO80 [ T5 <p>uTud- 1831 2T MDA 1A [ gg <EXNITM3ITOONI[TE55 <= >0 INT
] SOL/<S>NITO80 [ ET> <GS>YIBO-1STT ST oxd _ | <PONITH3I00ONI [E50 <> HJQINT
0] ON/HNAW mDF\AvaH\UQD 210 <9>9g18d 1831 mmqu\rmwaljn_ PE=S AvaH\w_uDOUZM 7S5 <S>HIAODNT
o) ON/ZTINK 2017 <2>NI7Dud T1D <2 >91o0d 18371 N™HID™ LNaANT 3SNIAT17d ped AvaH\HuDOUZM SoY AQVWMQOUZM
SL/<8>NITOEO 35 A0 15~ 1831 1Sy-17d [~ s2g C4INITHIIONIT 998 (2> 300N
— — . —] - — | I
DN/ 1N02sa DD1/<6>NI~Dud = = " 1S31171T1d aMs~177d 1Noau3y 13918
cene (<o) T 2D goHDT T081NODT183L P AAN = mm% mm\ hasionTaa ave-1g \mmm 1Noad v2v €S9 1dY1S
NV I— _l (== 1"] 1NOMD0 1D ELB 1NOT3LAE™XHI0TD  XI0T1D TS89 OO 1D
Lualeans HOOTO % o2 TEN 2650 _ _ mw — [ L e | (io3s 1236 Pes——===
P S oy d M0 LNaNI = 1vesans 1NOH3S SSsu 8ry 1353y
SSNE aon el @iy = <@>1No¥gd <@>NIddd
mmw\ ssna"E d3lle aana—e \M%Dmmm zeg | ssnend aan~277d HPHMWW ]%W\M MWM <T>1Noxgd <T>NIddd mwm Mﬂw WMMM
S3 7| ON/SSNETE ON/OONS™E [~ 75 cea_]ssnae1d aana-e7d [~ cza 2 S TAQNUd ey | <€>1nodsd <Z>NI8Yd [0 <o SN Tagd
grg | ¥ssne1d BIaN ETd [~ e7g €5 TR0 Try | <€ 1Nodud <EXNISd[goy < SNToYd
S ] B _ | P> INOdudory | <v>inodsd WONIEUd 20 < SNTgud
TEE | TSSNTT A TAUNT 114 [T gza § 5 TAQ S 6L <S> 1MN0oddd <S>NISYd[Tgzg <G SN TIggd
- od S9<9> TNQHTA8EY | <971nodsd _
3oNd ] B B B | IS TN0gUg 280 | <2 1noded  dWLSLTO0IO TR Eg  Giis1 00T
- 2eg] 1S5MQTTTd TAANAT T T[T geg « HITL3S[ o0 11— | 395
€01 AAAS - ”ATEVV ' crd 714 No~d ey NO~d
— ' ' T ESSNTTTd saan~ 1 1d | [=4=iShg=g]
J0Nd™ duT-48 0N muoﬂ- ve T 25387 BHS m M Nﬂwmﬂ%mm
%} _ H3T1c CHINIpTg — ZHIN
307 dN3LY11I0S0 ENINITETY SNIN
Steta] ZHWBBT —
ssng ssny 30Nd Isemant 17 TogIdn
ssny % eo1 qu qmuaqmmm mma S mwﬁﬁim
| 86 TH|
_ 120 aand B B TNIN ™ 6g TNIN
mwwé JoNd™33471531 ® S| wwdisans TIXId AN [T IR T A 434N
upyT LvEaT nLy - 5
eat 20T YooT YorT YoeT YoaT Yoot Mer— e i pacE
+ + — -
22D 890 290 pog | | SSTT HAILE 90N 5eg
8ID04¥TD |CED |BESD £2D |9cD 6g PRLS]
Sey eeg Jdn
Baan 759 e m S
aan aana [Z=5] _ Sy
[ST] Ssena~ 1 SEOY ana
SEl mw
ATlddNS §d3MOd J04 ONIIdNo23a ceny mW SUIE~ANddNS [ oy
SSNY SSNY SSNY
129 _ _ =]
ooy u oaND T oaan ﬂﬁ vo
61U 5]
SSNY SSNY SSNY 6 Gt [SIF] =E]
JAN JAN PALS]
Tvd - .
. R STg | 08d~BaND godd™8aan [~ Tg oaan
c i L L L
T % cir 9 §TTC
INOTIBANGLS oY=z 8 I9Ng
~z cs ZNIN - €01
3JdOW™1LS3L T —
aand TNIN F0MNd  dIHO

NOJ TXd
vIr




122 Schematic of the test boards for the CAIRN-1 and CAIRN-2D
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