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Currently, the cities are the source for the planetary flow of energy and materials which are 

used to construct cities and ensures their functions. As major human activities are 

concentrated in urban areas, about 70 per cent of world energy is consumed in cities. The 

cities are also main source of emissions of several pollutants and greenhouse gases through 

combustion reactions of fossil fuels. They are also sources of emission of heat into the urban 

atmosphere because of using energy for cooling or heating of the buildings. 

Urbanization affects the physical mechanisms of urban area by reducing the 

vegetation fraction, modification of the surface roughness, surface albedo and absorption of 

solar radiation. Urbanization usually causes a change in all elements of the surface energy 

balance. During the day, urban areas (buildings, roads and other infrastructure) receive the 

solar radiation. A part of the solar radiation is absorbed by built-up area of the city and the 

rest is reflected in the atmosphere. Warmed surface of an urban area emit infra-red radiation 

which can be trapped by reflection/absorption in the urban canyon. The heat from 

anthropogenic and natural sources also leads to change the urban energy balance. As a result, 

urban areas become warmer than areas where there is no city and it is generally referred as the 

urban heat island (UHI). Urban heat island can have the consequences for human health and 

thermal comfort. It modifies the photochemistry of the city and has an effect on urban air 

pollution. It initiates or affects the formation of convective storms. It contributes to modify 

the energy demand for heating or cooling of the buildings. There are several factors that may 

affect the UHI such as geographical location (climate, topography, rural surrounds) of the 

city, size of the city, functions of the city, form of the city (materials, geometry, green space) 

and synoptic weather (clouds, wind) of the city. Because of these factors, the UHI greatly 

vary from city to city. 

At global scale, the average surface temperature is increasing. The rate of global 

warming averaged over the last 50 years (1956–2005) was 0.13°C ± 0.03°C per decade 

(Trenberth et al., 2007). During 1979-2004, the minimum and maximum temperature at 

global scale is also observed increasing by 0.29°C per decade (Vose et al., 2005). At regional 

scales, in most parts of Pakistan, the average temperature trends also showed increasing 

trends during 1951-2000 (APN CAPaBLE, 2005) i.e., 0.243 °C per decade in west 

Balochistan and 0.022°C per decade in central and south Punjab. So, the urban areas are being 

affected in three ways: by global changes, by regional changes and by local urban effects 

(such as UHI).  
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Several studies examining the relationship between urbanization and variation in local 

temperature were published mainly by focusing on UHI. Based on population size, Pakistan is 

one of the largest countries in the world that have 180 million of population. Currently, in 

South Asia, Pakistan has the highest percentage of population living in urban areas. 

According to an estimate, by 2050, 59.4% of total population of the country will be living in 

urban areas (equivalent to global percentage by 2060). The cities of Pakistan may have an 

impact on their local climates. 

 The objective of this work is to study the urban climate, mainly by focusing on urban 

temperature trends. The specific focus is to understand the reasons of increase in minimum 

temperature through observational and modelling techniques. For this purpose, the 

temperatures data from 1950 to 2004 measured on several meteorological stations of Pakistan 

is studied and analyzed. 

Daily averaged annual and seasonal minimum (Tmin) and maximum (Tmax) temperature 

data of 37 meteorological observatories of Pakistan (17 urban, 7 town and 13 rural) from 1950 

to 2004 is first homogenized and then analyzed. In order to identify the urbanization effect on 

local temperature trends, the data is divided into two different time periods, 1950-1979 

(period 1) and 1980-2004 (period 2). The urban stations refer to the major cities declared as 

metropolitan areas by the government and the cities with population density more than 5000 

persons/km!. The town stations refer to the cities with population density between 1000 to 

5000 persons/km! and the rural stations with population density less than 1000 persons/km!.  

The results show that after 1980s Tmin and Tmax increase faster than the period before 

1980s at urban areas. During 1980–2004, the increase in Tmin at major urban stations is 

observed higher than the smaller towns and rural stations. During 1980–2004, Tmax increased 

more at town and rural stations than urban stations and at rural stations, during this period 

Tmin decreased and Tmax increased more than the period 1950–1979. The highest growth in 

Tmin and Tmax at urban and town stations is observed in spring season. At rural stations, it is 

observed in winter for Tmin and in spring for Tmax during 1980–2004. The increase in Tmin at 

urban areas of Pakistan is observed 0.43°C per decade that is 0.14 °C per decade higher than 

the per decade increase (0.29°C) in global minimum temperature during 1980–2004. 

However, during the same period, per decade increase in Tmax at urban areas of Pakistan is 

measured 0.33°C that is close to the per decade increase in global Tmax which is 0.29°C. 

Several hypotheses have been proposed to explain why minimum temperature 

increases more than maximum temperature on global scale. In this work, we tried to 

understand why this effect is magnified in urban areas. For this, the effect of the size of the 
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city, changing land use and the building height on the evolution of minimum and maximum 

temperatures in urban areas has been studied by using the FVM (Finite Volume Model) 

model and the simulations are run by taking into account all the possible combinations of 

urban scenarios. FVM is a three-dimensional non-hydrostatic model which can calculate the 

evolution of meteorological characteristics (wind speed and direction, pressure, air 

temperature, and density and moisture) on big cities or regions. FVM is able to correctly 

simulate the interaction between cities and the atmosphere. The scenarios are constructed by 

changing the percentage of urban fraction, height of the building and radius of the city. The 

simulations are run for three days starting at 00:00 (GMT) on 19th day of each month and 

ending at 00:00 (GMT) on 22nd day of each month. For each month, 48 possible 

combinations of simulation scenarios are run (4!4!3) and in total, 576 simulations (48!12) 

are run for a year.  

The main results show that the urban fraction u, city size r and building’s height h 

influence the urban temperatures. Tmin and Tmax increase when urban fraction u, city size r and 

building height h increase. But it is noticed that Tmax increases more than the Tmin when u 

increases, Tmin increases more than the Tmax when r increases and Tmin increases more than the 

Tmax when h increases. Among all urban factors (urban fraction u, city size r and building’s 

height h), city size is the major factor that mainly contributes to increase the minimum 

temperature more than the maximum temperature in urban areas. However, the contribution 

of city size to increase the minimum temperature compared to the maximum temperature in 

urban areas varies from season to season. In winter, in 98% cases of the simulation scenarios 

of city size r showed higher increase in Tmin compared to Tmax and it represents in 58% cases 

in spring, in 51% cases in autumn and only in 30% cases in summer. 
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Actuellement, les villes sont les sources de flux planétaires d'énergie et de matériaux, qui sont 

utilisés pour construire les villes et assure leurs fonctions. Comme les principales activités 

humaines sont concentrées dans les zones urbaines, environ 70 pour cent de l'énergie 

mondiale est consommée dans les villes. Les villes sont ainsi la principale source d'émission 

de plusieurs polluants et de gaz à effet de serre et ce via les réactions de combustion des 

combustibles fossiles. Elles sont également sources d'émission de chaleur dans l'atmosphère 

urbaine, liée au refroidissement ou au chauffage des bâtiments.  

L'urbanisation affecte les mécanismes physiques de la zone urbaine en réduisant la 

fraction de végétation, la modification de la rugosité de surface, l'albédo de la surface et 

l’absorption du rayonnement solaire. L'urbanisation provoque généralement une modification 

de tous les éléments du bilan énergétique de surface. Pendant la journée, les zones urbaines 

(bâtiments, routes et autres infrastructures) reçoivent le rayonnement solaire. Une partie du 

rayonnement solaire est absorbée par zone bâtie de la ville et le reste se reflète dans 

l'atmosphère. Réchauffée la surface urbaine émit un rayonnement infra-rouge qui peut être 

piégé par réflexion/absorption dans le canyon urbaine. Le dégagement de chaleur par des 

sources anthropiques et de sources naturelles amène également à modifier le bilan énergétique 

urbain. En conséquence, les zones urbaines deviennent plus chaudes que les zones où il n'y a 

pas de ville et ce qui est généralement nommé comme îlot de chaleur urbain (ICU). Un îlot de 

chaleur urbain peut avoir des conséquences sur la santé humaine et sur le confort thermique. Il 

modifie la photochimie de la ville et a ainsi un effet sur la pollution de l'air urbain. Il initie ou 

affecte la formation des orages de convection. Il contribue à modifier la demande d'énergie 

pour le chauffage ou le refroidissement des bâtiments. Plusieurs facteurs peuvent influer ICU 

comme la localisation géographique (climat, topographie, rurale entoure) de la ville, taille de 

la ville, fonctions de la ville, la forme de la ville (matériaux, géométrie, espaces verts) et les 

conditions météorologiques synoptiques (nuages, vent). En raison de ces facteurs, ICU 

grandement varié d'une ville à l'autre. 

A l'échelle globale, la température moyenne à la surface augmente. Le taux de 

réchauffement de la planète en moyenne au cours des 50 dernières années (1956-2005) a été 

de 0,13 °C ± 0,03 °C par décennie (Trenberth et al., 2007). Au cours de la période 1979-2004 

l’augmentation de températures minimales et maximales à l'échelle mondiale est même 
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observée plus élevée à 0,29 °C par décennie (Vose et al., 2005). À l'échelle régionale, dans la 

plupart des régions du Pakistan, les tendances de la température moyenne ont aussi montré 

une augmentation du 0,011 °C par décennie au cours de la période 1951-2000 (APN 

CAPaBLE, 2005) i.e. 0,243 °C par décennie dans l'ouest du Baloutchistan et de 0,022 °C par 

décennie dans le centre et le sud du Pendjab. Ainsi, les zones urbaines sont touchées de trois 

manières: par les changements globaux, par des changements régionaux et locaux par des 

effets urbains (ICU).  

Plusieurs études portant sur la relation entre l'urbanisation et la variation de la 

température locale ont été publiée ces études portent principalement sur ICU. Selon la taille 

de la population, le Pakistan est l'un des plus grands pays du monde qui a 180 millions 

d'habitants. Actuellement, en Asie du Sud, le Pakistan a le pourcentage le plus élevé de la 

population vivant dans les zones urbaines. Selon une estimation, en 2050, 59,4% de la 

population totale du pays vivront dans les zones urbaines (ce qui équivaut au pourcentage 

mondial d'ici à 2060). Les villes du Pakistan pourraient avoir un impact sur le climat local. 

L'objectif majeur de ce travail est d'étudier le climat urbain, principalement en mettant 

l'accent sur les tendances de la température. Il s’agit principalement de l’augmentation des 

températures grâce à des techniques d'observation et de modélisation. A cet effet, des données 

températures de 1950 à 2004 ont étudiées sur plusieurs stations de mesure au Pakistan. 

Les données de températures annuelles et saisonnières moyennes quotidiennes 

minimales (Tmin) et maximales (Tmax) de 37 observatoires météorologiques du Pakistan (17 

urbain, 7 petite ville et 13 rurale) pour la période 1950-2004 ont d'abord été homogénéisées, 

puis analysées. Afin d'identifier l'effet de l'urbanisation sur les tendances de la température 

locale, les données ont été divisées en deux périodes distinctes, 1950-1979 (période 1) et 

1980-2004 (période 2) et les résultats sont présentés par types de station. Les stations urbaines 

correspondent aux grandes villes déclarées comme des métropoles par le gouvernement et à 

des densités de population de plus de 5000 personnes/km!. Les stations de petites villes 

correspondent à des villes de densité de population entre 1000 à 5000 personnes/km!. Les 

stations rurales correspondent à des surfaces où la densité de population reste inférieure à 

1000 personnes/km!. 

Les résultats montrent qu’après les années 1980, Tmin et Tmax tendent à augmenter plus 

vite que la période d'avant 1980 sur les zones urbaines. Au cours de la période 1980-2004, 

l'augmentation annuelle de Tmin sur les stations urbaines est observée plus élevée que sur les 

stations des petites villes et les stations rurales. Au cours de la période 1980-2004, Tmax a 

augmenté plus sur les stations des petites villes et les stations rurales que sur les stations 
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urbaines. Pendant 1980-2004, Tmin a diminué et Tmax a augmenté sur les stations rurales plus 

que pendant le période 1950-1979. La plus forte croissance de Tmin et Tmax sur les stations 

urbaines et de petites villes est observée au printemps. Sur les stations rurales, elle est 

observée en hiver pour Tmin et au printemps pour Tmax pendant le période 1980-2004. 

L'augmentation de Tmin sur les zones urbaines du Pakistan est mesurée à 0,43 °C/décennie ce 

qui est 0,14 °C/décennie plus que l'accroissement de la température minimum global au cours 

de la même période. L’augmentation de Tmax sur les zones urbaines du Pakistan est proche de 

l'augmentation de Tmax observée à l’échelle globale. 

Plusieurs hypothèses ont été émises pour explique pourquoi temperature minimale 

augmente plus que temperature maximale à l’échelle globale. Dans ce travail, nous avons 

essayé de comprendre  pourquoi cet effet est amplifié sur les zones urbaines. Pour cela, l’effet 

de la taille de la ville, le changement du l’utilisation des sols et la hauteur du bâtiment sur 

l'évolution des températures minimales et maximales des zones urbaines a été étudié en 

utilisant le model FVM (Finite Volume Model) et des simulations ont faites en tenant compte 

de toutes les combinaisons possibles de scénarios urbains. FVM est un modèle en trois 

dimensions non-hydrostatique qui peut permet de calculer l’évolution des caractéristiques 

météorologique (la vitesse du vent et des orientations, pression, température de l'air, et densité 

et de l'humidité) sur les grandes agglomérations ou des régions. FVM est capable de simuler 

correctement l'interaction entre les villes et l'atmosphère. Les scénarios ont construit en 

changeant le pourcentage de la fraction urbaine, la hauteur des bâtiments et le rayon de la 

ville. Les simulations ont été effectuées pour trois jours à partir de 00:00 (GMT) le 19e jour 

de chaque mois et se terminant à 00:00 (GMT) le 22e jour de chaque mois. Pour chaque mois, 

48 combinaisons possibles de scénarios de simulation sont exécutés (4!4!3) et au total, 576 

simulations (48!12) sont exécutés pendant un an. 

Les résultats centre montrent que la fraction urbaine u, la taille de la ville r et la 

hauteur du bâtiment h influencent les températures urbaines. Tmin et Tmax augmente lorsque 

fraction urbaine u, taille de la ville r et hauteur du bâtiment h augmente. Mais on remarque 

que Tmax augmente plus que le Tmin quand u augmente, Tmin augmente plus que Tmax lorsque r 

augmente et Tmin augmente plus que Tmax lorsque h augmente. Parmi tous les facteurs urbains 

(fraction urbaine u, taille de la ville r et hauteur du bâtiment h), la taille de la ville est le 

facteur majeur qui contribue principalement à augmenter la température minimale plus que 

température maximale dans les zones urbaines. Toutefois, la contribution de la taille de la 

ville dans l’augmentation relative de la température minimale par rapport à la température 

maximale dans les zones urbaines varie saison par saison. En hiver 98% des scénarios de 
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simulation de taille de la ville r montrent une plus grande augmentation de Tmin par rapport à 

Tmax, ils représentent 58% des cases en printemps, 51% des cases en automne et 30% des 

cases en été. 
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C H APT E R 1 

 

 

 

IN T R O DU C T I O N 
 

 

 

1.1 Introduction  

Before the middle of eighteenth century, the levels of urbanization throughout the world were 

low and the existence of large cities was only as elements of the urban systems of large national 

states and empires (Jones and Kandel, 1992). The major developments in urbanization are 

associated with industrialization that progressed a lot as a result of the shift in primary power 

sources for manufacturing. During mid of the 19th century, the shift in power source from hand 

and water power to steam power brought an industrial revolution. By 1870, the steam power 



            2  

  

capacity in manufacturing increased by replacing the water-power (Fenichel, 1979; Rosenberg 

and Trajtenberg, 2004; Kim, 2005). Such turmoil of industrial revolution caused an arisen in 

economic development and expressive urbanization. Moreover, the advancement of engineering 

in mechanical and construction industries also caused the development and expansion of existing 

of new cities, respectively. As a result, in twentieth century the world witnessed the rapid 

urbanization throughout the world and especially in third world countries. The global urban 

population in 1900 was 13 per cent that has increased to 29 per cent in 1950. It reached to 49 per 

cent in 2005. Due to rapid growth in urban population, it is estimated that 60 per cent (about 4.6 

billion) of the world total population will be living in cities by 2030 (World Urbanization 

Prospects, 2005).  

The first consequence of the urbanization is to deliberate more energy consumption in the 

cities. The second consequence is to degrade human quality of life and health. Recently, a major 

part of the energy consumed in the world is produced from combustion of fossil fuels. The 

burning of fossil fuels in combustion reactions results in emission of number of pollutants and 

greenhouse gases in the atmosphere (Vedal, 1997; Oke, 1997). Some of the pollutants harm the 

human health and ecosystems in general. The concentration of greenhouse gases (GHGs) 

contributes to change the climate and causes to increase the global temperatures. The global 

average surface temperature is increasing and since 1950s, the rate of increase is faster than the 

previous decades. During last 100 years (1906 2005), global temperature increased to 0.74°C; 

and the rate of global warming averaged over the last 50 years (1956 2005) was 0.13°C per 

decade that is nearly twice that for the last 100 years (Trenberth et al., 2007).  

The imprint of urban areas on climate is also widely increasing (Grimmond, 2006). The 

pace of urbanization poses massive challenges for the whole world generally and for less 

developed world especially. Removals of vegetation cover for settlement of new towns and 

extension of existing cities not only enlarged the anthropogenic activities but also spoils the 

natural land cover and local environment. The loss of green areas as a result of urbanization is 

also a serious threat to the overall biodiversity of urban areas (Qureshi and Breuste, 2009). The 

key anthropogenic activities in the cities are mainly concern to use of energy. The cities consume 

a great majority  between 60 to 80%  of energy production worldwide and account for a 

roughly equivalent share of global CO2 emissions. The growing urbanisation is expected to lead 
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to a significant increase in energy use and CO2 emissions, particularly in non-OECD1 countries in 

Asia and Africa (OECD, 2010). The studies also show that the vacillations in annual gross 

domestic product (GDP) have effect on energy consumption (Lee, 2006) that is observed during 

global economic recession in 2009, when the decrease in world GDP of 0.6% caused to drop -

1.1% or 130 Mtoe (Megaton oil equivalent) of the world energy consumption (ENERDATA, 

2010). However, about 1% increases in per capita gross national product (GNP) leads to increase 

1.03% of energy consumption and conversely, 1% increase in urban population leads to increase 

2.2% of energy consumption (Jones and Kandel, 1992). In less developed regions, the fast 

expansion of cities is leading to higher demand of house hold energy (Dzioubinski and Chipman, 

1999; Sajjad et al. 2010). 

The increase in temperature of cities all over the world does not have a direct impact upon 

global warming. However, the cities indirectly have an effect to cause global warming because 

they are the most important source of greenhouse gases (Alcoforado and Andrade, 2008). The 

Large scale warming is not urban

systematically exaggerated the observed global warming trends in minimum temperature, and his 

analysis (264 stations worldwide covering more than 27% of global land area) demonstrates that 

urban warming has not introduced significant biases into estimates of recent global warming. 

Easterling et al. (1997) also highlights in his work that the urban areas effect on global and 

hemispheric temperature trends are negligible. Although at some extent the global changes 

influence the urban climates, these changes, however, are not only the cause to affect the local 

climate. by Zhang et al. (2013) gives a 

new type viewpoint that energy use from multiple urban areas collectively can warm the 

atmosphere remotely, thousands of miles away from the energy consumption regions. It is 

because the significant amount of the heat is lifted into the jet stream, causing the fast-moving 

current of air to widen. When the heat is taken up into the system, it disrupts the normal flow of 

energy and can cause surface temperatures to change in distant locales affected by the same air 

circulation pattern. Further Zhang et al. (2013) elaborate that the inclusion of energy use at 86 

model grid points (using global climate model) where it exceeds 0.4Wm-2 can lead to remote 

                                                                                                                      
1 Countries which are not member of Organisation for Economic Co-operation and Development (OECD) 
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surface temperature changes by as much as 1 K in mid-and high latitudes in winter and autumn 

over North America and Eurasia.  

The impacts of global warming (including its impacts upon human well-being and health, 

various ecosystems, and on levels of energy and water consumption) may be exacerbated in 

urban areas. Depending both on their latitude and on their regional climate, cities will either be 

losers or winners from global warming (Oke, 1997). In warmer regions, if global warming causes 

increased air conditioning in cities, then more anthropogenic heat will be released and the UHI 

will increase further (Auliciems, 1997). Conversely, in colder areas there will be a reduction in 

of the thawed layer in 

, 

2003; as cited by Alcoforado and Andrade, 2008). Global warming may not necessarily bring 

about an increase in UHI intensity: urban-rural temperature differences may remain constant even 

in an overall warmer world (Oke, 1997).  

The important internal and external factors of the city influence the local climate, including 

urban morphology, size of the city, building density, land-use distribution, topography, 

meteorological conditions, season, water bodies, time of day, increased release of anthropogenic 

heat associated with rises in energy consumption (Oke, 1982; Magee et al., 1999; Montavez et 

al., 2000; Martilli, 2002; Kalnay and Cai, 2003; Kim and Baik, 2005, Alcoforado and Andrade, 

2008; Zhang et al., 2010; Salamanca et al., 2010; Salamanca and Martilli, 2010). However, the 

magnitude of the urban effect may also be closely associated with the level of energy 

consumption (e.g., cal/person/year), which depends on other socio-economic factors such as is 

seen in studies conducted on Prague (Brázdil and Budíková, 1999) and Shanghai (Chen et al., 

2003). In principal, the urban growth incorporates two trends: income growth and spatial growth 

or sprawl (Kahn, 2006). Income growth cause to equally increase the energy consumption (Lee, 

2006; Jones and Kandel, 1992) and urban sprawl has led to worsening environmental problems, 

as more area is sealed over (i.e., becomes impermeable through paving or building construction), 

less green area remains and water and energy consumption increase (Oke, 1997; Hassid et al., 

2000; Kahn, 2006; Alcoforado and Andrade, 2008). The effects of a large number of buildings in 

close proximity, as in a city, are greater than the sum of the effects of the individual buildings due 

to the complex interactions between them (Erell and Williamson, 2007; cited by Petralli et al., 

2011). Consequently urban areas experience higher temperature than their surrounding rural 
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areas, and this is phenomenon is widely known as urban heat island (Quattrochi and Rid, 1994; 

Grimmond et al., 2002; Shepherd and Burian, 2003; Martilli, 2003; Martilli et al., 2003; Bounoua 

et al., 2009).  

The modified land surface in cities affects the storage, radiative and turbulent transfers of 

heat and its partition into sensible and latent components. Urbanization generally results in 

modification of all elements of the surface energy balance  net radiant exchange (Q*), 

subsurface storage ( QS) and the channeling of the available heat into sensible (Q H) and latent 

(Q E) fluxes as a result of the presence of moisture together with anthropogenic heat (Q F) release. 

In this way, urban areas could be given as the surface energy balance equation: Q  + QF = QH + 

QE S A (Oke, 1987; Oke, 1988; Erell and Williamson, 2007; Rizwan et al., 2008). The 

relative warmth of a city compared with surrounding rural areas, arises from these changes and 

may also be affected by changes in water runoff, pollution and aerosols (Oke, 1987; Trenberth, et 

al. 2007).  

The ability of a town or city to generate an urban heat island and the magnitude of urban 

warming also greatly vary over both time and space. (Oke, 1973; Oke, 1987; Bacci and Maugeri, 

1992; Aniello et al., 1995; Grimmond et al., 2002; Shepherd and Burian, 2003; Chung et al., 

2004; Liu et al., 2007; Yin et al., 2007; Bounoua et al., 2009). Individual cities show a large heat-

island effect, measuring up to 5°C ~ 11°C warmer than their surrounding rural areas (Aniello et 

al., 1995). The urban heat island (UHI) intensity varies with urban size and population growth 

(Bacci and Maugeri, 1992; Chung et al., 2004; Liu et al., 2007; Yin et al., 2007), urban surface 

characteristics and anthropogenic heat release (Landsberg, 1981). The UHI also vary according to 

different types of atmospheric circulation pattern or air masses e.g. in Madrid, Spain (Yagüe et 

al., 1991). 

Large cities differ from the surrounding rural areas by virtue of having larger buildings that 

exert a stronger drag on the wind; less ground moisture and vegetation, resulting in reduced 

evaporation; different albedo characteristics that are strongly dependent on the relationship 

between sun position and alignment of the urban street canyons; different heat capacity; and 

greater emissions of pollutants and anthropogenic heat production. All of these effects usually 

cause the city center to be warmer than the surroundings (Wallace and Hobbs, 2006). As the 

ds urban areas, their environmental 



            6  

  

issues are getting worse and such areas have gotten significant attention of research communities 

all around the world. In this context, the cities are more and more concerned by climate change: 

first by concentrating dense population, they become more and more vulnerable to climate 

change risks; secondly by concentrating human activities and energy consumption, their 

responsibilities in climate change are increasing. In order to reduce the vulnerability and the 

energy consumption of such cities and improve inhabitants comfort, urban planners and decision 

makers may try to find best sustainable urban strategies 

The researchers adopted different approaches to study the urban climate at different scales. 

The recent advancements in numerical models have made it easier to simply simulate the effect 

of urban areas on local climate either by using a model or by coupling the different models as 

Advanced Regional Prediction System (Baik et al., 2007);  Linear statistical model (Bottyan et 

al., 2005); Simple Biosphere Model (Bounoua et al., 2009); State-of-science meteorological 

models (MetMs) and chemistry-transport models (CTMs) (Chemel et al., 2008); MODIS 

approach for satellite data (Cheval and Dumitrescu, 2009); Regional Atmospheric Modelling 

System and the Town Energy Budget model (Freitas et al., 2007); Tree-structured regression 

model (Hart and Sailor, 2009) Surface heat island model (Oke et al., 1991); WRF (Kusaka et al., 

2005; Shrestha et al., 2009, Miao et al., 2009; Salamanca et al., 2012).  

1.2 Urbanization in Pakistan 

Unlike most of the rest of the world, South Asia has been marked by low levels of urbanization 

despite being one of the most urbanized pre-colonial regions of the eighteenth century (Revi et 

al., 2002). However, Pakistan is on top among the South Asian countries by having the highest 

percentage of urban population (Figure 1.1). Currently 39% of total population is living in urban 

areas and in 2050, it is estimated that al

urban areas (UNDESA, 2011). Karachi, Lahore and Faisalabad are three large cities of the 

country with a population of 18, 10 and 4.1 million, respectively by having population density 

over 10,000 persons/km² (Demographia, 2011; Wikipedia, 2012). 

Figure 1.2 shows the growth of urban population in Pakistan. Share of urban population 

increased from 17.5% in 1950 to 33.1% in year 2000. It is further guesstimate that in 2050, 

59.4% of total population of the country will be living in urban areas (UNDESA, 2011). It is 



            7  

  

important here that many of the Pakistani cities are densely populated with huge population size. 

According to recent population estimates, major cities of Pakistan like Karachi, Lahore, 

Rawalpindi, Hyderabad, Faisalabad, Multan, Peshawar, Islamabad and Quetta have population of 

18.0, 10.0, 3.25, 3.0, 2.88, 1.6, 1.43, 1.33 and 0.89 million, respectively. Population density of 

these cities is over 10,000 persons/km² (Demographia, 2011). The mega cities such as Karachi 

are highly dense where about 17,325 persons live in per square kilometre (Qureshi, 2010). 

Although we could not find data of spatial extention of all cities however the available data of 

Karachi shows that this city has grown nearly 25 times since 1947 and is growing at the rate of 

about 5.4% per annum (Qureshi, 2010). If Karachi is considered as a reference city, it can be 

imagined that the Pakistan is facing higher urbanization. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.1: Percentage of urban population of major countries of South Asian region. Data 

source: United Nations, Department of Economic and Social Affairs, Population Division 

(2011): World Population Prospects, 2011. 
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 2050. Data source: United 

Nations, Department of Economic and Social Affairs, Population Division (2011): World 

Population Prospects, 2011. 

 

As it is discussed earlier, there are many factors that can be the cause of higher increase in 

temperature of urban areas. Rapid urbanization causes the expansion or densification of the cities 

and causes the replacement of the natural land cover (green spaces) by urban built areas 

(buildings, roads). The increasing urban population causes the densification of urban areas and 

the cities are growing horizontally and vertically. The expansion of cities causes the modification 

of the urban energy balance as more the artificial surfaces urban areas will have; there will be 

more absorption of solar energy and less emission of infrared radiation. Moreover, as the cities 

are growing, the anthropogenic activities are enhancing. Most of the human activities in urban 

areas are concerned to the use of energy (in buildings and for vehicles). Higher rate of 

consumption of energy in urban areas significantly causes the emission of heat into atmosphere 

that ultimately causes to warm-up the urban atmosphere as compare to its surrounding rural 

areas.  
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1.3 Objectives of the study 

The objective of this work is to address a series of questions, such as: 

- Is the temperature of urban areas of Pakistan increasing or not? 

- If increasing, at which rate (more or less than the evolution of temperature at global and 

regional scale)? 

- Which temperature parameter is being affected more by urban areas (minimum or 

maximum temperature)? 

-  Which are the important factors that cause the higher change in evolution of temperature 

of urban areas such as: 

 is it changing because of the size of the city? 

 is it changing because of the increasing urban fraction?  

 

height? 

- And what is the contribution of each of the factor in evolution of urban areas 

temperature? 

In this study, the efforts is to made to answers of the above mentioned questions by using 

observational and modelling approaches. 

The first aim is to see the urban areas effect on local temperature trends, by evaluating the 

annual averages of daily mean, minimum and maximum temperatures data from 1950 to 2004 at 

several locations of urban, town and rural areas of Pakistan. The second aim is to assess the effect 

of major urban factors such as city size, landuse change and building height effects on minimum 

and maximum temperature trends of urban area and to identify the factors that cause the 

minimum temperature to increase faster than the maximum temperature.  

To fulfill the first objective, the temperature data of 37 meteorological stations of Pakistan 

will be analyzed for the temperature trends at urban, town and rural areas. A comparative 

quantification of the change in temperature on urban areas of Pakistan will be calculated and will 

be compared with global trends for the periods 1950-2004 and 1980 to 2004. The meteorological 
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stations are located in all parts of the country so they are classified into urban, town and rural 

stations2.  

To accomplish the second objective, Finite Volume Mesoscale model (FVM) will be used 

to run the several scenarios on  

(meters), city size (radius in km) and urban fraction (in percentage). FVM is a mesoscale model 

that is able to simulate the interaction between cities and the atmosphere.  

This work has been decided in order to evaluate on which contribution part decision 

makers can directly act to reduce local temperatures and make their cities more livable and 

become the part of global efforts to mitigate the climate changes at local and global scales.  

1.4 Structure of the thesis  

For better understanding and reviewing urban-atmospheric energy balance and UHI cause, effects 

measuring and studying approaches, chapter 2 presents a complete review that will help to easily 

understand the UHI and its mechanism linked to urban energy balance. In chapter 3, observed 

data of 37 meteorological stations (17 urban, 7 town and 13 rural) of Pakistan is homogenized 

first and then statistically analyzed. The results of this chapter are useful to comparatively 

quantify the evolution of minimum and maximum temperature at urban areas of Pakistan and 

then compare them with global evolution of temperature trends.  In Chapter 4, Finite Volume 

Mesoscale (FVM) is used to run monthly simulations for 48 different scenarios based on urban 

size (4 scenarios), urban fraction (4 scenarios) and buildings height (3 scenarios). In this chapter 

all the scenarios are run in a combination where all are run with each other (4*4*3=48 scenarios 

per month). The procedure to use the Finite Volume Mesoscale (FVM) model, inputs, initializing 

time and urban parameterization is also discussed in this study. Chapter 5 is concluding all the 

study and giving the future perspectives for further study.  

                                                                                                                      
2
  Urban stations refer to the major cities declared as metropolitan areas by the local governments and the cities with 

population density more than 5000 persons/km². The town stations refer to the cities with population density between 
1000 to 5000 persons/km². The rural stations refer to the stations with population density less than 1000 persons/km². 
As there is no metadata available about all the meteorological stations considered in this study, some urban stations 
may not necessary be located in centre of the city.  



            11  

  

 

 

 

 

 

 

 

 

  

C H APT E R 2 

 

 

 

E N E R G Y B A L A N C E , URB A N H E AT ISL A ND A ND I TS 

M E ASURIN G T E C H NI Q U ES 

  

 

 

2.1  Introduction  

Radiation is the most important factor of energy exchange. It is the source of power that drives 

the atmospheric circulation, the oceanic circulation, and the hydrological cycle, and is the only 

means of energy exchange between the earth and the rest of the universe (Geiger et al., 1995). 

Energy of importance to climatology exists in the Earth-Atmosphere (E-A) system in four 

different forms (radiant, thermal, kinetic and potential) and is continually being transformed 

from one to another. The exchange of energy within the E-A system is possible in three modes 

(conduction, convection and radiation). Inside the atmospheric system, the energy is likely to be 



            12  

  

channelled into different subsystems, and converted into different combinations of energy forms 

and modes of transport. Some will lead to energy storage change and others to energy output 

properties. In the case of energy these properties include the ability of the system to absorb, 

transmit, reflect and emit radiation, its ability to conduct and convect heat, and its capacity to 

store energy (Oke, 1987).  

There are essentially four types of energy fluxes at an ideal surface (surface relatively 

smooth, horizontal, homogeneous, extensive and opaque to radiation), namely, the net radiation 

to or from the surface, the sensible (direct) and latent (indirect) heat fluxes to or from the 

atmosphere, and the heat flux into or out of the submedium (soil or water). The net radiative flux 

is a result of the radiation balance at the surface. During the daytime, it is usually dominated by 

the solar radiation and is almost always directed towards the surface, while at night the net 

radiation is much weaker and directed away from the surface. As a result the surface warms up 

during the daytime, while it cools during the evening and night hours, especially under clear sky 

and undistributed weather conditions (Arya, 2001).  

A short description of atmospheric boundary layer is given in section 2.2, E-A and urban 

energy balance is given in section 2.3, urban heat island, its causes and consequences are given in 

section 2.4, and UHI studying approaches such as field measurements, GIS and remote sensing 

and modelling approaches are given in section 2.5. 

2.2  The A tmospher ic Boundary Layer 

a basis for dividing the atmosphere into four distinct layers: troposphere, stratosphere, 

mesosphere, and thermosphere (Wallace and Hobbs, 2006) (see figure 2.1a). Almost major part 

of all the weather processes and human activities takes place in troposphere that is the lowest 

layer of the atmosphere and is characterized by decreasing temperature with height, rapid vertical 

total mass. Troposphere is divided into several layers mainly atmospheric boundary layer (ABL) 

or simply boundary layer, free atmosphere, turbulent surface layer, and roughness layer (Oke, 

1987; Arya 2001, see Fig. 2.1b). Free atmosphere extends from about 1 km to the tropopause 
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surface and may be characterized by well developed mixing (turbulence) generated by frictional 

drag as the atmosphere moves across the rough and rigid surface of the earth, and by the 

- ; Jacobson, 2005). The boundary 

layer receives much of its heat and all of its water through this process of turbulence (Oke, 1987). 

The thickness of the boundary layer is quite variable in space and time. Normally ~1 or 2 km 

thick (i.e., occupying the bottom 10 to 20% of the troposphere), it can range from tens of meters 

to 4 km or more (Wallace and Hobbs, 2006). The turbulent surface layer is characterized by 

intense small scale turbulence generated by the surface roughness and convection; by day it may 

extend to a height of about 50 m, but at night when the boundary layer shrinks it may be only a 

few metres in depth. The roughness layer extends above the tops of the elements to at least 1 to 3 

times of their height or spacing. In this zone the flow is highly irregular being strongly affected 

by the nature of the individual roughness features (e.g. blades of grass, trees, buildings, etc.). The 

laminar boundary layer is in direct contact with the surface(s). It is the non-turbulent layer, at 

most a few millimetres thick that adheres to all surfaces and establishes a buffer between the 

surface and the more freely diffusive environment above (Oke, 1987).  

The urban boundary layer (UBL), above roof level, in contrast, is that part of the boundary 

layer whose characteristics are affected by the presence of the urban surface (or its land-use 

zones) below and is a local to meso-scale phenomenon controlled by processes operating at larger 

spatial and temporal scales (Fig. 2.2). Characteristics of urban boundary-layer regions are 

presented by Roth (2000) in Table 2.1 in which the regions identified are based on a simple 

classification first proposed by Oke (1976) that recognizes the urban canopy layer (UCL) and 

UBL, respectively (as cited by Roth, 2000).  
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Figure 2.1: (a) A typical mid-latitude vertical temperature profile, as represented by the U.S. 
Standard Atmosphere (After: Wallace and Hobbs, 2006); (b) Schematic of the planetary 
boundary layer as the lower part of the troposphere (After: Arya, 2001).  
 
 

 
Figure 2.2: Urban heat island processes at mesoscale and microscale (After Voogt, 2007).  
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Table 2.1: Characteristics of urban boundary-layer regions (After Roth, 2000). Here z* presents 
the depth of the Roughness sub-layer (RSL),0.1z* denotes up to 10% of z* and zi denotes the top 
of mixed layer (often defined as the average base of the overlying stable layer). 

  
 

As explained by Oke (1987) the wind field in the boundary layer is largely controlled by 

the frictional drag imposed on the air flow by the underlying rigid surface (Fig. 2.3). The drag 

retards motion close to the ground and gives rise to a sharp decrease of mean horizontal wind 

surface area). The increased drag and turbulence results in a deeper zone of frictional influence 

within which wind speeds are reduced in comparison with those at the same height in the 

-

this is relieved by uplift. The vertical motion induced is in addition to that brought about by the 

city by about 250 m in the daytime. Downwind of the city the return to less rough rural surfaces 
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Figure 2.3: The effect of terrain roughness on vertical profile of wind speed (After Oke, 1987). 

  

 
Figure 2.4: A scheme of mechanical and thermal effect due to presence of buildings in urban 
areas. Source: Air and Soil Pollution Laboratory, École Polytechnique Fédérale de Lausanne 
(EPFL), Switzerland.  
 

The boundary layer is said to be unstable whenever the potential temperature of the air is 

warmer than the above air, such as during a sunny day with light winds over land, or when cold 

air is advected over a warmer water surface. This boundary layer is in a state of free convection, 

with vigorous thermal updrafts and downdrafts. The boundary layer is said to be stable when the 

surface potential temperature of air is colder than the air, such as during a clear night over land, 

or when warm air is advected over colder water. Neutral boundary layers form during windy and 
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overcast conditions, and are in a state of forced convection (Wallace and Hobbs, 2006).  Figure 

2.4 presents the mechanical and thermal effects and resulting of the interaction between the urban 

surface and the boundary layer of the atmosphere. Large cities differ from the surrounding rural 

areas by virtue of having larger buildings that exert a stronger drag on the wind; less ground 

moisture and vegetation, resulting in reduced evaporation; different albedo characteristics that are 

strongly dependent on the relationship between sun position and alignment of the urban street 

canyons; different heat capacity; and greater emissions of pollutants and anthropogenic heat 

production. All of these effects usually cause the city center to be warmer than the surroundings  

a phenomenon called the urban heat island. The largest cities generate and store so much heat that 

they can create convective mixed layers over them both day and night during fair-weather 

conditions. This urban heat source is often associated with enhanced thermals and updrafts over 

the city, with weak return-circulation downdrafts over the adjacent countryside. One detrimental 

effect is that pollutants are continually recirculated into the city. Also, the enhanced convection 

over a city can cause measurable increases in convective clouds and thunderstorm rain (Wallace 

and Hobbs, 2006). 

2.3 Radiation budget 

Knowledge of the surface energy balance is fundamental to an understanding of the boundary 

layer meteorology and climatology of any site. In conjunction with the synoptic wind, it provides 

the energetic deriving forces for the vertical fluxes of heat, mass and momentum (Oke, 1988). 

Basically all the energy that reaches the Earth comes from the Sun. The absorption and loss of 

radiant energy by the Earth and the atmosphere are almost totally responsible for the Earth's 

weather on both global and local scales. The average temperature on the Earth remains fairly 

constant, indicating that the Earth and the atmosphere on the whole lose as much energy by 

reradiation back into space as is received by radiation from the Sun. The accounting for the 

incoming and outgoing radiant energy constitutes the Earth's energy balance. The atmosphere, 

although it may appear to be transparent to radiation, plays a very important role in the energy 

balance of the Earth. In fact, the atmosphere controls the amount of solar radiation that actually 

reaches the surface of the Earth and, at the same time, controls the amount of outgoing terrestrial 
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radiation that escapes into space (Seinfeld and Pandis, 2006). A brief description of E-A and 

urban radiation budget are given in section 2.31 and 2.3.2. 

2.3.1  Earth-Atmospheric radiation budget 

Schemes of global-mean energy budget (in W m-2 and in %) are presented and described by Rotty 

and Mitchell (1974), Wehrli (1985), Oke (1987), Ramanathan (1987; 1989), Salby (1996) and 

other researchers. Such schemes recognize the Earth, the Atmosphere and Space as separate sub-

systems and places magnitudes on the energy exchanges between them (Oke 1987; Ramanathan, 

1989). Incoming solar energy is distributed across the earth. Therefore, the global-mean short-

wave (SW) flux SF incident on the top of the atmosphere in given by SF  = 3434/SF  W m-2, 

where FS the global solar flux and the factor 4 represents the ratio of the surface area of the earth 

to the cross-sectional area of the intercepted beam of SW radiation. Figure 2.5 represents the 

global-mean energy budget (W m-2). Of the incident 343 W m-2, a total of 106 W m-2 

(approximately 30%) is reflected back to space (21 W m-2 by air, 69 W m-2 by clouds, and 16 W 

m-2 by the surface) and does not participate further in the E-A system energy balance. The 

remaining 237 W m-2 is absorbed in the Earth-Atmosphere System. Of this, 68 W m-2 (about 20% 

of the incident SW flux) is absorbed by the atmosphere (48 W m-2 by atmospheric water vapor, 

ozone, and aerosols and 20 W m-2 by clouds). This leaves 169 W m-2 to be absorbed by the 

surface  nearly 50% of that incident on the top of the atmosphere (Salby, 1996).  

At a global-mean the surface temperature reaches to 288 K. As any warm body, the surface 

emits longwave (LW) radiation. 390 W m-2 is emitted far more than it absorbs as short-wave 

(SW) radiation. Excess LW emission must be balanced by transfer of energy from other sources. 

Owing to the greenhouse effect, the surface also receives LW radiation that is emitted downward 

by the atmosphere in the amount of 327 W m-2. Collectively, these contributions result in a net 

transfer of radiatives energy to the surface: 
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Figure 2.5: Schematic representation of global-mean energy budget (W m-2) (After Salby, 1996). 
 

The surplus of 106 W m-2 

must be balanced by transfers of sensible and latent heat for the atmosphere. Were it not for these 

balance the net absorption of radiant energy. The energy budget of the atmosphere must also 

balance to zero to maintain thermal equilibrium. The atmosphere receives 60 W m-2 directly 

through absorption of SW radiation. Of the 390 W m-2 

surface, only 22 W m-2 passes freely through the atmosphere and is rejected to space. The 

remaining 368 W m-2 is absorbed by the atmosphere: 120 W m-2 by clouds and 248 W m-2 by 

water vapor, CO2 and aerosol. The atmosphere loses 327 W m-2 through LW emission to the 

urface. Another 215 W m-2 is rejected to space: 90 W m-2 emitted by clouds and 125 W 

m-2 emitted by water vapor, CO2, and other minor constituents. Collecting these contributions 

gives the next flux of radiatives energy to the atmosphere:   
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The deficit of 106 W m-2
 

 

2.3.2	
   The	
  urban	
  energy	
  budget	
  

The urban climates differ from those of rural areas and that the magnitudes of the differences can 

be quite large at times depending on weather conditions, urban thermophysical and geometrical 

characteristics, and anthropogenic moisture and heat sources present in the area. The fluxes of 

heat, moisture, and momentum are significantly altered by the urban landscape and the contrast 

heat, moisture, and pollutants into the atmosphere (Taha, 1997). 

The energy balance determines the energy fluxes exchanged between the surface and the 

atmosphere. An individual building, for example, consists of walls and roof facets, has a differing 

time-varying exposure to solar radiation, net longwave radiation exchange and ventilation (e.g. 

Arnfield, 1984; Arnfield, 2000; Paterson and Apelt, 1989; Verseghy and Munro, 1989a, 1989b). 

Horizontal ground-level surfaces are a patchwork of elements, such as irrigated gardens and 

lawns (Oke, 1979; Suckling, 1980), non-irrigated green space, and paved areas (Doll et al., 1985; 

Asaeda et al., 1996; Anandakumar, 1999) with contrasting radiative, thermal, aerodynamic and 

moisture properties, frequently including trees (Oke, 1989; Grimmond et al., 1996; Kjelgren and 

Montague, 1998).  

These different surface elements possess diverse energy budgets that generate contrasts in 

surface characteristics, and lead to mutual interactions by radiative exchange and small-scale 

advection (Arnfield, 2003). Building walls and the elements lying between buildings, for 

example, define the urban canyon (UC). UCs and the roofs of adjacent buildings define city 

blocks, which in turn scale up to neighbourhoods, land-use zones and, ultimately the entire city. 

At each scale, units will possess distinctive energy balances that, in general, represent more than 

the area-weighted average of the budgets of individual elements but also incorporate the 

distinctive interactions among their constituent units. Moreover, each unit interacts with adjacent 

ones in the same scale category by advection (Ching et al., 1983; as cited by Arnfield, 2003).  
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The capacity of the materials to store the daytime heat input is large and this storage, plus 

the extra heat release from the combustion of fuels, creates a huge heat reserve. At night, within 

the deep street canyons which screen off much of the cold sky and restrict air flow, the heat store 

can only be released slowly. The contrast between this cooling environment, and that of the 

usually more open colder rural areas, is what creates the nocturnal warmth of cities that has been 

 

This phenomenon, the urban heat island, has been recognized since the turn of this century 

and has been well documented (Chandler, 1960; Oke, 1987; Oke, 1988; Karl and Jones, 1989). A 

heat island can occur at a range of scales; it can manifest itself around a single building (Charles, 

1983), a small vegetative canopy (Taha et al., 1989; Taha et al., 1991), or a large portion of a city 

(Oke, 1973; Camilloni and Barros, 1997; Bottyan and Unger, 2003; Chen et al., 2003; 

Grimmond, 2007; Cheval et al., 2009; Hart and Sailor, 2009, as cited by Taha, 1997). The UHI 

effect clearly must be the result of urban/rural energy balance differences (Oke, 1982) which is 

mainly caused by surface textures. The different material properties of urban areas (Table 2.2) 

have significant effect on temperature fields because of different characteristics of surface albedo, 

latent heat flux/evapotranspiration, and anthropogenic heating (Taha, 1997).  

 
Table 2.2: Radiative properties of typical urban materials and areas (After Oke, 
1987). 
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The process of urbanization involves the transformation of the radiative, thermal, moisture 

and aerodynamic characteristics and thereby dislocates the natural energy and hydrologic 

balances. The urban energy budget was first proposed by Nunez and Oke (1977). The complexity 

of the urban surface means that the First Law of Thermodynamics (conservation of energy) 

cannot realistically be solved for every point on the urban surface and therefore requires 

approximation (Harman, 2003). So the researcher use approximations by considering the energy 

balance of the different building facets (e.g. Masson, 2000) or considering the energy balance of 

a volume incorporating buildings, intervening air and the underlying substrate (e.g. Oke, 1987; 

Grimmond et al., 1991).  

As discussed by Arnfield (2003), Oke (1988) suggests that, at larger scales, for total urban 

landscapes, a useful approach is to evaluate the equivalent energy fluxes through the top of an 

imaginary volume, extending from a depth in the substrate below which energy exchanges are 

negligible at the time scale of consideration to a level roughly at roof level, at the upper margins 

of the UCL (Figure 2.6). In order to compare these approximations it is useful to consider the 

balance of energy through a horizontal plane just above roof level (plane ABCD in Figure 2.6). 

This is denoted the urban energy balance or bulk energy balance and fluxes per unit planar area 

across this plane are denoted bulk fluxes. This is the balance of energy required in numerical 

weather prediction models. Relating the energy balance of the individual facets to the bulk energy 

balance requires additional assumptions, most commonly that the intervening air does not absorb 

or release energy. The urban energy balance is then the sum of the energy balances of the 

individual urban surfaces suitably weighted by surface area (Harman, 2003). 
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Figure 2.6: Schematic of the volumetric averaging approach to urban energy balance - depiction 
of the fluxes involved in the energy balance of an urban building-air volume (after Oke, 1987). 
Q* is the net radiation; QH the sensible heat flux; QE S A the 
advective flux; and QF the anthropogenic heat flux.  
 

The energy budget of building-air volume such as that illustrated in figure 2.6 is given by a 
relation similar to that for a single building and this relation of such type of volume can be 
written as: 
                

 

where Q* is the net radiation, QH and QE are the fluxes of the sensible and latent heat, 

respectively. QS is the storage heat flux and represents all energy storage mechanisms within 

elements of the control volume, including air, trees, building fabrics, and soil, and QA is the net 

advection through the lateral sides of the control volume. Q F refers to anthropogenic heat sources 

within the control volume in the city that are associated with combustion. The release of heat, due 

to combustion of fuels, is a heat source for the city not found in the countryside. Not 

unreasonably, therefore, this term is often cited as being responsible for the urban heat island 

effect. The magnitude of Q F in a city depends on its per capita energy use and its population 

density. The population density depends on many factors including the climate (due to the 

demand for space heating or cooling), the degree and type of industrial activity, the site of 

electricity generation (e.g. thermal power plants in the city or imported from afar), the urban 

(2.1) 
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transportation system, etc. Spatial variability of Q F within cities is considerable and of 

importance where the central business areas appear as the primary heat source, but there may be 

 

2.4   Urban Heat Island (U H I) 

A new surface geometry as a result of removal of vegetation upsets the radiation budget, and 

albedo (Oke, 1987). Currently, the cities are the foci for the planetary flows of energy and 

materials, which are used to construct the physical city and sustain its functions (Decker et al., 

2000; Mills, 2007). Land-use modifications due to urbanization can modify the energy balance in 

cities; this in turn affects the urban thermal environment, resulting in the urban heat island (UHI) 

effect, whereby urban areas often experience different temperatures than surrounding rural areas. 

An urban heat island can have human health and thermal comfort consequences (Voogt, 2002; 

Huang et al., thus affect urban air pollution (Saitoh et 

al., 1996; Taha, 1996; Sarrat et al., 2006), initiate or affect the formation of convective storms 

(Jauregui and Romales, 1996; Bornstein and Lin 2000). It also affects the energy consumption 

needs of a city depending upon the demand of heating and cooling requirements (Akbari et al., 

2001; Assimakopoulos et al., 2007; Kolokotroni et al., 2007, as cited by Hart and Sailor, 2009).  

 

 
Figure 2.7: Generalized cross-section of a typical urban heat island (After Oke, 1978). 
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Figure 2.7 highlights that the most obvious phenomena associated to urban climate is UHI 

in which the air temperature of an urban area is higher than surrounding rural area (Oke, 1987; 

Kuttler et al., 1996; Kim and Baik, 2004; Unger et al., 2000; Bottyan et al., 2005). In 1868, 

Emilien Renou (1815  1902), a French Meteorologist reported that the Paris was about I°C 

warmer than country side (Landsberg, 1981). It was Luke Howard (1833), the first who 

conducted purposeful study to recognize the effect that urban areas have on local climate and 

U HI

 1816, he found that London was 1.48°C warmer than the temperature in the country side. Later, 

Manley (1958) established his hypothesis that UHI will have greater effect on winter snow fall as 

most of the snow in London is likely to fall on windy days when the 'heat island' effect will be 

diminished. Arnfield (2003) summarizes that: UHI intensity decreases with increasing wind 

speed; UHI intensity decreases with increasing cloud cover; UHI intensity is more severe during 

summer or warm half of the year; UHI intensity tends to increase with increasing city size and 

population; and UHI intensity is greatest at night. However, the above conclusions have 

contradicted by other studies. For example, maximum UHI intensities were found for sunny days 

in Saskatoon under clear and calm condition (Ripley et al., 1996). Also, negative heat island 

intensity (rural area warmer than urban area) was reported in Reykjavik (Steinecke, 1999). 

2.4.1 Causes of U H I 

Depending on the functionality and location of a city, the UHI also greatly vary from city to city 

al around the world. There are several factors that may affect the UHI. Voogt (2007) suggested 

the scheme of number of factors that affect the UHI and also highlighted some of the factors for 

whom the mitigation measures can be adopted to reduce the UHI (Appendix 2.1). 
Urban material: Urban areas are made of paved surfaces; high rise buildings and blacktop 

asphalted roads, streets and concreted paths. The thermal properties (heat capacity and 

thermal conductivity) and surface radiative properties (albedo and emissivity) of such urban 

areas are significantly different than the surrounding rural areas. Presence of a single building 

complex will show a different microclimate than an equal piece of land in its natural state 

(Landsberg, 1981). As the materials used in urban areas (concrete and asphalts) have higher 

heat capacity and lower albedo; they absorb a huge amount of heat at day times through solar 
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temperature goes higher than nearby rural areas.  

Removal of vegetation: Expansion of cities in their spatial size and population growth, cause the 

elimination of natural lands. The natural lands (vegetation) play a great role to lower the 

surface temperatures through the process of evapotranspiration. Absence or scarcity of 

vegetation cover in urban areas minimizes this process and there the surface air temperature 

remains higher than country sides. 

Urban morphology: Due to variety of land utilization (mainly for buildings) urban areas are 

considered as the areas of high rugosity compared to flat rural areas. The complex urban 

geometry in presence of buildings not only calms down the urban environment by trapping 

the flow of wind over urban canopy. 

Radiation balance: Urban areas also absorb solar radiation (short-wave) and cause to trap the 

long-wave radiation in canopy layer. During the day when the surface of the urban canyon 

receives direct solar radiation, it reflects and emits long-wave energy to the atmosphere. 

However, the presence of the buildings on both sides of the canyon, traps the reflected energy 

within the canyon and also with the same process, a huge amount of the long-wave energy is 

emitted and absorbed. At night, the absorbed heat by the buildings and other objects release 

into urban atmosphere.  

Sources of anthropogenic heat: The anthropogenic heat refers to the heat generated by cars, air 

conditioners, industrial facilities, and a variety of other manmade sources, which contributes 

to the urban energy budget (Akbari et al., 2010). Cities consume a great majority  between 

60 to 80%  of energy production (OECD, 2010) and emit huge amount of heat into urban 

atmosphere.  

Regional weather conditions and c  The regional weather conditions 

influence the urban climate. The large water bodies (oceans, rivers or huge lakes) cause to 

temperate the urban temperature. The wind blowing from water bodies toward urban areas 

also blow away the urban heat and help to keep the urban temperature moderate. The 

blockage of wind by adjacent mountain ranges can cause to increase the intensity of UHI and 

conversely, the creation of wind patterns along the mountain valleys can cause to decrease the 

intensity of UHI by blowing away the heat from nearby urban area. 
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Greenhouse gases and pollutants: The local increased emission of greenhouse gases (i.e. CO2) 

and pollutants (i.e. SO2, NOx, PM, CO, Hg) affect the long-wave radiation balance. The 

presence of pollutants near the urban canopy traps the long-wave radiations to pass through 

them to the atmosphere and thus cause to warm the urban areas than nearby rural areas.  

All these factors depend on th

greatly vary from city to city all around the world.   

2.4.2 Consequences of U H I 

Energy demand: Urban areas have typically darker surfaces and less vegetation than their 

surroundings (HIG, 2005). At the building scale, dark roofs heat up more and thus raise the 

summertime cooling demands of buildings. Every degree increase adds about 500 megawatts 

(MW) to the air conditioning load in the Los Angeles Basin (Akbari et al. 2001). Similar 

increases are taxing the ability of developing countries to meet urban electricity demand, 

while increasing global GHG emissions. The demand of energy for cooling or heating 

purposes depends upon the intensity of UHI of a city. In general, the peak urban electric 

demand rises by 2 to 4% for 1 K rise in daily maximum temperature above a threshold of 15

20°C. The additional air-conditioning use caused by this urban air temperature increase 

causes for 5 10% of urban peak electric demand (Akbari, 2005). Conversely, in temperate 

and cold climates heat islands may provide some benefits, especially in the cold season 

because of reduced heating loads, thereby reducing energy use. In these cases impacts of the 

UHI may be mostly beneficial in the winter, and undesirable in the summer (Voogt, 2003).  

Air quality and formation of ground-level ozone: The primary air pollutants, such as carbon 

monoxide (CO), carbon dioxide (CO2), sulfuric dioxide (SO2), nitrous oxide (NO), 

suspended particulate matter, and hydrocarbons (volatile organic compounds), are substances 

released directly into the atmosphere. Secondary air pollutants, such as nitrogen dioxide 

(NO2) and ozone (O3), are formed as a result of reactions between primary pollutants and 

other naturally occurring constituents present in air. The primary active pollutants in the 

creation of photochemical smog are nitrogen oxides (NOx) and volatile organic compounds 

(VOCs). In the presence of sunlight, these reactants are rapidly converted to secondary 

pollutants, most of which is ozone, but organic nitrates, oxidized hydrocarbons, and 
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photochemical aerosols are also part of the mix (Gray et al., 1999). If all other variables are 

equal such as the level of precursor emissions or wind speed and direction ground-level 

ozone emissions will be higher in sunnier and hotter weather (Akbari, 2005; Akbari et al., 

2008). As a result, the summer heat islands often accelerate the formation of harmful smog. 

Moreover, due to UHI effect, the convergence zone persists over the urbanized area (Fujibe, 

2003; Lemonsu and Masson, 2002), resulting in high concentrations of pollutants 

(Youshikado and Tsuchida, 1996), thus causes to increase the health issue especially the 

respiratory problems in the warm center of an urban area (Lai and Cheng, 2010).  

Human health: In urban regions, the urban heat island has the potential to negatively influence 

the health and welfare of urban residents. The extensive urban heat island effect, causes 

additional hot days and heat waves in urban regions compared to rural locales. An 

examination of summer mortality rates in and around Shanghai yields heightened heat-

related mortality in urban regions, and UHI is considered directly responsible, that acted to 

worsen the adverse health effects from exposure to extreme thermal conditions (Tan et al., 

2010). These pollutants are harmful for living things on the earth. 

Effect on precipitation: UHI can have a significant influence on mesoscale circulations and 

resulting convection (Shepherd, 2005). Early investigations (Changnon, 1968; Landsberg, 

1970; Huff and Changnon, 1972) found evidence of warm seasonal rainfall increases of 9% 

to 17% over and downwind of major cities. Jauregui and Romales (1996) observed that the 

daytime heat island seemed to be correlated with intensification of rain showers during the 

wet season (May October) in Mexico City, Mexico (as cited by Shepherd, 2005). During the 

monsoon season, locations in northeastern suburbs and exurbs of the Phoenix metropolitan 

area have experienced statistically significant increases in mean precipitation of 12 14% 

from a pre-urban (1895 1949) to post-urban (1950 2003) period (Shepherd, 2006). 

However, the formation of a high concentration of small cloud droplets leads to an increased 

cloud albedo and the suppression of precipitation (Collier, 2006).    
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2.5  U H I studying approaches and measuring techniques 

The study of UHI backs to 1833 when Luke Howard (1833) elaborated that London city is 

comparatively warmer than its country sides. Many general observations have been made in 

accordance to the geographic scope used in heat island studies and numerical tools have been 

developed in recent years.  

2.5.1 F ield measurements 

For measurement of UHI, its intensity and spatial extension, several approaches are being 

practiced by the researchers. A scheme of UHI measuring approaches at different atmospheric 

scales is presented in Figure 2.8. The meteorological data can be recorded by using fixed towers 

or automatic weather stations in which temperature sensors are normally placed in an appropriate 

manner in urban and rural regions so that the data should not be affected by non-climatic factors 

(Jauregui, 1997; Kim and Baik, 2005; Lee and Baik, 2010). The temperatures can also be 

measured by using Tethered Balloons and Radiosondes (Storvold et al., 1998). Sometimes 

researchers use the Traverse approach (aircraft or automobile) depending upon the atmospheric 

layer by which the temperature data is collected through aircraft-mounted temperature sensors 

flown across an urban area (Oke, 1973) or fixed on automobiles at a specific height from the 

surface (Bottyan and Unger, 2003; Bottyan et al., 2005). Some pre-cautions and post-cautions are 

required in this method to be sure that the data is homogeneous. 
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Figure 2.8: The UHI types and their measuring approaches (Adopted from Voogt, 2007). 

 

The data collected through the automobile traverse requires the corrections for 

temperature changes during the time of the traverse  at least the start and end-points must be 

common. In this method it is also important that the instrument must be protected from vehicle 

exhaust/engine heat and should have proper shaded/ventilated sensor (Voogt, 2007). 

Meteorological observations are also measured by using SOund Detection And Ranging 

(SODAR) units to study UHI (Childs and Raman, 2005). Through advancement in GIS and 

Remote Sensing, many researchers use non-contact instruments that sense longwave or thermal 

infrared radiation to estimate surface temperature. For this technique it is important that there 

should be clear weather conditions and spatial view of the urban surface (Aniello et al., 1995; 

Hung et al., 2006; Jiang et al., 2006; Cheval and Dumitrescu, 2009; Cheval et al., 2009). To study 

UHI by using the field measurements of several locations, the near surface temperature of urban 

stations is generally compared with rural stations. The number of stations to compare may range 

from one urban and one rural, one urban and an average of set of rural stations or an average of 

set of several urban and rural stations (Hinkel et al., 2003). Statistical analysis are used to 

measure urban rural temperature difference u-r) and normally its output results are used to 

find the spatial distribution and intensity of the heat island inside the city (Yagüe et al., 1991; 
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Jauregui, 1997; Brunetti et al., 2000; Kim and Baik, 2002; Liu et al., 2007; Hart and Sailor, 

2009).  

2.5.2 G IS and Remote Sensing 

Through advancement in GIS and Remote Sensing, many researchers use non-contact 

instruments that sense longwave or thermal infrared radiation to estimate surface temperature. 

For this technique it is important that there should be clear weather conditions and spatial view of 

the urban surface (Aniello et al., 1995; Hung et al., 2006; Jiang et al., 2006; Cheval and 

Dumitrescu, 2009; Cheval et al., 2009). The period after 1970s is considered as an era of 

advancements in Geographical Information System (GIS) and remote sensing. The use of 

LANDSAT TM satellite data, properly processed by using GIS software are widely practiced to 

study the change in natural landscape, deforestation, natural hazards studies and urban heat island 

(Aniello et al., 1995; Adinna et al., 2009). In such type of approach, the primary data sources for 

the researchers include: Landsat Thematic Mapper (TM), Enhanced Thematic Mapper Plus 

(ETM+), SPOT, QuickBird, Road vector map and thermal remote sensing (Voogt and Oke, 2003; 

Kato and Yamaguchi, 2005; Jiang et al., 2006; Hung, et al., 2006; Ouyang et al., 2008; Bounoua 

et al., 2009). Thermal remote sensing uses non-contact instruments that sense longwave or 

thermal infrared radiation to estimate the surface temperature. For this approach, it is important 

that there should be clear weather (cloudless) and spatial view of the urban surface.  The 

moderate resolution imaging spectro-radiometer (MODIS) approach is also being used as well to 

generate land-surface temperature (LST) maps to study UHI (Hung et al., 2006; Cheval and 

Dumitrescu, 2009; Cheval et al., 2009;  Mohan et al., 2012 ). Hung et al., 2006 developed three 

types of methods to estimate LST from space: the single infrared channel method, the split 

window method and a new day night MODIS LST method, which is designed to take advantage 

of the unique capability of the MODIS instrument (Wan, 1999). The first method requires surface 

emissivity and an accurate radiative transfer model and atmospheric profiles, which must be 

given by either satellite soundings or conventional radiosonde data (Schmugge et al., 1998). The 

second method makes corrections for the atmospheric and surface emissivity effects with surface 

emissivity as an input based on the differential absorption in a split window (Wan and Dozier, 

1996). The third method uses day night pairs of TIR data in seven MODIS bands for 
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simultaneously retrieving surface temperatures and band-averaged emissivities without knowing 

atmospheric temperature and water vapor profiles to high accuracy (Wan and Li, 1997. as cited 

by Hung et al., 2006). Some case studies deal with computation of land surface temperature 

(LST) and normalized difference vegetation index (NDVI) based on landuse/land cover (LULC) 

types (Weng and Yang, 2004; Xiao and Weng, 2007). 

2.5.3 U H I modelling approaches  

Since the advent of atmospheric computer modeling in 1948, models have been applied to study 

weather, climate, and air pollution on urban, regional, and global scales. Historically, 

meteorological models have been used to simulate weather, climate, and climate change. 

Photochemical models have been used to study urban, regional, and global air-pollution 

emission, chemistry, aerosol processes, and transport of pollutants. Only recently have 

meteorological models merged with photochemical models to tackle these problems together 

(Jacobson, 2005). During the past century, weather forecasting also has evolved from an art that 

relied solely on experience and intuition into a science that relies on numerical models based on 

the conservation of mass, momentum, and energy. The increasing sophistication of the models 

has led to dramatic improvements in forecast skill (Wallace and Hobbs, 2006). 

Table 2.3 summarizes atmospheric scales and motions or phenomena occurring on each 

scale. Atmospheric problems can be simulated over a variety of spatial scales. Molecularscale 

motions occur over distances much smaller than 2 mm. Molecular diffusion is an example of a 

molecular-scale motion. Microscale motions occur over distances of 2 mm to 2 km. Eddies, or 

swirling motions of air, are microscale events. Mesoscale motions, such as thunderstorms, occur 

over distances of 2  2000 km. The synoptic scale covers motions or events on a scale of 500 10 

000 km. High- and low-pressure systems and the Antarctic ozone hole occur over the synoptic 

scale. Planetary-scale events are those larger than synoptic-scale events. Global wind systems are 

planetary-scale motions. Some phenomena occur on more than one scale. Acid deposition is a 

mesoscale and synoptic-scale phenomenon (Jacobson, 2005).  
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Table 2.3: Scales of atmospheric motion (Jacobson, 2005). 

 
 

During 1950s and 1960s, the use of computer machines to run general circulation models 

based on the theory developed by Bijrkness was the real start of an era of atmospheric modelling. 

It was only in the 1970s that mesoscale (scale of circulation like sea/land breezes, slope winds 

and mountain-valley flows) models started to be developed (Bornstein, 1975; Pielke, 1974, as 

cited by Martilli, 2001). Due to constraints in computer power, these first models made 

assumptions to simplify the equations (e. g. hydrostaticity, incompressibility) which limit 

possible applications. In the 1980s and 1990s the increase in computer power allowed the 

adoption of less restrictive approximations enlarging the domain of model applicability of the 

models. Moreover, due also to the improvements in the knowledge of atmospheric phenomena, 

new physical mechanism were considered as cloud microphysics, surface energy exchanges in 

urban areas (Martilli, 2001).  

To compute and forecast the atmospheric conditions close to the reality, modelling 

approaches are being adopted by the researchers. The development of numerical tools has made it 

possible to simulate the UHI conditions over different types of cities and to compare them with 

real observed data. The modelling approach is now one of the reliable methods to study the UHI 

by using plots and run the simulations (Arnfield, 2003; Fan and Sailor, 2005). Table 2.3 explains 

the scales of atmospheric motion and there are different models developped and used according 

to these scales. 
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Small-scale modelling can help to study the interactions of buildings with atmosphere over 

the small region of a city (Cermak, 1996; Poreh, 1996; Mirzaei and Haghighat, 2010). Accuracy 

of a small-scale model in the problem depends on the ability to identify the most significant 

dimensionless numbers, to reduce the number of unmatched dimensionless numbers, and to 

develop criteria that reduce their impact (Poreh, 1996). Mirzaei and Haghighat (2010) explained 

Approaches to study urban heat island  abilities and limitations that meso-scale 

models are smaller than synoptic-scale and larger than micro-scale systems. The horizontal 

resolution of these models is approximately ranged from one to several-hundreds of kilometers. 

Also, these models vertically vary with depth of Planetary Boundary Layer (PBL) between 200m 

and 2km. This layer exists between the earth surface and geostrophic wind. In meso-scale 

models, large-scale interactions under the PBL are resolved, including atmospheric stratification 

and surface layer treatment. Unlike the meso-scale model, micro-scale computational fluid 

dynamics (CFD) resolve the conservation equation inside the surface layer. Meaning that the 

horizontal spatial quantities are assumed with bulk values in meso-scale model, where those are 

simulated with actual geometry and details with surface layer interactions in micro-scale model. 

These interactions are generally assumed with Monin-Obukhov similarity inside the PBL in 

meso-scale models.  However, it is not feasible to apply the micro-scale models for an entire city, 

with all the details and geometries, due to the high computational cost. Therefore, the simulations 

are horizontally limited to a small domain in magnitude of some blocks of buildings (few 

hundreds of meter). On the other hand, the treatment of the PBL in micro-scale model is not as 

comprehensive as meso-scale model. It implies that micro-scale model mostly does not include 

the atmospheric interactions like atmospheric vertical mixing or Coriolis Effect. Many theories 

have been proposed to model the turbulence such as Direct Naviere Stokes (DNS), Large Eddy 

Simulation (LES), and Reynolds Average Navier Stokes (RANS). Although better accuracy can 

be achieved using LES and DNS (Mochida and Lun, 2008), the application of these schemes is 

computationally very expensive. Instead, RANS (e.g. k l) is widely used for turbulent 

modeling in UHI studies due to its lower computational cost (Kondo et al., 2006; Xie et al., 

2007). However, this scheme does not physically show good performance in simulation of the 

building canopies, especially inside the wake region (Tominaga et al., 2008; as cited by Mirzaei 

and Haghighat, 2010). The urban canopy model (UCM) is derived from the energy balance 

equation for a control volume which contains two adjacent buildings. The energy balance budget 
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for a building canyon was first suggested by Oke (1988). This method uses the law of 

conservation energy for a given control volume, and considers the atmospheric phenomena, 

turbulence fluctuations and velocity field as heat fluxes. These fluxes are generally defined by 

analytical or empirical equations. The UCM considers the energy exchanges with surfaces and 

ambient air in the urban canopy. It predicts the ambient temperature and surfaces temperatures of 

buildings, pavements, and streets. However, the air flow is decoupled from the temperature field, 

and has to be defined as a particular input in to the control volume. Logarithmic-law and power-

law are widely assumed in the UCMs. Unlike the energy balance models in which velocity and 

temperature fields are separated, computational fluid dynamics (CFD) simultaneously solves all 

the governing equations of fluid inside the urban areas; conservation of mass, potential 

temperature, momentum, and species (water vapor and chemical reaction). As a result, CFD is 

capable of obtaining more accurate information about UHI distribution within and above the 

building canopies than UCM (Mirzaei and Haghighat, 2010). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



            36  

  

 

 

 

 

 

 

 

 

  

C H APT E R 3 
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A BST R A C T 

The purpose of this work is to study the evolution of temperatures at several locations in 

Pakistan. A comparative quantification of the change in temperature on urban, town and rural 

areas of Pakistan has been done. The resulting change has been then compared to global trends. 

For this purpose, averaged daily annual and seasonal mean (Tmean) minimum (Tmin) and maximum 

(Tmax) temperatures data from 1950 to 2004 of 42 stations were obtained from Pakistan 

Meteorological Department (PMD). First, the data was homogenized by using Standard Normal 

Homogeneity Test (SNHT) and then the resulting homogenized data was analyzed by using the 

least square linear regression. The data was analyzed for two different periods: 1950 1979 and 
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1980 2004. The analyses for the two periods are based on per year change in temperature at 

urban, town and rural stations. The analysis shows that the annual mean, minimum and maximum 

temperatures over Pakistan are increasing. The trends of annual mean, minimum and maximum 

temperature observed over urban, town and rural stations during 1980 2004 are significantly 

higher than the trends observed during 1950 2004. At urban areas, the increase in minimum 

temperature is higher than the increase in maximum temperature. However, the trends of 

minimum and maximum temperatures at urban areas during 1980 2004 are 0.27 °C dec 1 and 

0.20 °C dec 1 greater than the trends observed during 1950 2004. The maximum temperature 

increases more on town and rural stations whereas the increase in minimum temperature at rural 

areas is the lowest as compared to the town and urban stations. The higher growth in minimum 

and maximum temperature at urban and town stations is observed in spring and at rural stations 

minimum temperature increased more in winter and maximum temperature in spring. The 

corresponding linear trends of minimum and maximum temperature at urban areas of Pakistan 

during 1980 2004 are measured 0.14 °C dec 1 and 0.04 °C dec 1, respectively greater than the 

trends observed for global minimum and maximum temperatures during the same period. 

 

3.1 Introduction 

All countries are vulnerable to climate change and instability in weather patterns, but the poorest 

countries and the poorest people within them are most vulnerable, being the most exposed and 

having the least means to adapt (IMF and World Bank, 2006). Pakistan is one of the developing 

country and its populations has been increasing since her independence in 1947. Pakistan also has 

experienced higher urbanization in different parts of the country. During last three to four 

decades, the existing cities such as Karachi, Lahore and Faisalabad spatially expanded because of 

population pressure and the comparatively smaller towns become the cities. Currently almost 

40% of the total population is cities and according to an estimate, in 2050 almost 60% of the total 

population will be living in urban areas (UNDESA, 2011, see Figure 1.2).  

The expansion of the city and the closely linked urban clusters not only cause the UHI 

phenomenon but also cause to increase the regional temperature trends. According to the study of 

Yin et al. (2007), in Yangtze River Delta (YRD) the increase rate of annual mean air temperature 

in city-belt is 0.28 0.44°C/decade from 1991 to 2005, which is far larger than that of non-city-
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belt. The UHI effect made the regional annual mean air temperature increased 0.072°C from 

1961 to 2005, of which 0.047°C from 1991 to 2005, and the annual maximum air temperature 

increased 0.162°C, of which 0.083°C from 1991 to 2005, all these indicating that the urban 

expansion in the YRD from 1991 to 2005 may be regarded as a serious climate signal.  

As discussed in chapter 1, the cities are the center of the key anthropogenic activities and 

these activities in the cities are mainly concern to the use of energy. A major share of global 

energy (between 60% to 80%) is consumed in cities and the cities account for a roughly 

equivalent share of global CO2 emissions. Due to rapid urbanization in Pakistan, the demand of 

energy in country has increased many folds (Sajjad et al., 2010). 

supply during fiscal year 2007  2008 was 62.88 MTOE (million tons of oil equivalents). More 

than 99% of this energy was supplied through conventional energy sources such as oil, gas, hydel 

and nuclear.  

The major part of the electricity is consumed in buildings (domestic or commercial) 

(Sheikh, 2010). In 2002-2003, industrial sector consumed 36% of total energy consumption while 

33% is consumed by transportation. Even though total energy consumption is declined to 29% in 

2008-2009, but the consumption by industrial sector has increased to 43% over the period 

(Economic Survey of Pakistan, 2008). In 2005, 0.4% of the world total CO2 emissions were 

come per 

capita has increased from 32,599 Pakistani rupees in 2006 to 36,305 Pakistani rupees in 2009, the 

usage of energy per capita was increased from 489.36 (kg of oil equivalent) in 2006 to 522.66 (kg 

of oil equivalent) in 2009. This led to raise the per capita emission of CO2 from 0.7657 metric 

tons in 2006 to 1.026 metric tons in 2009 (Shahbaz et al., 2010). The consumption of electricity 

in 1980 was just 10.15 billion kilowatt-hours which reached to 68.54 billion kilowatt-hours in 

2008 (U.S. Energy Information Administration, 2008). It is to be noted that most of the industrial 

sites which were established during early 1960s and 1980s, are now surrounded by densely 

populated areas such as Manghopir, Landhi, FB Area, Northern Karachi and Korangi industrial 

estates in Karachi, Kot Lakhpat industrial estate in Lahore and Model Town and I-9 industrial 

estates in Islamabad. In these industrial estates, thousands of industrial units are in operation 

which may not only have effect on human health but may cause to modify the local climate. 

Pakistan is among one of the countries which have complex terrain with all kind of 

physical features and have four seasons. The highlands in north comprising the highest peaks 
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located in Karakoram, Himalaya, Nanga Parbat and Hindu Kush such as K2/Godwin Austen 

(8611 meter), Nanga Parbat (8126 meter), Gasherbrum I/K5 (8080 meter), Broad Peak (8051 

meter) to Indus Plain (the land of five rivers) and to the coastal area, the country has highest 

mountains, plateaus, fertile plain areas, vast deserts lands and long coastal belt (Figure 3.1). Due 

to diversity of physical features in the country, the surface temperature of Pakistan shows a 

variety of climate that is greatly modified by the altitude and location (Figure 3.2). 

 

 
Figure 3.1: Topographic Map of Pakistan. Source: World of Maps, 2013 
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Figure 3.2: Pakistan climates classification and associated mean annual rainfall. Source: Global 

Security (2011). 

 

The meteorological variables such as air temperature, relative humidity, solar radiation and 

wind speed greatly affect the daily life of human beings. The extreme weather conditions of hot 

climate regions sensitively affect the human thermal comfort. The higher temperatures at a place 

make it difficult to survive without cooling systems. 

Table 3.1. 
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Table 3.1: Va  

Discomfort Index (°C) Interpretation 

< 21 No discomfort 

21-24 Under 50% population feels discomfort 

24-27 Over 50% population feels discomfort 

27-29 Most of population suffers discomfort 

29-32 Everyone feels severe stress 

>32 State of medical emergency 

 

Pakistan is located in the temperate zone. It has arid type climate characterized by hot 

summers and cool or cold winters with wide variations between extremes of temperature at given 

locations. Main part of the plane area (comprising over Punjab and Sindh provinces) located in 

east and south east of Pakistan has dry climate. Several cities of Pakistan are located in plane 

areas that have warm to hot climate where temperature during summer reaches to 45°C. It is hard 

to survive in this type of environment without using the cooling appliances. So for human 

comfort, people frequently use the Air Conditioner Systems (ACS). Such cooling systems for 

human comfort are the major anthropogenic sources of emission of heat into the urban 

atmosphere. This extra heat emitted into the urban atmosphere causes further warming of the 

cities and this process of use of energy and heating up of cities will keep on continuing until the 

measures and methods are not adopted to reduce the energy consumption especially in urban 

areas.  

The outpouring population in urban areas of the country is not only causing the social 

unrest but is becoming the major threat for the sustainable urban environment. The absence of 

measures for mitigation or even adaptation against climate risks is making the cities more 

vulnerable to live. Pakistan is one of the members of United Nations Framework Convention on 

Climate Change and signatory of Kyoto Protocol that emphasis the member countries to adopt 

efficient energy resources to combat global warming. Of course, the effective participation and 

proper actions of Pakistan in global campaign to combating climate change are need worthy to 

minimize its contribution in climate change and its impacts at national as well as global scales.  
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Under these contexts, the purpose of this work is to study the evolution of temperatures at 

several locations in Pakistan; comparatively quantify the change in temperature on urban, town 

and rural areas of Pakistan and then compare the resulting change in minimum and maximum 

temperature at urban stations of Pakistan with global minimum and maximum temperature 

trends.  

 The data source, data length, and analyzing method of data are given in section 3.2. Results 

and their discussion are given in section 3.3 and section 3.4 concludes the findings of the whole 

chapter.  

3.2 Data and methodology 

3.2.1  Meteorological data 

Daily averaged annual and seasonal temperatures data of mean (Tm), minimum (Tn) and 

maximum (Tx) temperature data of 42 meteorological stations of Pakistan for the period of 1950

2004 was collected from Pakistan Meteorological Department (PMD). Figure 3.3 shows the 

locations of the observatories located in Pakistan. Red circles marked on the map show the 

stations located in plain areas and blue triangles to stations located in mountain areas. This 

classification of plain and mountain station is made by PMD and is used the same at national 

level. Table 3.2 

international codes, complete name, latitude, longitude, elevation, classification in terms of 

urban, town and rural station.  

 For classification of monitoring stations into urban, town and rural areas, there are some 

studies that use night lights observations through satellite (Imhoff et al., 1997; Hansen et al., 

2001). This interesting method to classify the monitoring stations may be highly useful for major 

cities and smaller towns located in the advance countries where there is no shortage of electricity. 

like in Pakistan. It is because many of the developing countries or the countries facing energy 

stations into urban, town and rural stations is done by using the traditional method based on 

population size (Easterling et al., 1997; Hansen et al., 1999). The classification of the stations 

here in this study into urban, town and rural stations is based on population density and local 
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government administrative status of the area where observatory is located. Here the urban 

stations refer to the major cities declared as metropolitan by the government and the cities with  

population density more than 5000 persons/ sq.km (except Kakul). The town stations refer to the 

cities with population density between 1000 to 5000 persons/ sq.km and the rural stations refer to 

the areas with population density less than 1000 persons/sq.km.  

  
Figure 3.3: Location of meteorological stations on the map of Pakistan (After Pakistan 

Meteorological Department http://www.pmd.gov.pk). 

    
 
 
 
 
 

http://www.pmd.gov.pk/
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Table 3.2: Geographical descriptions of meteorological stations of Pakistan. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Following the objectives of the study, the data is limited to mean, minimum and maximum 

temperature data mainly because of its availability. The data of wind speed, direction, humidity 

and other parameters were not available to use them to study their relation with evolution of 

temperature at urban areas.  

 

 

No.   Code   Name  
Station  location   Elevation  

(m)  
Station  type  

Latitude   Longitude  

1 41516 Gilgit 35.55 74.20 1460 Urban 
2 41530 Peshawar 34.10 71.35 360 Urban 
3 41532 Muzaffarabad 34.22 73.29 2300.9 Urban 
4 41535 Kakul 34.11 73.15 1307.9 Urban 
5 41571 Islamabad 33.37 73.60 508.1 Urban 
6 41594 Sargodha 32.30 72.40 188.1 Urban 
7 41598 Jhelum 32.56 73.44 287.1 Urban 
8 41600 Sialkot 32.31 74.32 255.1 Urban 
09 41624 D.I.Khan 31.49 70.56 171.2 Urban 
10 41630 Faisalabad 31.26 73.80 185.6 Urban 
11 41640 Lahore-urb 31.33 74.20 214 Urban 
12 41641 Lahore-ap 31.35 74.24 216.1 Urban 
13 41660 Quetta 30.15 66.53 1588.9 Urban 
14 41675 Multan 30.12 71.26 122 Urban 
15 41700 Bahawalpur 29.20 71.47 110 Urban 
16 41764 Hyderabad 25.23 68.25 28 Urban 
17 41780 Karachi-ap 24.54 67.80 21.9 Urban 
18 41697 Sibbi 29.33 67.53 132.9 Town 
19 41739 Panjgur 26.58 64.60 968 Town 
20 41785 Badin 24.38 68.54 9 Town 
21 41533 Risalpur 34.40 71.59 317 Town 
22 41564 Kohat 33.34 71.26 513 Town 
23 41715 Jacobabad 28.18 68.28 54.9 Town 
24 41749 Nawabshah 26.15 68.22 37 Town 
25 41504 Gupis 36.10 73.24 2155.9 Rural 
26 41517 Skardu 35.18 75.41 2317 Rural 
27 41518 Bunji 35.40 74.38 1372 Rural 
28 41519 Chilas 35.25 74.60 1249.1 Rural 
29 41520 Astore 35.20 74.54 2168 Rural 
30 41565 Cherat 33.49 71.33 1372 Rural 
31 41685 Chhor 29.53 69.43 4.9 Rural 
32 41696 Kalat 29.20 66.35 2015 Rural 
33 41712 Dalbandin 28.53 64.24 848 Rural 
34 41742 Lasbella 26.14 66.10 87 Rural 
35 41746 Padidan 26.51 68.80 46 Rural 
36 41756 Jiwani 25.40 61.48 56 Rural 
37 41759 Pasni 25.16 63.29 9 Rural 
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3.2.2 Homogenization of data 

A homogeneous data series is where the variations in data are caused only by variations in 

climate and inhomogeneous data series is where the variations in data are caused by non-climatic 

factors. A time series can be homogenous only if the measurements have been consistently 

performed by the same method, with the same undamaged instrumentation, at the same time and 

place and in the same environment. This is seldom the case for long time series (Hanssen-Bauer 

and Forland, 1994). In many ways, the long time series climatic data are altered by non-climatic 

factors such as stations relocations, changes in instruments, screens of the instrument, 

observation timings, surrounding areas, observational procedure, calculation procedures, and 

instrumental inaccuracies, observer capability, attentiveness and observing regulations. Such non-

climatic factors hide the real signal of clime change during one specific period (Heino, 1994; 

Vincent, 1998; Aguilar et al., 2003; Caussinus and Mestre, 2004; Costa and Soares, 2009).  

The time series data of a weather observatory from a hill top to relatively lower altitude 

and installed on flat valley in the surroundings will show an abrupt warming at that station that is 

actually due to the relocation of the observatory. In some cases, it becomes difficult to 

differentiate the real change due to climate change and inhomogeneity due to non-climatic 

factors. For example, consider a station located in the garden of a competent and conscientious 

observer for 50 years. The instruments are maintained in good repair and the observer accurately 

records the temperature in his or her garden. But what if 50 years ago the observer planted a tree 

west of the garden? This tree slowly grows up and shades the observing site during the late 

afternoon when the daily maximum temperature is observed. While the data accurate represent 

the temperature in the garden, the tree has caused maximum temperatures in the garden to have 

cooled relative to the climate of the region. Detecting gradual homogeneity problems such as this 

is very difficult (Aguilar et al., 2003). 

There are a number of non-climatic factors that affect the most of the long-term 

climatological time series. The affected data by non-climatic factors causes to hide the actual 

climate variation occurring over time and leads to misinterpretations in the results of the studied 

climate. So, it is very important to remove the inhomogeneities from the time series data that is 

being taken into account for the climate studies and is being analyzed. The researchers and the 
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scientists follow the certain procedures to remove the inhomogeneities from time series data such 

as a given scheme in Figure 3.4 by Aguilar et al., 2003.  

 

 
 

Figure 3.4: Schematic representation of homogenization procedures for monthly to annual 

climate records (After Aguilar et al., 2003). 
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3.2.3 Metadata 
 
The meteorological data all around the world is not measured consistently and are highly 

influenced by a wide variety of observational practices. As stated above, there are many factors 

that can influence the observational data. The proper record about a meteorological station since 

its installation is therefore very necessary. Comprehensive metadata about a station describes its 

history since its establishment to the present and hopefully onwards to the future to make the best 

possible use of the data of that station. The maintain and keep updating the comprehensive 

documentation of a newly established station is recommended by the scientists as most of the 

metadata have to be derived from the documentation of that station and can be found from the 

data themselves by using homogenization techniques (Aguilar et al., 2003). 

As recommended in World Meteorological Organization (WMO) Report WMO/TD No. 

1186 (Aguilar et al., 2003), WMO has a strong interest in encouraging metadata recording, in 

supporting metadata recovery efforts and encourages National Meteorological and Hydrological 

Services (NMHSs) to not only accomplish the minimum requirements, but also try to meet the 

best practices. Good metadata ensure the final data user about the accuracy or doubts in the data. 

Metadata highlights the way in which the data was recorded, gathered and transferred. Metadata 

also provide the information about when and how the data measuring instruments were replaced, 

relocated, washed or removed along with the reasons and characteristics about an action 

performed. So metadata of any sort of data or station is very important as it helps to eliminate the 

non-climatic fingerprints of certain abrupt changes in the meteorological data record especially in 

temperature data. 

3.2.4 Homogeneity assessment  

Although many researchers are succeeded to develop the techniques to identify the non-climatic 

inhomogeneities and then to adjust the inhomogeneous data to use it for further analysis, since 

the homogenization of meteorological data is not considered as the perfect way. However, many 

researchers believe that homogenization techniques improve the quality of the data and 

homogeneous data can be trusted for the analysis of climate studies. Homogenization techniques 

address a variety of factors that impact climate data homogenization such as the type of element 

(temperature versus precipitation), spatial and temporal variability depending on the part of the 
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world where the stations are located, length and completeness of the data, availability of 

metadata, and station density (Aguilar et al., 2003). 

World Meteorological Organization (WMO) Report WMO/TD No. 1186 (Aguilar et al., 2003) 

describes that it is almost impossible to be 100% sure about the quality of past data. Several 

techniques can be used to check the quality of the data and remove the inhomogeneities from the 

data caused by the non-climatic factors. However, for homogenization of time series data, the 

steps listed below are commonly followed (Aguilar et al., 2003): 

o Metadata Analysis and Quality Control 

o Creation of a reference time series 

o Breakpoint detection 

o Data adjustment 

 There are many techniques to quality control and homogenize the time series data. There 

are several studies which has used different methods of homogenization such as Buishand Range 

Test (Busishand, 1982;  Wijngaard et al., 2003), Caussinus-Mestre Technique (Caussinus and 

Mestre, 1996; Caussinus and Lyazrhi, 1997; Mestre and Caussinus, 2001; Caussinus and Mestre, 

2004), Craddock Test (Craddock, 1979; Auer, 1992), Expert Judgement Methods (Jones et al., 

1986; Rhoades and Salinger, 1993),  Instruments Comparisons (Forland et al., 1996; Nichols et 

al., 1996; Quayle et al., 1991), Multiple Analysis of Series for Homogenization (MASH) 

(Szentimrey, 1996; Szentimrey, 1999; Szentimrey, 2000), Multiple Linear Regression (Gullett et 

al., 1991; Vincent, 1998), Pettit Test (Pettit, 1979; Wijngaard et al., 2003), 

(Plummer et al., 1995; Potter, 1981), Radiosonde Data (Free et al., 2001), Rank-Order Change 

Point Test (Siegel and Castellan, 1988; Lanzante, 1996), Standard Normal Homogeneity Test 

(Alexandersson and Moberg, 1997; Alexandersson, 1986; Hanssen-Bauer and Forland, 1994; 

Khaliq and Ouarda, 2007; Toreti et al., 2011; Esteban et al., 2010; Brunet, 2012), Stop-Trend 

Method (Kobysheva and Naumova, 1979) and Two-Phase Regression (Solow, 1987; Easterling 

and Peterson, 1995a; Easterling and Peterson, 1995b, as cited by Aguilar et al., 2003).  

 The initial check of the quality of raw data of several meteorological stations of Pakistan  

shows significant inhomogeneities in the data. It was not trustworthy to use it for the analysis as 

it was showing irregularities and breaks in time series data sets. For example, Figure 3.5 

highlights the quality of raw data of monthly mean minimum temperature of Bunji and Rohri. To 

ensure the quality of data and to check the inhomogeneity in time series data used in this study, 
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Standard Normal Homogeneity Test (SNHT), proposed and developped by Aguilar (personally 

working with him in December 2010), is used. However, the time series data homogenized by 

using SNHT is used for further analysis and trends detection. SNHT is a parametric test using 

neighbouring station(s) as a reference to identify non-homogeneities in the time series of the 

station being tested (candidate station). It is used to detect abrupt or linearly developing 

differences between the candidate and the reference station (Tuomenvirta, 2002).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.5: Quality of raw data of minimum temperature measured at Bunji and Rohri during 

1950 to 2004. 

  

 Hawkins (1977) presented a formulation of a testing method that was subsequently 

developed into SNHT and applied to climatological series by Alexandersson (1984, 1986). The 

SNHT is related to a curve fitting technique using the least squares principle (Alexandersson and 

Moberg, 1997), as is explained by Tuomenvirta (2002). The basic assumption behind SNHT is 
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that the ratio/difference, Q, between e.g. precipitation/temperature at the candidate station and a 

neighbouring reference station remains fairly constant in time. This requires a sufficient 

correlation between the test and reference stations. An inhomogeneity will be revealed as a 

systematic change in this ratio/difference, Q, (Tuomenvirta, 2002). 

As described by Tuomenvirta (2002) SNHT uses normalized series of the ratios/differences, Zi , 

defined as: 

                    

where is the sample mean value and Q the sample standard deviation of the ratio/difference Qi 

at time step i (denoted in many climatological applications as one year). In the following 

discussion, "year" will be used instead of "time step" or "unit time", although the time step is by 

no means restricted to one year. 

 After making the assumption that Zi is described by a Normal distribution, N, the null 

hypothesis for all variants of SNHT is:     

                               
i.e. the whole series is homogeneous. All values in the normalized series of ratios/differences are 

normally distributed with a mean value equal to zero and standard deviation equal to one 

(Tuomenvirta, 2002).  

 Table 3.3 and Table 3.4 show the break-points of annual minimum and annual maximum 

temperature, respectively for different stations. The break-points are detected through procedure 

of homogenization and then are adjusted to remove inhomogeneity from each station. Figure 3.6 

and Figure 3.7 are also representing the breakpoints and adjustment of minimum temperature 

data of Quetta (airport) and Lahore (city) meteorological observatories, respectively. In both 

figures, annual and seasonal average of daily minimum temperature from 1950 to 2004 is 

homogenized. Detection of break points is given on left side and adjustment of data is given on 

right side in each figure. In right panel, original data for annual and seasonal adjustments is given 

in red line and adjusted data is given in green line. Figure 3.8 is summarizing the whole 

homogenization procedure in which the whole data is given in raw and adjusted forms. 
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Table 3.3: Break-Points detection of Tmin 

 
 

Station name Re mark Ye ar M onth
Sargodha BREAK 1957 12
Sargodha BREAK 1969 9
Sargodha BREAK 1981 9
Jhelum BREAK 1964 5
Sialkot BREAK 1957 6
Sialkot BREAK 1971 1
Sialkot BREAK 1986 12
Faisalabad BREAK 1961 12
Faisalabad BREAK 1974 12
Faisalabad BREAK 1984 1
Lahore_City BREAK 1964 9
Lahore_City BREAK 1983 11
Lahore_City BREAK 1997 5
Quetta(AP) BREAK 1959 1
Quetta(AP) BREAK 1982 9
Quetta(AP) BREAK 1997 1
Chhor BREAK 1957 12
Chhor BREAK 1971 8
Chhor BREAK 1990 11
Kalat BREAK 1958 1
Kalat BREAK 1968 12
Kalat BREAK 1985 12
Sibbi BREAK 1969 11
Sibbi BREAK 1975 12
Dalbandin BREAK 1971 1
Dalbandin BREAK 1983 7
Panjgur BREAK 1960 10
Panjgur BREAK 1999 12
Lasbella BREAK 1960 12
Lasbella BREAK 1971 11
Lasbella BREAK 1982 6
Lasbella BREAK 1990 5
Lasbella BREAK 1998 1
Jiwani BREAK 1978 3
Jiwani BREAK 1988 5
Jiwani BREAK 1997 6
Pasni BREAK 1959 6
Pasni BREAK 1978 1
Karachi(AP) BREAK 1957 9
Karachi(AP) BREAK 1964 1
Karachi(AP) BREAK 1981 1
Karachi(AP) BREAK 1995 1
Badin BREAK 1974 9
Badin BREAK 1987 1

M inimum te mpe rature
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Table 3.4: Break-Points detection of Tmax 

 
 

 

Station name Re mark Ye ar M onth
Sargodha BREAK 1957 12
Sargodha BREAK 1969 9
Sargodha BREAK 1981 9
Jhelum BREAK 1964 5
Sialkot BREAK 1957 6
Sialkot BREAK 1971 1
Sialkot BREAK 1986 12
Faisalabad BREAK 1961 12
Faisalabad BREAK 1974 12
Faisalabad BREAK 1984 1
Quetta(AP) BREAK 1959 1
Quetta(AP) BREAK 1982 9
Quetta(AP) BREAK 1997 1
Chhor BREAK 1957 12
Chhor BREAK 1971 8
Chhor BREAK 1990 11
Kalat BREAK 1958 1
Kalat BREAK 1968 12
Kalat BREAK 1985 12
Sibbi BREAK 1969 11
Sibbi BREAK 1975 12
Dalbandin BREAK 1971 1
Dalbandin BREAK 1983 7
Panjgur BREAK 1960 10
Panjgur BREAK 1999 12
Lasbella BREAK 1960 12
Lasbella BREAK 1971 11
Lasbella BREAK 1982 6
Lasbella BREAK 1990 5
Lasbella BREAK 1998 1
Jiwani BREAK 1978 3
Jiwani BREAK 1988 5
Jiwani BREAK 1997 6
Pasni BREAK 1959 6
Pasni BREAK 1978 1
Karachi(AP) BREAK 1957 9
Karachi(AP) BREAK 1964 1
Karachi(AP) BREAK 1981 1
Karachi(AP) BREAK 1995 1
Badin BREAK 1974 9
Badin BREAK 1987 1

M aximum te mpe rature
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Figure 3.6: Annual and seasonal average of daily minimum temperature of Quetta airport for 

1950 to 2004. Detection of break points (on left) and adjustment of data (on right). In right panel, 

original data for annual and seasonal adjustments is given in red line and adjusted data is given in 

green line. Data in is given in ºC.  
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Figure 3.7: Annual and seasonal average of daily minimum temperature of Lahore city for 1950 

to 2004. Detection of break points (on left) and adjustment of data (on right). In right panel, 

original data for annual and seasonal adjustments is given in red line and adjusted data is given in 

green line. Data in is given in ºC.  
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Figure 3.8: A presentation of data points of annual average of daily minimum temperature of a 

reference and a candidate series representing the trends before and after homogenization. On x 

axis are data points and on y axis . 
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3.2.5  Mann-K endall test 

The Mann-Kendall test is a non-parametric test that is normally used to identify the trends in time 

series data. All the given data values are evaluated in an order of time series in which each data 

value is compared to all subsequent data values. The Mann Kendall test can be used only when 

all the observations in a time series are serially independent. It defines whether the observations 

in the data tend to increase or decrease with time (Mohsin and Gough, 2010). The initial value of 

the Mann-Kendall statistic S is assumed to be 0 (no trend). If a data value from a later time period 

is higher than a data value from an earlier time period is incremented by 1. On the other hand, if 

the data value from a later time period is lower than a data value sampled earlier, S is 

decremented by 1. The net result of all such increments and decrements yields the final value of S 

(Khambhammettu, 2005). 

 To identify the urbanization effect on times series data of different types of the stations 

located in Pakistan, we used the sequential Mann Kendall test to find any abrupt change in time 

series data sets of minimum and maximum temperature. For example, figure 3.9 shows the 

sequential Mann Kendall trend analysis for the monthly minimum and maximum temperature for 

Lahore (urban) stations for 1950 to 2004, in which only the statistics for the forward series, u(t), 

is plotted against the time. The test significantly detects an abrupt change in minimum 

temperature starting from February 1984. This technique is applied one by one on all the stations. 

In most of the cases, at urban and town stations, the abrupt change was found around 1980 (±4). 

Based on the results of this test, the whole data series was divided into two periods: period 1 

(1950-1979) and period 2 (1980-2004) for better analysis to significantly identify the evolution in 

temperature during less urbanized period (1950-1979) and highly urbanized period (1980-2004). 
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Figure 3.9: Abrupt changes in time series of monthly averaged minimum and maximum 

temperature of Lahore (urban) by using the sequential Mann Kendall test for statistics of forward 

time series. 

3.2.6  Principal Component Analysis 

Principal component analysis was performed in order to discover hidden sub-structure in the 

dataset and meteorological stations group with homogenised behaviour. The temperature data 

includes annual mean of Tn, Tx, and Tm, and means reduced to the four seasons: autumn, winter, 

spring and summer. Latitude and Altitudes were added as supplementary variables to help to give 

sense to the dimensions. Averaged trends of all urban, town and rural stations for seasonal and 

annual Tn, Tx, and Tm were computed and considered for performing the PCA as supplementary 

individuals to qualify the behaviour of each group (urban, town and rural).  

 After application of PCA on whole considered period (1950 2004), it came out that over 

the large period analysis, no clear signal was found and it was difficult to properly distinguish 

between monitoring stations. By using the Mann-Kendall test on urban stations to identify the 

signal of change in temperature due to urban effect, the data was divided into two periods 1950

1979 and 1980 2004. PCA was then run for the two periods one by one and the for the trends 

difference of the two periods. As the two first dimensions summarize 74.85% of the total 
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variances of the cloud of dataset, so we considered only these two dimensions for the further 

interpretation.  

Variable (Fig. 3.10a): The whole set of variables are well correlated to the first axis. It is a 

positive correlation. Tm_an (annual temperature) shows the maximum correlation with a R of 

Pearson of 0.92, following with Tm_spring, Tx annual, spring and summer. Variables are less 

correlated with the second factor. Some of them show negative correlation like Tx_autumn and 

Tx_winter. Tn_summer, Tn_annual, Tn_autumn and Tn_spring show stronger positive correlation with the 

second factor. 

I ndividus (Fig. 3.10b): To distinguish which group is opposite to another one, we consider 

stations which have coordinates superior of 2 or inferior of 2. The first component (dim 1) 

opposes stations with highest and lowest temperature trends while second factor opposes 

urban and rural stations. Kakul (Kak) station is the one which contribute the most to the 

construction of the first factor. Then Chilas (Chil), Hyderabad (Hdb) and Kohat (Kht) follows 

with a contribution of about 10% and Jiwani (Jiw and Padidan (Pidn) with a contribution of 

about 5.9% for the explanation of the axis 1. For the axis 2, there is no strong atypical 

behaviour.  Cherat (Chrt), Jiwani (Jiw), Kohat (Kht), Dalbandin (Dbn), Faisalabad (Fdb), 

Islamabad (Isb) Sargodha (Sgd), Multan (Mln) are the most typical stations which influenced 

the most of the construction of the second factor with a contribution of about 4 6% to the 

variance explanation of the factor 2.  
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Figure 3.10: Principal Component Analysis results on the differences of temperatures trends 
between the period 180 2004 and 1950 1979 (a) Variables graph, (b) individuals graph 

  

  

(a) 

(b) 
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3.2.7 Calculation of temperature trends 

The focus of this study is to analyse the change in annual and seasonal minimum (dTn) and 

maximum (dTx) temperatures at urban, town and rural stations. Initially 42 stations were taken 

into account for homogenization and trend analysis (18 urban, 9 town and 15 rural stations). Out 

of 42 stations, 5 stations [Murree (urban), Khanpur and Rohri (town) and Drosh and Parachinar 

(rural)] had noncontinuous data series and had several outliers and extreme values especially in 

minimum temperature series. To avoid any biasness of these stations on average trend values of 

other urban, town and rural stations, they were not taken into account for further analysis. For 

final examination and results given in this study, 37 meteorological stations (17 urban, 7 town 

and 13 rural) comprising the reliable and quality controlled data were used (Table 3.2). As the 

mean temperature (Tm) derives from minimum and maximum temperature series, so it is not used 

for further study in this work.  By using the least square linear regression, only homogenized data 

of minimum and maximum temperature was used for trends analysis for two different periods: 

1950 1979 and 1980 2004 (i.e., Chung et al., 2004). To detect seasonal behaviour, the trends for 

minimum and maximum temperature for each season (winter, spring, autumn and summer) have 

also been computed. The trend differences in both minimum and maximum temperature for two 

period (1980  2004 - 1950 1979) and the average trends of minimum and maximum temperature 

of all urban, town and rural stations are also computed. 

3.3 Results and discussion 

3.3.1 Analysis of variation in minimum and maximum temperature  

Table 3.5 represents the annual and seasonal minimum and maximum temperature trends 

computed for the periods 1950 1979 and 1980 2004. It also presents the trend differences 

between these two periods (1980 2004 - 1950 1979). The values for the trends given in Table 

3.5 are computed by using least square linear regression and represent per year change in 

temperature.  

  During 1950 1979, the annual average per decade change in minimum temperature 

(dTn_An) at urban, town and rural stations is observed -0.11°C, 0.12°C and 0.16°C, respectively. 

Out of the total urban, town and rural stations, 35% of urban, 57% of town and 77% of rural 
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stations showed an increase in annual minimum temperature 1950 1979. In general, the 

behaviour of growth in minimum temperature during different seasons at urban, town and rural 

stations is not different from the behaviour seen in dTn_An (see Table 3.5 and Table 3.6). Per 

decade change in annual average maximum temperature at urban and rural stations is 

homogeneous to the trends of minimum temperature during the same period however, maximum 

temperature also decreased at town stations. During 1950 1979, the per decade change in annual 

maximum temperature (dTx_An) at urban, town and rural stations is computed -0.046°C, -0.18°C 

and 0.021°C, respectively where 35% of urban, 29% of town and 62% of rural stations showed 

an increasing trend in annual maximum temperature. The seasonal behaviour of change in 

maximum temperature also correspond to the annual trends except spring and autumn at town 

stations where they showed positive trends and winter and autumn at rural stations where they 

showed negative trends. Further investigations reveal that during 1950 1979, among all the 

seasons, the increase in minimum and maximum temperature at urban, town and rural stations is 

calculated the highest in spring than other seasons (Appendix 3.3).  

  During 1980 2004, per decade change in annual minimum temperature (dTn_An) at urban, 

town and rural stations is observed 0.43°C, 0.26°C and -0.046°C, respectively. During this 

period, the increase in minimum temperature is observed greater than it the period 1950 1979. 

During 1980 2004 at 94% of urban, 86% of town and 62% of rural stations minimum 

temperature increased (see Table 3.5 and Table 3.6). The seasonal trends show that during 1980

2004 at urban and town stations the higher increase in minimum temperature is computed during 

spring and at rural stations during winter. However, it is also detected that during 1980 2004, in 

winter

summer m number of urban, 

town and rural stations (82%, 57% and 23%, respectively) minimum temperature increased. 
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Table 3.5: Annual and seasonal temperature trends computed for the periods 1950 1979, 1980

2004 and for the difference between the two periods. dTn and dTx correspond to change in 

minimum and maximum temperatures, whereas An, Wi, Sp, Su, Au correspond to the Annual, 

Winter, Spring, Summer and Autumn. 

 
 
 
Table 3.6: Percentage of stations showing positive trends for annual and seasonal minimum and 

maximum temperature at urban, town and rural stations for the period 1950 1979 and 1980

2004. 

 
 

 

   

Pe riod Type dTn_ An dTn_ Wi dTn_Sp dTn_Su dTn_ Au dTx_ An dTx_ Wi dTx_Sp dTx_Su dTx_ Au

Urban -0.0111 -0.0248 -0.0030 -0.0150 -0.0106 -0.0046 -0.0162 0.0076 -0.0241 0.0045

Town 0.0117 -0.0122 0.0243 0.0093 0.0164 -0.0179 -0.0388 -0.0036 -0.0230 -0.0160

Rural 0.0157 -0.0066 0.0244 0.0250 0.0112 0.0021 -0.0122 0.0168 0.0006 -0.0051

Urban 0.0427 0.0395 0.0597 0.0221 0.0427 0.0336 0.0325 0.0968 -0.0042 0.0081

Town 0.0266 0.0237 0.0411 0.0097 0.0256 0.0487 0.0639 0.0929 0.0120 0.0257

Rural -0.0046 0.0146 -0.0041 -0.0369 -0.0003 0.0305 0.0524 0.0527 -0.0060 0.0211

Urban 0.0538 0.0643 0.0628 0.0371 0.0533 0.0382 0.0487 0.0892 0.0199 0.0037

Town 0.0149 0.0359 0.0167 0.0004 0.0093 0.0667 0.1027 0.0965 0.0350 0.0417

Rural -0.0203 0.0212 -0.0285 -0.0619 -0.0115 0.0283 0.0646 0.0359 -0.0066 0.0262Pe
ri

od
 2

 - 
Pe

ri
od

 1

M inimum te mpe rature  M aximum te mpe rature  Pe riod and Se ttle me nt type

19
50

 - 
19

79
19

80
 - 

20
04

1950 - 1979 1980-2004 1950 - 1979 1980-2004 1950 - 1979 1980-2004
dTn_An 35% 94% 57% 86% 77% 62%
dTn_Wi 29% 94% 43% 86% 46% 62%
dTn_Sp 59% 88% 57% 71% 100% 54%
dTn_Su 24% 82% 43% 57% 69% 23%
dTn_Au 41% 88% 71% 71% 62% 62%
dTx_An 35% 88% 29% 71% 62% 85%
dTx_Wi 12% 71% 14% 57% 31% 100%
dTx_Sp 53% 100% 43% 86% 77% 100%
dTx_Su 12% 53% 29% 57% 54% 38%
dTx_Au 53% 47% 57% 57% 69% 77%

Period
UR B AN TO WN R UR A L



            63  

  

  During 1980 2004, per decade change in annual maximum temperature (dTx_An) at urban, 

town and rural stations is observed 0.34°C, 0.49°C and 0.30°C, respectively. This increase in 

maximum temperature is greater than the change observed during 1950 1979. During 1980

2004, 88% of urban, 71% of town and 85% of rural stations showed an increase in maximum 

temperature. Maximum temperature is increasing mostly during spring season where 100% of 

urban, 86% of town and 100% of rural stations have increasing maximum temperature over the 

period of 1980 2004 (Appendix 3.4). However, the lowest increase in maximum temperature at 

all the stations is observed in summer. 

 Figure 3.11 highlights the dTn trends as a function of dTx trends observed on 17 urban, 7 

town and 13 rural stations for both of the analysed periods. Figure 3.11(a) shows that during 

1950-1979, at majority of the urban stations annual dTn and dTx are negative, at majority of the 

town and rural stations dTn is measured positive and at majority of the town stations, dTx is 

negative. However, the behaviour of annual dTn and dTx observed during 1980-2004, is seen 

different than the trends noticed during 1950-1979. During 1980-2004, urban effect is extensively 

observed on dTn and dTx. Figure 3.11(b) elaborates that dTn and dTx almost at all the urban 

stations have positive trends. Like as the urban stations, all the town stations except one station 

also have shown positive dTn and dTx. Contrary of the period 1950-1979, during 1980-2004 many 

of the rural stations have shown negative dTn and have observed lower dTn and dTx than urban 

and town stations. Figure 3.11(c) shows per year average dTn and dTx of all urban, town and rural 

stations for 1950-1979 and 1980-2004. It shows clear shift in dTn and dTx at urban stations. The 

average dTn and dTx of all urban stations show the significant positive trend than town and rural 

average however the average dTn and dTx of all town stations is close to the urban average. The 

higher increase in minimum temperature at urban stations than town and rural stations is a result 

of rapid urbanization in Pakistan.  
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Figure 3.11: dTn trends as a function of dTx trends for urban, town and rural stations. Per year 

trends computed for 1950 1979 (a) ; for 1980 2004 (b); mean trends computed for all urban, 

town and rural stations for phase 1 and phase 2 (c). The values of dTn and dTx are in °C/year. 
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Figure 3.12: Illustration of per year variance in dTn(1980 2004)  dTn(1950 1979)  as a function of per 

year variance in dTx(1980 2004)  dTx(1950 1979)  for each station as well as for average of each type of 

stations for annual (a); winter (b); spring (c); summer (d); and autumn (e).  

 

Figure 3.12 illustrates per year variance in dTn(1980 2004)  dTn(1950 1979)  as a function of per 

year variance in dTx(1980 2004)  dTx(1950 1979) for each station as well as for average of each type of 

stations (urban, town and rural stations) for annual and seasonal trends. This type of investigation 

made us able to clearly understand the effect of recent urbanization on temperature trends as 

compared to less-urbanized period. Figure 3.12(a) highlights the annual difference for change in 

minimum and maximum temperature during two periods (1980 2004 - 1950 1979). It is very 

important to note that positive annual dTn trends at most of the urban stations highlight that 

during1980 2004, minimum temperature at urban stations increased more than the town and 
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rural stations. Figure 3.12(b-e) highlight that during all the seasons, the minimum temperature at 

urban stations during 1980 2004 increased more than the town and rural stations (see Table 3.5). 

Figure 3.12(a-e) also highlight that based on the difference of two periods, annual and seasonal 

dTx at smaller cities (towns) during 1980 2004 are higher than the urban and rural stations. 

3.4  Discussion  

At global scales mean, minimum and maximum temperature trends are increasing (Easterling et 

al., 1997 (Appendix 3.1); Vose et al., 2005; Trenberth et al., 2007). However, the minimum 

temperature is increasing at a faster rate than the maximum temperature (Karl et al., 1991; Karl et 

al., 1993; Easterling et al., 1997; Vose et al., 2005). During last one hundred years (1906 2005), 

the global mean surface temperatures have risen by 0.74°C. The rate of warming over the last 50 

years is almost double that over the last 100 years (0.13°C vs. 0.07°C dec 1). However an 

increasing rate of warming has taken place over the last 25 years (1981-2005) and 11 of the 12 

warmest years on record have occurred in the past 12 years (1994-2005) (Trenberth et al., 2007). 

The examination of regional scale data of Pakistan also highlights the same behaviour of change 

in mean, minimum and maximum temperatures. It is observed that the evolution in temperature at 

urban, town and rural areas vary in Pakistan. The comparison of global and regional (Pakistan) 

trends is given in Table 3.7 and Table 3.8 and the comparison of mean, minimum and maximum 

temperature trends of urban, town and rural areas of Pakistan for the period 1950 2004 and 

1980 2004 is presented in Table 3.9.   

Many local studies also have demonstrated that the average temperature of many cities of 

the world is increasing faster than their surrounding rural areas such as Barrow in Alaska (Hinkel 

et al., 2003); Göteborg in Sweden (Eliasson and Holmer, 1990), Seoul in South Korea (Kim and 

Baik, 2002) and Mexico city in Mexico (Jauregui, 1997). However, most of the studies highlight 

that minimum temperature shows the greatest tendency at the urban stations whereas maximum 

temperature shows the greatest increase at the rural station (Liu et al., 2007). The urban, town and 

rural areas trends are consistent to the global and other local studies. 
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Table 3.7: Annual trends (°C dec 1) of mean, minimum and maximum temperatures for global 

and regional (Pakistan) land areas.  

 
 

Table 3.8: Annual trends (°C dec 1) of mean, minimum and maximum temperatures for global 

and regional (Pakistan) land areas.  

 
 

Table 3.9: Annual trends (°C dec 1) of mean, minimum and maximum temperatures for average 

of urban, town and rural stations of Pakistan. 

 
  

3.5 Conclusion 

The objective of this work was to study the evolution of temperatures at several locations in 

Pakistan and to comparatively quantify the change in temperature on urban, town and rural areas 

of Pakistan. In order to highlight the local urban effects, it was also aimed to compare the change 

in minimum and maximum temperature trends of urban stations of Pakistan with global trends 

and thus to evaluate on which contribution part the decision makers can directly act to reduce 

local temperatures and make their cities more livable. The study focused on evolution of 

temperature in Pakistan especially on urban stations where the rapid urbaniz

observed. Averaged daily annual and seasonal minimum and maximum temperatures data quality 

IP C C , 2007 (1956-2005)

Mean Minimum Maximum Mean Minimum Maximum

0.13 0.20 0.14 0.15 0.13 0.15

RegionalG lobal
Vose et al., 2005 (1950-2004) Pak istan (1950-2004)

IP C C , 2007 (1981-2005)

Mean Minimum Maximum Mean Minimum Maximum

0.18 0.30 0.29 0.38 0.23 0.35

Global Regional
Pak istan (1980-2004)Vose et al., 2005 (1979-2004)

M ean Minimum Maximum M ean Minimum Maximum

Urban 0.12 0.16 0.14 0.39 0.43 0.34

Town 0.20 0.19 0.15 0.49 0.27 0.49

Rural 0.17 0.06 0.16 0.30 -0.05 0.30

Pakistan
1950-2004 1980-2004
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controlled by using homogenization techniques for two periods 1950 1979 and 1980 2004 of 37 

meteorological observatories (17 urban, 7 town and 13 rural) was analyzed. 

The variation in change in mean, minimum and maximum temperatures at urban, town 

and rural areas also greatly vary from one period (1950 1979) to another period (1980 2004). 

This variation in can be concluded as under:  

o The increase in annual Tmin and Tmax at urban areas is significantly higher during 1980

2004 than the period 1950 1979. 

o The increase in annual Tmin at urban areas is significantly higher during 1980 2004 than 

the period 1950 1979 as compare to town and rural stations. 

o At town stations, the increase in annual Tmin and Tmax is greater during 1980 2004 than the 

period 1950 1979 and Tmax is observed higher than urban stations. 

o At rural stations, the annual Tmin decreased and the annual Tmax increased during 1980

2004 than the period 1950 1979.  

o During 1980 2004, the highest growth in Tmin and Tmax at urban and town stations is 

observed in spring season and at rural stations it is observed in winter for Tmin and in 

spring for Tmax.  

The comparison of global and regional (Pakistan) annual trends (°C dec 1) of Tmean, Tmin and Tmax 

for 1950 2004 (Table 3.7) shows that:  

o During 1950 2004, the annual Tmean, Tmin and Tmax increased at global and regional scales.  

o The trends of annual Tmean and Tmax of Pakistan for 1950 2004 are closely consistent with 

global mean and maximum temperatures trends for the same period however over this 

period, annual Tmin at global scale increased more than the increase of annual Tmin of 

Pakistan. 

The comparison of global and regional (Pakistan) annual trends (°C dec 1) of Tmean, Tmin and Tmax 

for 1979 2004 (Table 3.8) shows that:  

o The annual Tmean, Tmin and Tmax at global and regional scales showed quite higher trends 

during 1980 2004 than the trends observed over large period i.e. 1950 2004.  

o At global and regional scale, per decade change in trends of Tmin during 1980 2004 is 

0.10 °C greater than the observed trends during 1950 2004. 

o At regional scale, per decade change in trends of annual Tmean and Tmax during 1980 2004 

is 0.23 °C and 0.20°C, respectively greater than the observed trends during 1950 2004 
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but at global scale per decade change in trends of Tmean and Tmax during 1980 2004 is 0.15 

°C and 0.05°C greater than the observed trends during 1950 2004. 

The comparison of annual trends (°C dec 1) of Tmean, Tmin and Tmax for urban, town and rural areas 

of Pakistan for the period 1950 2004 and 1980 2004 (Table 3.9) shows that:  

o The annual Tmean, Tmin and Tmax over Pakistan are increasing during the both periods. 

o The trends of annual Tmean, Tmin and Tmax observed over urban, town and rural stations 

during 1980 2004 are significantly higher than the trends observed during 1950 2004. 

o At urban areas, the increase in Tmin is higher than the increase in Tmax (i.e., Easterling et 

al., 1997; Vose et al., 2005). However, the trends of Tmin and Tmax at urban areas during 

1980 2004 are 0.27 °C dec 1 and 0.20 °C dec 1 greater than the trends observed during 

1950 2004. 

o The Tmax increases more on town and rural stations (i.e., Liu et al., 2007) whereas the 

increase in Tmin at rural areas is the lowest as compared to the town and urban stations.  

 

The results of this part of study are in agreement with several studies conducted on global 

scale such as Trenberth et al. (2007), Vose et al. (2005), Easterling et al. (1997) and conducted on 

local scale such as Hua et al. (2008),  Liu et al. (2007) and Brunetti et al. (2000) (Appendix 3.2) 

in which the increase in minimum temperature at global, regional and urban scale is observed 

higher than maximum temperature and higher warming after 1980s than the period before 1980s. 

However the warming over urban areas of Pakistan after 1980s is observed greatly higher than 

regional and global trends for the same periods. The increase in minimum temperature at urban 

areas of Pakistan is very distinctive than maximum temperature. The higher increase in minimum 

temperature than maximum temperature at urban areas is the major concerns of urban climate 

studies mainly related to urban heat island. But there is no specific source of research which 

explain that which factors among urban features cause the minimum temperature to increase 

more than the maximum temperature. To find the suitable explanation about higher increase in 

minimum temperature in urban areas, in Chapter 4, an effort to evaluate its causes is made by 

taking into account the different characteristics of urban area such as city size, building height 

and landuse change.  
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C H APT E R 4 
 

 

 

URB A N SI Z E , L A NDUSE C H A N G E A ND BUI L DIN G H E I G H T 
E F F E C T O N URB A N T E MPE R AT UR E 
 

 

A BST R A C T 

Tmin) at 

urban areas of Pakistan increases more than the maximum temperature (Tmax), it increases more 

than the town and rural stations and more than the increase in global minimum temperature. In 

this context the major objective of this part of study is to examine the factors that cause the 

minimum temperature to increase more than the maximum temperature in urban areas. For this 

purpose, first four city size scenarios (in radius kilometres), four urban fraction scenarios 

(percentage of occupied land with artificial material) and three building height scenarios (in 

meters) are designed. To quantify the relative impact of city size (r), urban fraction (u) and 

building height (h) on minimum and maximum temperature of urban areas Finite Volume Model 

(FVM) is applied for the simulations of 48 possible combinations (4·4·3) of scenarios of 
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theoretical cities. By using this model, the interaction between the cities and atmosphere can be 

well simulated on mesoscale. All the simulations are run for three days of all the months starting 

at 00:00 (GMT) on 19th day of each month and ending at 00:00 (GMT) on 22nd day of each 

month. The results show that based on annual average of all 576 simulations), Tmin and Tmax 

increases when city size r and building height h increase and Tmin increases and Tmax decreases 

when h increases. The individual impact of urban parameters shows that the city size r is the 

main factor that causes to increase the minimum temperature of urban areas more than the 

maximum temperature. Further investigations confirm that the higher increase in minimum 

temperature in urban areas is mainly during colder months than the warmer months. 

4.1 Introduction 

The relationship of heat island intensity ( Tu-r) and city size (as measured by its population - P) 

is found positive by Oke (1973); Park (1986) and Karl et al. (1988). Oke (1973) found that Tu-r 

is directly proportional to log P; larger the city size, higher the temperature than its surrounding 

areas (Figure 4.1). Base on the data of a network of 1,219 stations across United States, the 

stations with populations near 10,000 were shown to average 0.1°C warmer for the mean annual 

temperature than nearby stations located in rural areas with population less than 2,000 (Karl et 

al., 1988). Exploring the effect of city size on urban heat island in Asian mega cities (Table 4.1) 

also found the 

surface UHI magnitude proportional to the population size of the cities; highly intense during day 

and less intense during night times (Figure 4.2).  

In principal studies regarding the relationship between city size and UHI on wide scales 

were conduction by Oke (1973). He explored this relationship for several cities of North America 

and Europe and found more amenable to generalization than that for location is the relationship 

between heat island intensity and city size (Oke, 1973). Such relationships have been shown to 

exist in Figure 4.2 in which the data of Tu-r(max) from many North American and European 

settlements are plotted against their log P. It can be implicit that the population size effect in 

North American settlements on Tu-r(max) is clearly greater than the settlements located in Europe 

that shows that T  is often inhomogeneous for the settlements located in different climate zones 

and have different physical and geographical characteristics.  
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Figure 4.1: Relationship between maximum heat island intensity ( Tu-r(max)) and population (P) 

for European and North American settlements (After Oke, 1973). 

 
Figure 4.2: Effect of city size (in population on day and night time surface UHI magnitude. 

Tokyo (T); Beijing (BE); Shanghai (SH); Seoul (SE); Pyongyang (P); Bangkok (BA); Manila 

(M); Ho Chi Minh City (H) (After Hung et al., 2006). 
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Zhao et al. (2006) highlighted in their work that the degree of urbanization with time has 

significant difference in evolution of temperature from one period to another period.  Figure 4.3 

illustrates the vivacious substantial urban effect on dT in Shanghai. The difference in MAT 

between urban and rural areas increased from 0.1 °C in the late 1970s to 0.7°C in the early 2000s, 

with an increase of 0.24°C per decade (Figure 4.3a). Similarly, MTmax and MTmin did not show a 

difference between urban and rural areas in the late 1970s, although the differences increased to 

0.7°C and 0.5°C in the early 2000s, respectively, with a decadal increase of 0.26°C and 0.21°C 

(Figures 4.3b and 4.3c). However, the differences in temperature between urban and rural areas 

increase substantially as the degree of urbanization expanded (in sq.km), and that this increase is 

faster for MTmax than for MTmin (Figure 4.3d). 

 

 
Figure 4.3: Changes in temperature differences between urbanized and rural areas in the years 

1975 2004. (a) Difference in mean annual temperature (dMAT); (b) difference in monthly mean 

maximum temperature (dMTmax); (c) difference in monthly mean minimum temperature 

(dMTmin); and (d) relationships between the temperature differences and degree of urbanization 

(After Zhao et al., 2006).  
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Table 4.1: UHI magnitudes and spatial extensions for the eight selected Asian mega cities (After 

Hung et al., 2006). 

  T ime Pyongy
ang 

Ho Chi 
Minh 

Manil
a 

Bang
kok 

Seo
ul 

Bei j i
ng 

Shangh
ai 

Tok
yo 

UHI 
magnitude 
°C 

Day 4 5 7 8 8 10 7 12 

Night 3 2 2 3 4.5 5.5 3.5 7.5 

Population (million) 
in 2000 3 6.5 9.93 11 11.3 12 12.55 20.5 

Pop. Density/sq.km 
in 2000 6000 9373 15617 11677 1066

3 5879 8882 6218 

Observed 
month/year 

Aug. 
2001 

Feb. 
2002 

Nov. 
2001 

Feb. 
2002 

Aug. 
2001 

Aug. 
2001 

Aug. 
2001 

Aug. 
2001 

 
 

In fact, the use of population size as a criterion for estimating the urban effect is also 

subject to controversy. Normally it is seen that the results of dT of a city is not in agreement of 

dT of other cities with the same population size and the population density. An illustration of this 

point comes from Portugal where the meteorological stations Sintra/Granja (located on a military 

base far from the nearest densely urbanized area) and Lisboa/Geofísico (in the Lisbon city center) 

are both presented in the National Climatic Data Center (NCDC) database as being associated 

with a population of 1.1 million (i.e., the population of the Lisbon metropolitan area). In addition, 

even decrease (Alcoforado and Andrade, 2008).  

In 2000, the population of Beijing and Shanghai was 12 and 12.5 million, respectively and 

the population density of the both cities was 5,879 and 8,882 persons/km², respectively. Although 

the total population and density of Beijing is lower than Shanghai, the UHI magnitude of Beijing 

is 3°C higher at day and 2°C at night than Shanghai (Hung et al., 2006; Table 4.1). The cities 

located in North America and Europe are less dense than the cities located in Asia. The highest 

urban population density of Asian cities goes up to 40,000 persons/km2 (Dhaka) while in 

European and North American major cities; it goes maximum up to 7,500 persons/km2 (London) 

and 2,500 persons/km2 (Los Angeles), respectively (Appendix 4.1). It is because the cities 

located in North America and Europe cover larger urban areas (in Kms) than Asian cities. As is 

shown in Appendix 4.1, among 67 selected cities based on their population density, the top 29 
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dense cities (except London and Madrid are located in Asia and rest are located in Europe and 

North America (except Pyongyang). There are limited studies concerning to analyze the 

relationship between urban size (in kms) versus dT. 

urban land-

al., 2004). There are two aspects to considering impacts of land use: effects of land use on 

climate change and the effects of human-induced climate change on land use. The direct 

ecological effects of the land-use and climate change are dominated by the land-use change 

effects, at least over the period of a few decades. Because climate-change effects are largely 

determined by land-cover patterns, land-use practices set the stage on which climate alterations 

can act (Dale, 1997). Although, an extensive work about land use/land cover c

surface air temperature at global, regional and local scales has been done and widely debated by 

researchers and scientists (Mathews, 1983; Dale, 1997; Bonan, 1997; Lean and Rowntree, 1997; 

Heck et al., 2001; Fu, 2003), the importance of this study has never decrease because of 

concentration of more and more population in urban areas (Mills, 2007).  

Remarkable works to study the land use change effect on surface temperature have been 

done by research community. In most of the studies, numerical models as surface heat island 

model (SHIM) by Johnson et al, 1991, Global Climate Model (GCM) by Fan et al. (1998), 

Atmospheric Global Circulation Model (AGCM) by Wang (1999), NCAR Community Climate 

Model V3, coupled to the Biosphere Atmosphere Transfer scheme and a mixed layer ocean 

model by Zhao et al. (2001), a general circulation model (Colorado State University GCM) 

coupled to a biophysically-based land surface model (SiB2)  by Bounoua et al. (2002), RegCM2, 

by Gao et al. (2003) and Suh and Le (2004), Urban Growth Model [UGM] and the Land Cover 

Deltatron Model [LCDM] (the part of the SLEUTH program) by  Solecki and Oliveri (2004), 

meso-scale numerical atmospheric model for BUBBLE project by Rotach et al. (2005), Simple 

Biosphere Model by Bounoua et al. (2009); statistical models and tools by Oke, 1981, 1982; 

Park, 1986 ; Jones et al., 1990; Kalnay et al., 1996; Kuttler et al., 1996; Unger et al., 2000; 

Bottyan and Unger, 2003; Kalnay and Cai, 2003; Zhou et al., 2004; Vose et al., 2004; Bottyan et 

al., 2005; Zhang et al., 2005; Zhao et al., 2006 and GIS, remote sensing and aerial approaches by 

Aniello et al., 1995; Voogt and Oke, 1998, 2003; Gallo and Owen, 1998, 1999; Lo and 

Quattrochi, 2003; Weng et al., 2004; Chen et al., 2006a; Hung et al., 2006; Hu and Jia, 2010 are 
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used for identification of relationship between land use change vs land surface temperature. 

However, almost all studies depicts that the difference and the magnitude of change in 

temperature as a results of change in land-cover is often inhomogeneous. The trends of UHI 

intensity in different land use change regions are spatially correlated with regional land use and 

are prominent in areas of rapid urbanization (Chen et al., 2006b; He et al., 2007).  

Figure 4.4 highlights that urban and rural temperature difference also greatly vary during 

heating and non-heating seasons (Bottyan et al., 2005) and over warming of cities due to UHI 

enhanced the air conditioning load (Hassid et al., 2000) depending upon the density of artificial 

land-cover occupied by urban areas. There is also strong connection between the mean maximum 

T and the built-up ratio. In Debrecen (Hungary), it is noticed that in the areas near 

the geometrical centre of the city where the artificial surface cover is the highest (the extreme 

value is 86%), the mean maximum UHI intensity is the highest (Bottyan et al., 2005). However in 

some cases where the artificial surface increased and vegetated land decreased, on average 

minimum temperatures rose by 0.3°C and maximum temperatures by 0.9°C (Pauleit et al. (2005) 

with letting down the creation of UHI. The park sites inside the cities cause great reduction in 

temperature than the areas occupied by streets, buildings and other artificial materials. The 

temperature at urban street of New York measured by Gaffin et al. (2008) was almost 3°C higher 

than the temperature at park site measured just after 26 minutes of the first measurement.  

Regardless of urban population size and land use change as an indicator to measure UHI, 

other important internal and external factors of the city influence the local climate, including 

-use, 

topography, street canyon, meteorological conditions, seasons, nearby water bodies and quantity 

of emission of heat associated with anthropogenic activities (Oke 1982; Magee et al. 1999; 

Montavez et al. 2000; Martilli, 2002; Kalnay and Cai, 2003; Kim and Baik 2005, Alcoforado and 

Andrade, 2008; Zhang et al., 2010; Salamanca et al., 2010; Salamanca and Martilli, 2010). The 

magnitude of the urban effect may also be more closely associated with the level of energy 

consumption (e.g., cal/person/year), which depends on other socio-economic factors (Brázdil and 

Budíková 1999 i.e., Prague); Chen et al. 2003 i.e., in Shanghai; cited by Alcoforado and 

Andrade, 2008).  
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Figure 4.4: Relationship between built-up ratio, distance from the city centre and annual mean 

maximum UHI intensities along South North cross-section in Debrecen, Hungary (After Bottyan 

et al., 2005). 

 

In Chapter 3, it was observed that during the recent decades minimum temperature at urban 

areas of Pakistan increases more than the maximum temperature. It was also noticed that 

minimum temperature at urban areas increases more than the town and rural stations. Further 

comparisons also highlighted that the rate of increase of minimum temperature at urban areas is 

quite higher than the increase in global minimum temperature. However, the available literature 

about urban climate studies does not clearly elaborate the reason of higher increase in minimum 

temperature than the maximum temperature in urban areas. In this context the major objective of 

this part of study is to examine the factors that are the cause of higher increase of minimum 

temperature than the maximum temperature in urban areas. For this purpose, in this chapter, an 

effort is made through model simulations to understand the effect of major urban characteristics 

such as building height, city size and urban fraction on urban temperature.  

In section 2, the description of FVM model is given that is used as a method to simulate 

different types of scenarios of theoretical cities. In section 3 results are discussed and in section 4 

conclusion of the study is given.    
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4.2 M ethodology 

4.2.1 Model description 

Numerical models are often used to solve the highly non-linear equations that describe 

atmospheric flows at different scales and especially at mesoscales. A mesoscale model, referred 

as FVM (Finite Volume Model) developped by Clappier A. et al., (1996) is used for this part of 

the study to run the simulations for different scenarios. It is a three-dimensional non-hydrostatic 

model that calculates the main meteorological variables such as wind speed and directions, 

pressure, air temperature, density and humidity. The basic equations of mass, momentum, 

humidity, energy and turbulent kinetic energy conservation equations and equation of state are 

solved using a system of partial differential equations (Mauree, 2011). The description and 

governing equations solved in the model as given by Mauree (2011) and Martilli (2002) are given 

in Appendix 4.2. FVM model is already used and validated by Martilli et al. (2003) in which they 

performed two sets of simulations over the city of Athens (Greece) first by using a mesoscale 

model with a detailed urban surface exchange parameterisation and second with the traditional 

approach. Comparison with measurements showed better agreement for the simulation with the 

detailed parameterisation.  

Since a city is probably one of the most complex surfaces, a complete reproduction of all 

del and hardly 

realizable in most cases due to the lack of detailed data. The most important effects of the urban 

surfaces on airflow are: (i) drag induced by buildings with consequent loss of momentum, (ii) 

enhancement of the transformation of mean kinetic energy into turbulent kinetic energy and (iii) 

modification of the heat fluxes due to shadowing and radiation trapping effects. A simplification 

is therefore needed for parameterization of urban areas (Martilli, 2001). The city as a 

combination of several urban classes is proposed by Martilli, (2002) where each class is 

characterized by an array of buildings of the same width B located at the same distance from each 

ave a 

building with height h).  

By using FVM model, series of simulations are run through developing several scenarios 
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(in percentage). The geographical coordinates of the theoretical cities are fixed over Faisalabad, a 

real city located in Pakistan. Faisalabad that is located on a fairly flat plain of central Punjab with 

an average height of 175m from sea level, comparatively far from the higher mountain ranges 

located in north and west, far from coastal zone of Arabian Sea and eventually has no major 

water reservoir close to it. The selection of a domain with coordinates over this city was to avoid 

the effect of such physical factors on simulated. It was also desired to use the realistic and typical 

the simulation for proposed scenarios of the hypothetical cities. Moreover, it is a plan city that 

has an appropriate urban physical geometry and allows to easily detecting the urban and 

vegetation fraction. Such types of flat and non-complex city also allow to properly 

parameterizing its characteristics to run the model for better results. 

4.2.2 Model setup for simulation 

The model is based on the method of finite volume in which the atmosphere is divided into boxes 

of fixed volumes in three dimensions (x, y, z) and the equations of conservation laws of mass, 

momentum and energy are resolved within each of these volumes. The 3-D mesh of studied area 

is adjustable according to its resolution. It is also deformable to follow the contours of the land. 

For the domain, the x and y axis depends upon the selected domain to study.  

Initially the larger domain with grid cell dimensions over x and y axis was selected to 30 

cells with a resolution of 10x10 km was selected. Then for the case studies of round cities, 

comparatively smaller domains with 30 cells of resolution of 4x4 km were used. To interpolate 

the meteorological conditions, the smaller domains were nested with the larger domain. Then for 

the case studies of round cities, comparatively smaller domain was selected where its horizontal 

extension is 30 km with a resolution of 4 km. The vertical resolution range from 10 m to 18 m in 

the first 55 m above the ground and then it keeps on stretching as the distance from the ground 

increase to its maximum limit of 1000 m at the model top (9347 m). The top of the vertical axis is 

the tropopause, which means that in this study only troposphere is considered for forcing and 

simulations. In the city the street canyon width is assumed as 30 m and the horizontal building 

size is 15 meter. 
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The time for all the simulations run in this study was homogeneously fixed for all type of 

scenarios and for all months. All the simulations for all scenarios were run for three days starting 

at 00:00 (GMT) on 19th day of each month and ending at 00:00 (GMT) on 22nd day of each 

month. 

The major urban parameters considered for this study for ground, wall, window, roof and 

for all), substrate thermal conductivity of the material Ks (1.73 m2s-1 for all), specific heat of the 

material Cs (Jm-3 K-1). Temperature initial is considered as 293 K for all type of surfaces. 

4.2.3 Model input and data acquisition 

The model is designed on three major features: topography, landuse and meteorological 

conditions (temperature, wind speed and direction, humidity, surface and atmospheric pressure). 

It takes into account all these components around the place and time period, chosen for the 

simulations. It integrates the data grids in its operations during the pre-processing of raw data 

taken from the original databases. These operations consist of interpolations of these data to 

correspond with the spatial and temporal resolution of FVM. The brief description of pre-

processors and interpolation is given below. 

4.2.3.1  Topographical data input 

The topography of a region plays an important role in modification of the meteorological 

conditions such as changing wind direction, altering isotherms, shifting pressure cycles and 

causing the instability of the overall climate. As the mesoscale domain can range from few 

kilometers to few hundred kilometers, the effect of topography also vary according to the 

physical features (mountains, water bodies and other physical barriers) located in particular 

domain area. During the simulation process, the FVM model takes into account the topography 

and its associated effects on meteorological conditions. So topography is one of the important 

inputs of FVM.  

global Digital Elevation Model (DEM) with a horizontal grid spacing of 30 arc seconds 

(approximately 1 kilometer). GTOPO30 is derived from several raster and vector sources of 
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topographic information. For easier distribution, GTOPO30 has been divided into tiles which can 

be selected, downloaded and used as raw data from the website of GTPPO30 

(http://www1.gsi.go.jp/geowww/globalmap-gsi/gtopo30/gtopo30.html). Detailed information on 

the characteristics of GTOPO30 including the data distribution format, the data sources, 

production methods and accuracy can be found on http://www1.gsi.go.jp/geowww/globalmap-

gsi/gtopo30/README.html. For the selected domain to study here, the topographical data 

extracted from GTOP30 is interpolated to extract the topographical data by using the pre-

processors of FVM. The raw topography tile and the processed topography map are given in 

figure 4.5. 
 

 
Figure 4.5: Raw topography tile and the processed topography map. 

 

4.2.3.2  Landuse data input 

Landuse change has a significant effect on climate (Bonan, 1997; Dale 1997; Bounoua et al., 

2002) and its effect becomes more prominent at microscale. The findings of many researchers 

around the world elaborates that the conversion of green spaces into built-up area is one of the 

major reason of UHI (Bottyan et al., 2005; He et al., 2001, 2007; Jusuf et al 2007) as is described 

in Chapter 2. FVM takes into account the landuse data for the simulations and is able to use it as 

http://www1.gsi.go.jp/geowww/globalmap-gsi/gtopo30/gtopo30.html
http://www1.gsi.go.jp/geowww/globalmap-gsi/gtopo30/README.html
http://www1.gsi.go.jp/geowww/globalmap-gsi/gtopo30/README.html
http://www1.gsi.go.jp/geowww/globalmap-gsi/gtopo30/README.html
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an input. The landuse data to use in FVM is obtained from Global Environment Monitoring Unit 

(GEM) of Joint Research Center (JRC) of European Commission which was developped under 

the project of Global Land Cover (GLC) mapping and monitoring, a project of Global Vegetation 

Monitoring (GVM) unit (http://bioval.jrc.ec.europa.eu/products/glc2000/glc2000.php). As the 

data used in FVM for this study is extracted from the landuse tile of South Asia, its further 

description can be read in detail and the data can be downloaded from Joint Research Center of 

European Commission: http://bioval.jrc.ec.europa.eu/products/glc2000/products/India_paper.pdf.  

The data obtained from GLC2000 for the region of South Asia is based on larger scales 

extending from 1.1°N to 37.5°N latitude to 60°E to 105°E Longitude. To use it at mesoscale for 

our selected domain, it is processed by using pre-processors of landuse before to use it for the 

simulations. The actual landuse data tile downloaded from GLC2000 website is given in figure 

4.6(a) and processed data for the selected domain that is used in FVM is given in figure 4.6(b). 

As we used the hypothetical cities, the landuse of different round cities scenarios is not constant.  
 

 
Figure 4.6: (a) Raw landuse tile; and (b) processed landuse map for the selected domain. 

 

 

 

http://bioval.jrc.ec.europa.eu/products/glc2000/glc2000.php
http://bioval.jrc.ec.europa.eu/products/glc2000/products/India_paper.pdf
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4.2.3.3 Meteorological data 

The meteorological data (wind, temperature, pressure and humidity) for the forcing of boundaries 

were derived from National Center for Environmental Predictions (NCEP) data base. The global 

model (NCEP) generating these data has a horizontal resolution of 270km×270km and the 

vertical resolution is given in terms of 17 different pressure levels. It provides the data for every 

six hours i.e. four times a day. To use these data to force the mesoscale model having a much 

finer spatial and temporal resolution these raw data are interpolated over space and time (Roches, 

2007; Rasheed, 2009).  

For the simulation scenarios on this study, two different grids with two different 

resolutions are selected. The coarse grid comprises on 30 cells of 10km x 10km and the smaller 

grid has the same number of cells but with a resolution of 4km x 4km. The coarse grid uses the 

NCEP interpolated data at the boundaries and the smaller grid uses the interpolated results of the 

coarse grid at the boundaries.  

Figure 4.7(a) shows the interpolated NCEP wind on the coarse grid. Figure 4.7(b) displays 

the simulated wind obtained by using FVM on the coarse grid. Figure 4.7(c) illustrates the 

interpolated wind from the coarse grid on the smaller grid. Figure 4.7(d) shows the simulated 

wind obtained by using FVM on the smaller grid.   
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Figure 4.7: Wind at 5 meter above the ground. The color contours represent the topography in 

meters above sea level.  

 

4.2.4 Preparation of simulation scenarios 

To analyse the effect of city size, urban fraction and building height effect on urban temperature, 

4 scenarios for city size, 4 scenarios for urban fraction and 3 scenarios for building height are 

designed. For each month, 48 possible combinations for the developed scenarios are run for the 

simulation (4*4*3) by using model FVM. As we have simulated all these combinations for each 

month, so there are total 576 simulations (48*12).  
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4.2.4.1  Preparation of landuse scenarios 

The landuse data about urban fraction in the model is acquired from Global Land Cover 

2000. For the theoretical cities, 4 urban fraction scenarios are designed. Among all these 

scenarios, highly densely built city contains the 95% of its soil occupied with artificial material 

(buildings, roads and other paved surfaces) and only 5% of its area is without the presence of the 

city. The other 3 scenarios contain the urban fractions of 90%, 80% and 70%, respectively.  The 

urban land surface (buildings, roads, vegetation etc) is parameterized inside the FVM model that 

takes it into account with all other parameters designed for this work. 

4.2.4.2  Preparation of city size scenarios 

Figure 4.8 represents four theoretical round cities with a radius of 8km, 12km, 16km and 20km. 

The difference between the city sizes is kept homogeneous. Each of the city size is simulated in 

combination with all other scenarios of landuse and building height. 

 

 

Figure 4.8: Scheme of the city size scenarios. In all 4 city size scenarios, the scale is representing 

the percentage of urban and rural fraction. 
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4.2.4.3  Preparation of building height scenarios 

For the theoretical cities, the real data about probability of buildings height in Pakistan was 

not available. A conceivable data for urban building's height located in selected domain is used in 

this study where three types of buildings with height of 20m (4 floors), 25m (5 floors) and 30m 

(6 floors) are considered for the simulations. Between the two buildings, the street canyon width 

is assumed as 15 m and the horizontal building size is 30 m. The probabilities of building's height 

scenarios are fixed to 100% for 20 m, 100% for 25 m and 100% for 30 m. Each building height 

scenario is simulated with each city size and urban fraction. As we have only used the theoretical 

round city scenarios, the building height used in this study may be different than the actual height 

of the building located in cities of Pakistan in general and in the city located within selected 

domain.  

4.2.4.4  Computation of temperature variations for urban parameters 

By using the results of simulations of all the scenarios; the change in temperature of 

different hypothetical cities is studied. First, the temperature data is extracted from the resulted 

simulations for each month and then it is used to find variation in average temperature dT with 

changing city size dr, urban fraction du h. Although, for each month, the 

simulations are run for three days, to avoid the effect of border conditions during initialization of 

the simulations, averaged Tmin and Tmax data of only last two days (20 and 21 June 2005) is 

analyzed here. The Tmin and Tmax data used here is the average of all cells containing the 

proportion of urban classes (by following the landuse file as an input of landuse).  

Based on the two days average of Tmin and Tmax at urban areas for each scenario, the 

variation in minimum and maximum temperature with varying city size (dTmin/dr and dTmax/dr), 

urban fraction (dTmin/du and dTmax/du), building height (dTmin/dh and dTmax/dh) are calculated 

according to the urban parameterization used in the simulations.  
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For city size scenarios, four different city size with radius of 8, 12, 16 and 20 km are taken 

into account for the simulations and from its results the dT/dr is computed as under: 

 

dT r12-r08/dr = (Tr12 - Tr08)/(r12-r08) 

dT r16-r12/dr = (Tr16 - Tr12)/(r16-r12) 

dTr20-r16/dr = (Tr20 - Tr16)/(r20-r16) 

 

here T denotes for temperature and r is symbolizing the city size (in radius of kilometers). So in 

this case, the results are given in K per kilometer. For landuse change, four types of urban 

fraction scenarios u95, u90, u80 and u70 are used for the simulations. For these scenarios, dT/du 

is calculated as under: 

dTu95-u90/du = (Tu95 - Tu90)/(u95-u90) 

dT u90-u80/du = (Tu90 - Tu80)/(u90-u80) 

dTu80-u70/du = (Tu80 - Tu70)/(u80-u70) 

 

here u is signifying the urban fraction. In these types of scenarios, the results are given in K. As 

mentioned before, three different scenarios of building heights with 20m, 25m and 30m are used 

in this study. For building height scenarios, dT/dh is considered as under: 

 

dTh30-h25/dh = (Th30 - Th25)/(h30-h25) 

dTh25-h20/dh = (Th25 - Th20)/(h25-h20) 

 

here h 

height in meters (20m = f4; 25m = f5, 30m = f6) the results of these type of scenarios are given in 

K per meter.  

4.2.4.5  Computation of contribution of urban parameters in temperature variation 

Using the temperature variations caused by different urban parameters, the contribution of 

temperature of each parameter or the total contribution of temperature of all the parameters 

induced by a variation in time is possible to calculate. The model to compute the contribution of 

each parameters or the total contribution of all the parameters is written as follows:  
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   (4.1) 

 
where dT is for change in temperature, dt for change in time, dr for change in radius, du for 

change in urban fraction and dh for change in building height. dT/dt finally represents the sum of 

contribution of the increases of the city size, the urban fraction and the building height. 

 In order to compare the modeling approach with observed data of Lahore city, the data of 

city size of Lahore is derived from Khaliq-uz-zaman and Baloch (2010), urban fraction is 

computed from the data provided by Almas et al. (2005) and through personal communication 

with Amjad S. Almas (2010). An approximate value about the evolution of building height by a 

variation of time is used that vary for the two time periods.  

4.3 Results and discussion 

As it was noticed in the previous chapter that after 1980s, Tmin and Tmax at urban stations are 

increasing but Tmin increases more than Tmax, the purpose of this study was to identify the factors 

that cause the higher increase in minimum temperature than maximum temperature at urban 

areas. For this purpose, we parameterized several types of theoretical cities and based on the 

urban parameters, we run 48 simulations for each month of a year with possible combination of 

all the scenarios of theoretical cities. 

 Due to the large amount of simulations that have been produced, Figure 4.9(a to d) and 

Figure 4.10(a to d) are highlighting only one of the example out of the total simulations obtained 

through using FVM model. In this case, the model is applied to study the effect of urban areas on 

local temperature by varying the city size r (8 km, 12 km, 16 km and 20 km) for 09:00 GMT and 

17:00 GMT, respectively on 20th of April 2005. In all the simulations, urban fraction and 

. In 

order to use the real meteorological conditions over one of the Pakistani city located on flat 

surface and less affected by nearby physical features, the coordinates (longitudes and latitudes) of 

all the given figures in Figure 4.9 and 4.10 are fixed over the city of Faisalabad. These figures 

show the spatial variation of temperature and wind circulation simulated over the selected domain 
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in the first level. It can be noticed that during day and night times, the temperature over urban 

areas is higher as compared to non-urban areas and the intensity of higher temperature over urban 

zones increases with increasing city size. Due to higher temperature and lighter air over urban 

zones, there are convergence zones over and nearby cities. The same method is applied to study 

the effect of urban fraction and buildings height on local temperatures. Further results of city size, 

urban fraction and buildi 9, and only summarize in the 

following sections.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.9: Effect of urban areas on local temperature by varying the city size r for 20.04.2005 at 
09:00 GMT.  
 
(a) City size scenario: r=08km, u=80%, h=20m 
(b) City size scenario: r=12km, u=80%, h=20m 
(c) City size scenario: r=16km, u=80%, h=20m 
(d) City size scenario: r=20km, u=80%, h=20m 
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Figure 4.10: Effect of urban areas on local temperature with varying city size r for 20.04.2005 at 
17:00 GMT.  
 
(a) City size scenario: r=08km, u=80%, h=20m 
(b) City size scenario: r=12km, u=80%, h=20m 
(c) City size scenario: r=16km, u=80%, h=20m 
(d) City size scenario: r=20km, u=80%, h=20m 

 
 
 
 

 

 

 

 

(a) City size scenario: r=08km, u=80%, h=20m (b) City size scenario: r=12km, u=80%, h=20m 

(c) City size scenario: r=16km, u=80%, h=20m (d) City size scenario: r=20km, u=80%, h=20m 
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Table 4.2 shows the annual average, maximum value, minimum value and percentage of the 

total simulations where dTmin is found higher than dTmax. All the values given in Table 4.2 are 

based on average of all the simulation scenarios of all the month of a year.  The annual average 

variation in dTmin/du and dTmax/du is found 0.0201 K and 0.0328 K, respectively; the annual 

average variation in dTmin/dr and dTmax/dr is measured 0.1314 K and 0.1090 K, respectively; and 

the annual average variation in dTmin/dh and dTmax/dh is found 0.0404 K and -0.0331 K, 

respectively. As mentioned above that Tmin and Tmax increase with increasing urban fraction u and 

city size r. But Tmin increases and Tmax decreases with increasing building height in an urban area. 

Further investigations elaborate that among all the simulated scenarios, in 100% cases of 

the simulations, Tmin and Tmax increase with increasing urban fraction u and increasing city size r. 

However, Tmin and Tmax do not increase consistently with increasing buil

h, Tmin increased in 95% of the simulation cases 

and only in 39% of the simulation cases, Tmax increased.  

 

Table 4.2: Annual averages, minimum and maximum values and % of positive values out of all 

the simulations for dTmin/du, dTmax/du, dTmin/dr, dTmax/dr, d dTmin/dh and dTmax/dh. The values are 

given in K.  

Annual values of all the 
scenarios 

Annual 
average Maximum value M inimum value 

% of positive 
values out of all the 

simulations 
dTmin/du 0.0201 0.0265 0.0128 100% 

dTmax/du 0.0328 0.0525 0.0176 100% 

dTmin/dr 0.1314 0.1950 0.0957 100% 

dTmax/dr 0.1090 0.1790 0.0723 100% 

dTmin/dh 0.0404 0.0771 0.0048 95% 

dTmax/dh -0.0331 0.0191 -0.1151 39% 
 

Table 4.3 elaborates the annual average, maximum value and minimum value based on 

average of all the monthly simulations and the percentage of simulations with positive trends for 

between variation in minimum and maximum temperature (dTmin - dTmax) for du, dr and dh. It can 

be seen that with increasing urban fraction Tmax increases more than Tmin. However, it can also be 

Tmin increases more than Tmax. The last 
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column of the Table 4.3 shows that out of 576 simulations, in 7% cases Tmin increased more than 

Tmax when urban fraction increases, in 59% cases Tmin increased more than Tmax when city size 

increases and in 98% cases Tmin increased more than Tmax when number of floor increases. 

 

Table 4.3: Net annual temperature difference between dTmin/du - dTmax/du; dTmin/dr - dTmax/dr; 

dTmin/dh - dTmax/dh based on average of all the months. The values are given in K.  

Annual values of all 
scenarios 

Annual 
average Maximum value M inimum value 

% of positive 
values out of all 

simulations 
dTmin/du - dTmax/du -0.0127 -0.0024 -0.0264 7% 
dTmin/dr - dTmax/dr 0.0223 0.0636 -0.0190 59% 
dTmin/dh - dTmax/dh 0.0737 0.1437 0.0213 98% 

 

To summarize, by using the numerical model for simulation of different scenarios of urban 

fraction (u), city size (r) and building height (h), it is mainly found that: 

- Tmin and Tmax increase when u increases      

- Tmin and Tmax increase when r increases     

- Tmin and Tmax increase when h increases    

However, the effect of urban factors (u, r and h) on urban temperature is not homogeneous. The 

annual average results based on monthly simulation of all the scenarios show that: 

- Tmax increases more than the Tmin when u increases 

- Tmin increases more than the Tmax when r increases 

- Tmin increases more than the Tmax when h increases 

By comparing the results based on observational data with these simulations data, it can be 

said that: 

- Urban fraction does not fully explain the objective of the study because when u increases, 

Tmin and Tmax increase but Tmax increases more than the increase of Tmin. 

-  h h increases, Tmax does 

not increase in all the scenarios. With increasing h, Tmax increases only in 39% cases of all 

the simulations. 
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- r Tmin and Tmax 

both increase when r increases and Tmin increases more than Tmax as it is found in urban 

areas trends based on observational data. 

The results of the simulation scenarios of r underline and explain the reason of increasing 

minimum temperature more than maximum temperature in urban areas. The annual average of 

Tmin and Tmax showed that in 100% cases of city size r simulation scenarios, Tmin and Tmax 

increased that correspond to the results which are found in Chapter 3 by using the observational 

data.  

In further explanations and investigations, it is noticed that dTmin/dr for all the scenarios is 

not always greater than dTmax/dr. But the variation in dTmin/dr and dTmax/dr vary from season to 

season. Table 4.4 explains the monthly and seasonal averages of dTmin/dr - dTmax/dr. It can be 

easily perceived from Table 4.4 that in general, comparatively in colder months (November, 

December, January, February, March and April) minimum temperature increases more than 

maximum temperature with increasing city size. Conversely, comparatively in hot months (May, 

June, July, August, September and October) minimum temperature does not increase more than 

maximum temperature with increasing city size. The seasonal variation shows that in winter, in 

98% cases of the simulation scenarios of city size r, Tmin increased more than Tmax; in spring, 58% 

of the total simulation scenarios of city size r showed higher increase in Tmin than Tmax; in 

autumn, in 51% of the total simulation scenarios of city size r, Tmin increased more than Tmax; and 

in summer, only 30% of the total cases of simulation scenarios of city size r showed higher 

increase in Tmin than Tmax. 
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Table 4.4: Monthly average, maximum and minimum value, monthly and seasonal percentage of 
positive dTmin based on all the simulation scenarios of each month. The values are given in K/km.  

dTmin/dr - dTmax/dr 

Month Monthly 
average 

Max. 
value M in. value 

Monthly % 
of positive 

values 
Seasons Seasonal 

average 

Seasonal 
% of 

positive 
values 

December 0.088 0.149 0.028 100% 

Winter 0.0890 98% January 0.048 0.124 -0.001 94% 

F ebruary 0.131 0.241 0.076 100% 

March 0.016 0.045 -0.020 78% 

Spring 0.0122 58% April 0.062 0.096 -0.001 97% 

May -0.041 -0.008 -0.118 0% 

June -0.001 0.076 -0.046 44% 

Summer -0.0236 30% July -0.068 -0.019 -0.152 0% 

August -0.002 0.043 -0.045 44% 

September -0.005 0.020 -0.042 39% 

Autumn 0.0120 51% O ctober -0.014 0.030 -0.060 31% 

November 0.055 0.132 -0.078 83% 

 

In order to compare the modeling results with temperature changes computed in chapter 3 

on real cases of urban areas, the data of city size, urban fraction and buildings height of Lahore 

city is used in our model (given in eq. 4.1).  The data of city size of Lahore by considering it as a 

round city is computed from the data of urbanized land of Lahore given by Khaliq-uz-zaman and 

Baloch (2010). The surface covered with buildings or covering the artificial material in Lahore is 

computed from the data provided by Almas et al. (2005) and through personal communication 

with Amjad S. Almas (2010) (Table 4.5). Due to non-availability of the data about the evolution 

of building height by a variation of time, the model used two different approximate values for 

two time periods (1972-1980 and 1980-2010). 
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Table 4.5: Evolution of urban surface area of Lahore from 1972 to 2010 (After Khaliq-uz-zaman 
and Baloch, 2011).  

 
 

Table 4.6 represents the per decade change in minimum and maximum temperature for 

dT/dt by using equation 4.1 for the two periods 1972 to 1980 and 1980 to 2004 obtained through 

annual average of all the simulation scenarios by using FVM model and the use of the data 

collected for Lahore. It is highly noticeable that during first and second period, the contribution 

of city size is the highest among all factors. Overall dT/dt increases over two periods however 

this increase is the highest during second period. 

 

Table 4.6: Per decade change in minimum and maximum temperature for dT/dt (eq. 4.1) for the 
two periods 1972 to 1980 and 1980 to 2004 obtained through annual average of all the simulation 
scenarios by using FVM model. 

 
 

Ye ar Urban are a sq.km Radius (km) dt dr/dt

1972 103 5.73 1972 to 1980 0.11

1980 138 6.63 1980 to 1990 0.75

1990 629 14.15 1990 to 2000 0.33

2000 961 17.49 2000 to 2010 0.74

2010 1950 24.91 1980 to 2010 0.61

1972-1980 (P1) Tmin Tmax % of contribution in Tmin % of contribution in Tmax

dT/dr *dr/dt 0.1447 0.1200 88.26% 117.87%

dT/du*du/dt -0.0010 -0.0016 -0.61% -1.61%

dT/df*df/dt 0.0203 -0.0166 12.36% -16.25%

dT/dt 0.164 0.102

1980-2004 (P2) Tmin Tmax % of contribution in Tmin % of contribution in Tmax

dT/dr *dr/dt 0.8022 0.6655 88.89% 114.52%

dT/du*du/dt -0.0010 -0.0016 -0.11% -0.28%

dT/df*df/dt 0.1013 -0.0828 11.22% -14.24%

dT/dt 0.902 0.581
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Table 4.7: Comparison of per decade change in minimum and maximum temperature at Lahore 
based on observational data of Lahore city and the output of the model. Here P1 is representing 
first period (1972-1980) and P2 is representing for second period (1980-2004). 

 
Table 4.7 represents the comparison of change in minimum and maximum temperature at 

Lahore city based on observational data and Model output. It highlights that the increase in 

minimum temperature of Lahore is higher than the maximum temperature and same is found 

through model observations. The model output for increase in minimum temperature is highly in 

agreement with increase in minimum temperature at Lahore measured through observational 

data. However, the increase in maximum temperature simulated through FVM model is higher 

than the observed data measured at Lahore. 

4.4 Conclusion  

The results computed in Chapter 3 by using the observational data of several meteorological 

stations of Pakistan showed that in general, minimum and maximum temperatures are increasing 

however in recent decades, the minimum temperature at urban areas showed higher increase than 

the maximum temperature. In this context, the major objective of this part of study was to 

examine the impact of different urban characteristics such as city size (r), urban fraction (u) and 

h) on minimum temperature and maximum temperature and to know that 

which factor is significantly causing for higher increase in minimum temperature than the 

maximum temperature in urban areas.  

For this purpose, in this part of study different scenarios of city sizes (4), urban fraction 

cities were proposed to study their 

relative impact on minimum and maximum temperature of urban areas. By taking into account 

·4·3) of 

scenarios were designed for each month and then were run for the simulations by using Finite 

Volume Model (FVM), a mesoscale model (Clappier et al., 1996).  

Lahore Tmin Tmax M ode l F VM Tmin Tmax
1950-1979 0.300 -0.27 1972-1980 0.164 0.102
1980-2004 1.060 -0.15 1980-2004 0.902 0.581
P2-P1 0.760 0.12 P2-P1 0.739 0.479
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The results based on the simulation scenarios show that the temperature inside urban areas 

increases with increasing r, u and h (Appendix 4.3, Appendix 4.4, Appendix 4.5). However, the 

effect of urban factors (u, r and f) on urban temperature is not homogeneous. The results 

highlights that Tmax increases more than the Tmin when u increases; Tmin increases more than the 

Tmax when r increases and Tmin increases more than the Tmax when h increases. All the simulation 

scenarios does not explain the situation of higher increase in minimum temperature and are not 

fully in agreement of the results which are obtained through observational data at urban areas in 

chapter 3. As the simulation scenarios results show that with increasing urban fraction Tmax 

increased more than the increase in Tmin  Tmax did not 

increase in all the building height scenarios, these two types of scenarios (u, h) do not explain the 

results obtained through observational data. However, the city size well explained the results 

where Tmin and Tmax both increase when r increases and Tmin increases more than Tmax. This type 

of behaviour was found on urban areas temperature trends after 1980s through the analysis of 

observational data in the previous chapter. So it can be concluded that effect of city size is the 

most prominent fact that cause the minimum temperature to rise higher than the maximum 

temperature. 

The results of analysis of observational data of several cities of Pakistan and the 

simulations output of several scenarios of theoretical cities show that the minimum and 

maximum temperature increase at urban areas. But the minimum temperature increases more than 

the maximum temperature. The results obtained through simulations by using FVM model are in 

agreement with the results obtained through the observational data for minimum temperature. 

However the change in maximum temperature obtained through FVM model is higher than the 

observational data of Pakistan that is to be a perspective of future work. 
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C H APT E R 5 
  

  

  

C O N C L USI O N 
  

  

5.1 Major outcome of the study 

The extent and the rate of global environmental changes, whether greenhouse gas-induced 

warming, deforestation, desertification or loss in biodiversity are driven largely by the rapid 

 large and ever-increasing fraction of the 

 population living in cities, and the disproportionate share of resources used by these 

urban residents, especially in the global North, cities and their inhabitants are key drivers of 

global environmental change (Grimmond, 2007). The major part of the energy consumed in the 

world is produced from combustion of fossil fuels and the burning of fossil fuels in combustion 

reactions results in emission of number of pollutants and GHGs in the atmosphere. The 

increasing rate of emission of GHGs such as CO2 into the atmosphere causes to raise the global 

mean surface temperature. Global mean surface temperature increased faster in recent decades. 

During 1906 to 2005, global mean surface temperatures had risen by 0.74°C and during 1956 to 
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2005, it was measured  0.13°C per decade that was almost double than the period from 1906 to 

2005. Although at some extent the global climate changes influence the urban climates, these 

changes, however, are not only the cause to affect the local urban climate.  

Currently, more than half of the world population lives in urban areas. They have major 

concerns about the degradation of natural environmental and human quality of life. Urban areas 

are the center of several anthropogenic activities. Different studies highlight that the urban 

warming has not introduced significant biases into estimates of recent global warming (Easterling 

et al., 1997; Parker, 2004; Alcoforado and Andrade, 2008) the cities indirectly have an effect to 

causes global warming because they are the most important source of greenhouse gases. The 

cities consume a great majority  between 60 to 80%  of energy production worldwide and 

account for a roughly equivalent share of global CO2 emissions (OECD, 2010).  

The consumption of energy in urban areas causes a higher emission of anthropogenic heat 

into urban atmosphere. In cities, the buildings, roads and other infrastructure absorb a part of the 

solar radiation during day time and become warmer. These comparatively warmer surfaces of 

urban areas emit infra-red radiation which can be trapped by reflection/absorption in the urban 

canyon. The presence of buildings and artificial surfaces in the cities also influence the wind 

pattern in these areas. All of these factors lead to change in the urban energy balance of urban 

areas. In general, these areas become warmer than the areas where there is no artificial land 

surface. This phenomenon is generally referred as the urban heat island (UHI). Urban heat island 

has the consequences for human health and thermal comfort. So, the urban areas are being 

affected through global changes as well as through local changes. 

The presence of UHI on urban areas highlights that at urban scale, minimum temperature 

increases more than maximum temperature and it is recognised by several studies in different 

parts of the world. However, the information about the reasons of higher increase of minimum 

temperature than the maximum temperature at urban areas was missing.  

Pakistan has about 180 million of population and ranks at number six among top ranked 

populous countries. Almost 39% of the total population is living in urban areas. According to an 

estimate, in 2050, the proportion of population living in urban areas of Pakistan will reach to 60% 

(UNDESA (2011). In future, this huge portion of urban population living in urban areas may be 

affected by global changes in general and by local changes particularly. Lack of any solid study 

about changing temperatures on three different types of settlements (urban, town, and rural) of 
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Pakistan, made this work very important first to understand the real variation in temperature over 

Pakistan and then the results of this study can be considered as a reference by the policy makers, 

town planners  and government to take actions at local scales to minimize the effects of local 

climate changes and contribute their part in global efforts to reduce building energy consumption 

and global warming. 

 In this context, the objective of this work was to study the urban temperature trends by 

focusing on to understand the factors that cause of higher increase of minimum temperature 

compared to the maximum temperature at urban areas by using observational and modelling 

techniques.  

 In the Chapter 3 of this thesis, the daily averaged annual and seasonal minimum (Tmin) and 

maximum (Tmax) temperature have been analyzed using the data of 37 meteorological 

observatories of Pakistan (17 urban, 7 town and 13 rural) was collected from Pakistan 

Meteorological Department between 1950 and 2004. These data was first homogenized and then 

analyzed for two different periods, 1950-1979 (period 1) and 1980-2004 (period 2). The data 

analysis highlighted that during 1980 2004 Tmin and Tmax increased faster than the period 1950

1979 at urban areas; Tmin increased more at urban stations than the smaller cities and rural 

stations; Tmax increased more at town and rural stations than the urban stations; Tmin decreased 

and Tmax increased at rural stations and the highest growth in Tmin and Tmax at urban and town 

stations was observed in spring and at rural stations, it was observed in winter for Tmin and in 

spring for Tmax. It was also noticed that during 1980 2004 per decade growth in minimum 

temperature of urban areas of Pakistan was observed 0.43°C that is 0.14 °C per decade higher 

than the per decade increase in global minimum temperature  (0.29°C/decade) during the same 

period. However, the increase in Tmax at urban areas of Pakistan was measured 0.33°C that is 

close to the per decade increase in global Tmax (0.285°C/decade). 

The main goal of the Chapter 4 is to explain why in urban areas the increase of Tmin is quite 

higher than in small cities and rural areas and quite higher than the global change in Tmin. The 

Finite Volume Mesoscale Model (FVM) has been used to simulate several theoretical cities to 

study the effect of the city size, changing land use and the building height. The results of the 

model have shown that Tmin and Tmax increased when urban fraction u, city size r and building 

height h increased but Tmax increased more than the Tmin when u increased, Tmin increased more 

than the Tmax when r increased and Tmin increased more than the Tmax when h increased. These 
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results helped us to conclude that the city size is the major factor among building height and 

vegetation fraction that causes to increase the minimum temperature in urban areas more than the 

maximum temperature. Among all the urban characteristics discussed above, city size r alone 

contributes about 90% in the total increase in minimum temperature at urban areas. More we 

increase the city size, more we saw the higher increase in minimum temperature as compared to 

the resulting change in minimum temperature by changing other two factors. So we can conclude 

that the city size is the major cause of increase of minimum temperature at urban areas.  

As more natural surface converts into artificial cover, more space is created for the 

absorption of a part of solar radiation. As the city size grows, the space of artificial material also 

grows including the paved roads and streets along with new buildings. The increasing artificial 

material cause more absorption of the solar radiation that latterly emits the infrared into urban 

atmosphere. As the emission of infrared dominates when there is no absorption of solar radiation 

by the material (i.e. during the night), it keep the urban atmosphere warmer. However to fully 

understand about the higher increase in minimum temperature in urban areas, there is still need to 

fully understand the mechanism of mechanical and thermal effect on local climate.   

5.2  Future Perspective 

o Due to hot weather conditions in Pakistan, the use of air conditioners (ACs) in buildings 

and vehicles is quite common. Due to lack of data about the timings of use of ACs, in this 

study the energy consumption and related heat emission from ACs was not considered. 

The relationship between the use of ACs for human comfort and variation in local urban 

temperature could be simulated by using models FVM and WRF on real case studies such 

as mega cities of Pakistan i.e., Lahore and Karachi.  

o The emission of greenhouse gases particularly CO2 into the atmosphere may contribute in 

urban warming. The CO2 molecule can absorb infrared radiation and the molecule starts 

to vibrate. Eventually, the vibrating molecule will emit the radiation again, and it will 

likely be absorbed by yet another greenhouse gas molecule. This absorption-emission-

absorption cycle serves to keep the heat near the surface, effectively insulating the surface 

from the cold of space. This factor will be studied to distinguish its effect on urban 

climate especially on real cities. 
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o Water bodies close to the urban areas play important role in normalizing the local 

temperatures. Many cities of Pakistan are located close to the water bodies such as 

Islamabad and Rawalpindi close to the largest dams (Tarbela and Mangla) and many 

small dams (Simli, Rawal, Khanpur dams), Karachi on coast of Arabian Sea and many 

cities on river banks (Lahore, Hyderabad etc.).  

o The model will be used to study the interactions between urban heat island and sea-breeze 

circulations during different seasons over Karachi.  

o  A more complete network of the meteorological sensors to measure the weather 

parameters such as wind speed, wind direction, relative humidity and temperature in 

different parts of the city and its surrounding rural areas could help us to properly validate 

the model simulation. Moreover, the combination of model and measurement results 

could lead to better understand and study the presence of urban heat island phenomenon 

in Pakistani cities. This could help to take the decision at local level to apply the strategies 

to reduce the UHI negative effects.  
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APE NDI C ES 

 

Appendix 2.1:  

 

 

 
The factors affecting urban heat island (After Voogt, 2007). 
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Appendix 3.1:  
 

 
Annual and seasonal trends from 1950 to 1993 for maximum temperature, minimum temperature, 
and DTR for the globe and the Northern and Southern hemispheres. Trends calculated using only 
nonurban stations are given, with the trends using all stations given in parentheses (After 
Easterling et al., 1997). 
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Appendix 3.2:  
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Appendix 3.3:  
 

 
 

Annual and seasonal per year trends (°C) of Tmin and Tmax at urban, town and rural stations from 
1950  1979.  
 

 
 
 
 
 
 
 

 
 
 

Station dTn_ An dTn_ Wi dTn_Sp dTn_Su dTn_ Au dTx_ An dTx_ Wi dTx_Sp dTx_Su dTx_ Au
Gilgit -0.074 -0.101 -0.075 -0.029 -0.110 0.021 -0.013 0.051 0.041 -0.002
Peshawar 0.005 -0.015 0.026 0.007 -0.004 0.025 0.002 0.052 -0.014 0.049
Muzaffarabad -0.007 -0.011 0.006 -0.027 -0.006 0.022 -0.009 0.061 -0.003 0.033
Kakul -0.062 -0.079 -0.058 -0.057 -0.070 -0.035 -0.047 -0.007 -0.067 -0.029
Islamabad 0.000 0.001 0.018 -0.018 -0.008 0.001 -0.005 0.025 -0.042 0.019
Sargodha -0.009 -0.042 0.013 -0.011 -0.003 0.018 0.021 0.038 -0.016 0.026
Jhelum 0.014 0.019 0.021 -0.013 0.023 -0.002 -0.004 0.006 -0.035 0.014
Sialkot -0.089 -0.099 -0.095 -0.062 -0.111 -0.041 -0.039 -0.055 -0.061 -0.028
D.I. Khan -0.008 -0.020 -0.006 -0.017 0.004 -0.026 -0.029 0.003 -0.064 -0.029
Faisalabad -0.049 -0.068 -0.030 -0.051 -0.055 -0.012 -0.025 -0.004 -0.018 -0.011
Lahore_ur 0.030 0.026 0.043 0.000 0.044 -0.027 -0.027 -0.032 -0.055 -0.002
Lahore_ap -0.012 -0.025 0.001 -0.030 -0.001 -0.013 -0.015 -0.021 -0.040 0.012
Quetta 0.044 0.000 0.039 0.084 0.044 0.015 -0.035 0.036 0.029 0.018
Multan -0.001 -0.014 0.008 -0.018 0.005 -0.005 -0.001 0.016 -0.038 -0.006
Bahawalpur -0.012 -0.037 -0.005 -0.023 0.000 -0.013 -0.019 -0.016 -0.019 -0.010
Hyderabad 0.037 0.045 0.044 0.014 0.041 -0.006 -0.028 -0.011 -0.002 0.008
Karachi_ap 0.006 -0.003 -0.001 -0.006 0.026 -0.001 -0.005 -0.012 -0.006 0.013
Ave rage -0.011 -0.025 -0.003 -0.015 -0.011 -0.005 -0.016 0.008 -0.024 0.004

Station Tn_ An Tn_ Wi Tn_Sp Tn_Su Tn_ Au Tx_ An Tx_ Wi Tx_Sp Tx_Su Tx_ Au
Risalpur 0.000 0.002 0.009 -­‐0.012 -­‐0.006 -­‐0.023 -­‐0.046 0.002 -­‐0.058 -­‐0.003

Kohat -­‐0.012 -­‐0.032 -­‐0.003 -­‐0.013 -­‐0.010 -­‐0.024 -­‐0.042 0.013 -­‐0.058 -­‐0.018

Jacobabad 0.009 -­‐0.005 0.015 -­‐0.004 0.022 -­‐0.028 -­‐0.032 -­‐0.009 -­‐0.033 -­‐0.040

Nawabshah -­‐0.006 -­‐0.027 0.004 -­‐0.006 -­‐0.007 0.000 -­‐0.011 0.000 -­‐0.005 0.009

Badin 0.001 -­‐0.033 0.003 0.004 0.016 -­‐0.061 -­‐0.094 -­‐0.069 -­‐0.033 -­‐0.058

Panjgur 0.080 0.028 0.126 0.094 0.067 0.018 -­‐0.019 0.037 0.028 0.015

Sibbi 0.010 -­‐0.019 0.017 0.003 0.032 -­‐0.008 -­‐0.028 0.001 -­‐0.003 -­‐0.018

Ave rage 0.012 -0.012 0.024 0.009 0.016 -0.018 -0.039 -0.004 -0.023 -0.016

Station Tn_ An Tn_ Wi Tn_Sp Tn_Su Tn_ Au Tx_ An Tx_ Wi Tx_Sp Tx_Su Tx_ Au
Gupis 0.014 0.016 0.024 0.023 -­‐0.014 0.026 0.015 0.038 0.036 0.008

Skardu 0.022 0.032 0.028 0.030 -­‐0.006 0.018 0.020 0.039 0.018 -­‐0.008

Bunji -­‐0.008 -­‐0.004 0.020 -­‐0.003 -­‐0.048 -­‐0.005 -­‐0.027 0.046 -­‐0.005 -­‐0.045

Chilas 0.037 0.014 0.053 0.047 0.027 0.025 -­‐0.004 0.044 0.026 0.021

Astore 0.035 0.026 0.030 0.058 0.019 0.010 0.006 0.026 0.020 -­‐0.022

Cherat -­‐0.007 -­‐0.016 0.008 -­‐0.029 0.004 -­‐0.054 -­‐0.063 0.012 -­‐0.088 -­‐0.088

Chhor 0.004 -­‐0.017 0.003 -­‐0.002 0.022 -­‐0.002 -­‐0.008 -­‐0.012 -­‐0.006 0.010

Kalat 0.049 -­‐0.023 0.065 0.087 0.054 0.002 -­‐0.020 0.008 0.006 0.007

Dalbandin 0.025 -­‐0.054 0.038 0.052 0.044 0.009 -­‐0.030 0.022 0.019 0.014

Lasbella -­‐0.007 -­‐0.032 0.010 -­‐0.005 -­‐0.010 -­‐0.012 -­‐0.031 -­‐0.015 -­‐0.023 0.003

Padidan 0.016 0.004 0.012 0.019 0.016 0.003 -­‐0.011 0.006 -­‐0.002 0.012

Jiwani 0.010 0.004 0.012 0.018 -­‐0.001 -­‐0.002 -­‐0.015 -­‐0.001 0.000 0.003

Pasni 0.014 -­‐0.036 0.014 0.032 0.039 0.010 0.008 0.007 0.007 0.021

Rural_me an 0.016 -0.007 0.024 0.025 0.011 0.002 -0.012 0.017 0.001 -0.005

Town

Rural

Urban
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Appendix 3.4: 
 

 
Annual and seasonal per year trends (°C) of Tmin and Tmax at urban, town and rural stations from 
1980  2004. 

 
 
 
 
 
 
 

 
 
 
 
 

Station dTn_ An dTn_ Wi dTn_Sp dTn_Su dTn_ Au dTx_ An dTx_ Wi dTx_Sp dTx_Su dTx_ Au
Gilgit -0.038 -0.019 -0.023 -0.069 -0.050 0.076 0.113 0.080 0.025 0.083
Peshawar 0.060 0.046 0.087 0.039 0.060 0.015 0.008 0.105 -0.023 -0.036
Muzaffarabad 0.029 0.003 0.050 0.030 0.025 0.100 0.129 0.144 0.040 0.094
Kakul 0.024 0.021 0.050 0.016 0.001 0.079 0.099 0.135 0.040 0.041
Islamabad 0.068 0.039 0.100 0.055 0.075 0.031 0.039 0.112 0.000 -0.026
Sargodha 0.029 0.018 0.035 0.033 0.025 0.011 -0.010 0.067 -0.007 -0.013
Jhelum 0.053 0.031 0.082 0.045 0.047 0.037 0.019 0.124 0.006 -0.004
Sialkot 0.040 0.017 0.056 0.019 0.058 0.022 0.013 0.090 -0.016 0.000
D.I. Khan 0.040 0.058 0.051 0.001 0.049 0.024 0.007 0.110 -0.019 -0.001
Faisalabad 0.061 0.050 0.069 0.038 0.085 0.037 0.000 0.120 0.009 0.014
Lahore_ur 0.106 0.105 0.138 0.062 0.114 -0.015 -0.041 0.074 -0.059 -0.037
Lahore_ap 0.048 0.032 0.090 0.027 0.038 0.019 -0.005 0.099 -0.030 0.008
Quetta 0.085 0.083 0.089 0.092 0.076 0.070 0.104 0.113 0.026 0.037
Multan 0.041 0.045 0.063 0.015 0.032 0.004 -0.015 0.089 -0.036 -0.022
Bahawalpur 0.014 0.015 0.023 -0.022 0.023 0.052 0.044 0.118 0.004 0.038
Hyderabad 0.000 0.010 -0.001 -0.016 -0.001 -0.021 -0.004 0.010 -0.033 -0.054
Karachi_ap 0.066 0.116 0.057 0.011 0.069 0.032 0.053 0.057 0.001 0.017
Urban_me an 0.043 0.039 0.060 0.022 0.043 0.034 0.032 0.097 -0.004 0.008

Station Tn_ An Tn_ Wi Tn_Sp Tn_Su Tn_ Au Tx_ An Tx_ Wi Tx_Sp Tx_Su Tx_ Au
Risalpur 0.021 -­‐0.011 0.043 0.015 0.032 0.019 0.022 0.107 -­‐0.020 -­‐0.037

Kohat -­‐0.005 -­‐0.022 0.035 -­‐0.016 -­‐0.023 0.094 0.083 0.151 0.067 0.072

Jacobabad 0.032 0.024 0.041 0.024 0.031 0.036 0.052 0.094 -­‐0.016 0.012

Nawabshah 0.025 0.031 0.030 -­‐0.003 0.033 0.054 0.047 0.079 0.036 0.054

Badin 0.022 0.053 0.016 -­‐0.006 0.016 0.037 0.051 0.041 0.027 0.030

Panjgur 0.045 0.032 0.054 0.028 0.065 0.057 0.100 0.084 0.015 0.031

Sibbi 0.046 0.059 0.069 0.025 0.026 0.045 0.092 0.094 -­‐0.025 0.018

Town_me an 0.027 0.024 0.041 0.010 0.026 0.049 0.064 0.093 0.012 0.026

Station Tn_ An Tn_ Wi Tn_Sp Tn_Su Tn_ Au Tx_ An Tx_ Wi Tx_Sp Tx_Su Tx_ Au
Gupis -­‐0.042 -­‐0.022 -­‐0.043 -­‐0.079 -­‐0.034 0.047 0.087 0.049 -­‐0.006 0.056

Skardu 0.009 0.035 0.004 0.008 -­‐0.020 0.056 0.082 0.068 0.011 0.059

Bunji 0.022 0.062 0.048 -­‐0.026 -­‐0.004 0.013 0.063 0.032 -­‐0.061 0.016

Chilas 0.025 0.061 0.017 -­‐0.014 0.027 -­‐0.002 0.006 0.000 -­‐0.019 -­‐0.005

Astore 0.038 0.079 0.028 0.003 0.028 0.041 0.064 0.048 -­‐0.001 0.048

Cherat -­‐0.080 -­‐0.010 -­‐0.050 -­‐0.164 -­‐0.090 0.011 0.003 0.063 0.011 -­‐0.036

Chhor 0.002 0.016 0.009 -­‐0.030 0.000 0.046 0.055 0.069 0.033 0.026

Kalat 0.043 0.045 0.053 0.020 0.046 0.047 0.031 0.080 0.017 0.058

Dalbandin -­‐0.001 -­‐0.006 -­‐0.005 -­‐0.023 0.021 0.071 0.104 0.112 0.015 0.056

Lasbella -­‐0.017 -­‐0.024 -­‐0.015 -­‐0.047 0.011 0.029 0.052 0.052 -­‐0.001 0.010

Padidan 0.014 0.011 0.009 -­‐0.008 0.033 -­‐0.007 0.033 0.042 -­‐0.054 -­‐0.047

Jiwani -­‐0.083 -­‐0.069 -­‐0.088 -­‐0.118 -­‐0.066 0.020 0.052 0.037 -­‐0.013 0.006

Pasni 0.009 0.011 -­‐0.022 -­‐0.002 0.043 0.024 0.050 0.034 -­‐0.008 0.027

Rural_me an -0.005 0.015 -0.004 -0.037 0.000 0.030 0.052 0.053 -0.006 0.021
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Appendix 4.1:  
 

 
*Represents the data source of Demographia World Urban Areas: 7 th Annual Edition (2011.04) except italic 
numbers. The italic numbers represent the data sources of Wikipedia for individual cities. 
Population density of the largest cities selected from Asia, Europe and North America in 2010-
2011. Source: City Mayors Statistics 2011.  
 



           110  

  

Appendix 4.2:  
 
The mesoscale model governing equations (Martilli et al., 2002; Mauree, 2011). 

 

1. 	
  Conservation	
  of	
  Mass	
  

This principle states that mass can neither be created nor destroyed, that is the total mass of air 

will remain constant in an enclosed volume (this being true if there is no chemical of physical 

processes that affect the air inside that volume).   

Equation 4.2 represents this principle, written in partial differential equations, 

 

                                                                                                   (4.2) 

                                             I         II 

where  is the air density (kg.m-3), and i the wind velocity for each of the three directions in 

space (i=1,2,3).  The term I represents the mass storage and the term II represents the mean 

transport. 

2. Conservation of Momentum 

This principle asserts that the variation of momentum in time is equal to the sum of external 

body due to a force is proportional to the force, inversely proportional to its mass and in the 

direction of the force.  Equation 4.3 takes into account this principle and is written as follows:                 

Ui
t

UiU j

xi

uiu j
x j

P
xi

g i3 2 ijk jUk Dui                 (4.3)                                

                     I             II               III         V         V         VI         VII 

where  is the air pressure,  the acceleration due to gravity and j  the rotational angular 

velocity of the Earth.  

Term I is the storage of momentum, term II is the mean transport and term III is the turbulent 

transport and term IV is the pressure-gradient force. The term V represents the action of gravity 

t
Ui
xi

0
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while the term VI relates to the Coriolis force (due to the rotation of the Earth).  The term VII 

corresponds to the forces due to the interactions between the Earth surface and the airflow. 

FVM being at present a non-hydrostatic mesoscale model assumes that the air pressure (P) and 

density ( ) can be expressed as follows: 

              (4.4) 

               (4.5) 

where 0  and 0  are the air pressure and density at hydrostatic equilibrium and 

are the related perturbations. 

For a hydrostatic reference state, equations 4.6 and 4.7 can be used: 
P0
x3

0g                                                           (4.6) 

P0
xi

2 ijkUk
G                                              (4.7) 

 

The pressure gradient term (II) in equation 4.3 can be expressed as follows when taking into 

account the hydrostatic balance equations (4.6 and 4.7)  
P
x3

P0
x3

P  
x3

0g
P  
x3

                                   (4.8) 

P
xi

P0
xi

P  
xi

2 ijkUk
G P  

xi
                    (4.9) 

Equation 4.8 and 4.9 can then be substituted in equation 4.3 to give: 

Ui
t

UiU j

xi

uiu j
x j

P  
xi

g i3 2 ijk j Uk Uk
G Dui              (4.10) 

                               I              II               III        IV         V               VI                 VII 

represents the buoyancy.  Taking into account the equation of state and that of the 

potential temperature: 

                                                               (4.11) 

P P0 P';;P' P0
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i 1,2
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we can then write the buoyancy term in the following form: 

                                             (4.12) 

where 0  represents the 

difference of temperature ( 0).   

The momentum conservation partial differential equation can finally be written as follows from 

equation 4.10 and 4.12: 

Ui
t

UiU j

xi

uiu j
x j

P  
xi 0

i3 2 ijk j Uk Uk
G Dui     (4.13) 

I                 II           III           IV               V           VI                 VII 

A simplified form of this equation can be expressed as: 

Ui
t

P  
xi

Fi                                                                               (4.14) 

Where 

Fi
UiU j

xi

uiu j
x j 0

i3 2 ijk j Uk Uk
G Dui                (4.15) 

3. Conservation of Energy 

The conservation of energy equation (4.16), which is derived from the first law of 

thermodynamics and states that energy per unit mass transferred from an air parcel to its 

environment ( Q) is equal to the change in internal energy (dU) of the parcel and the work done (

W ) by or on the parcel. 

Q dU W                                              (4.16) 

Since the entropy (S) can be defined as follows:  

dS
Q
T

                                                      (4.17)                         

'g 0
'

0

g
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dS
1
T
dU W                                         (4.18) 

where T (Kelvin) is the air temperature, we can write, based on the definition of the potential 

temperature: 

                           (4.19) 

When taking equations 4.18 and 4.19, we can transform the energy conservation equation to an 

equation that shows the temporal evolution of potential temperature.  The following form of the 

conservation of energy equation is used in FVM: 

t
Ui
xi

u j
x j

1
Cp

P0

P

R
Cp Rlw

z
D                     (4.20) 

                                 I             II             III                 IV                V 

where  is the gas constant, lw  is the longwave radiation flux and P0  is the reference 

pressure at 1000 (mbar), i.e. at ground level.  The term I is the storage of heat (potential 

temperature), the term II is the mean transport while the term III is the turbulent transport.  The 

term IV represents the loss from the surface by long wave radiations and lastly the term V 

represents the influence of sensible heat fluxes from solid surfaces. 

Note that the evolution of temperature will impact the atmospheric stability, pressure, density and 

turbulence among other parameters.   

4. Conservation of Humidity 

The law of conservation of humidity represents the variation of moisture in the air and is given 

by the following equation: 

        
H
t

HUi
xi

u jh
x j

Dh
                                

(4.21) 

                                    I               II             III     IV 

where  is the absolute humidity. The term I represents the humidity stored by a given air 

parcel over a period of time, the term II represents the mean transport of moisture while the term 

dS Cp
d
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III represents the turbulent transport of moisture.  Finally the term IV gives the impact of latent 

heat fluxes from solid surfaces. 

5.  Equation of State 

From the above equations (4.2, 4.14, 4.20 and 4.21) we can see that we have a set of 6 partial 

differential equations but have 7 meteorological unknown variables ( , Ui (i=1, 2, 3) , H) 

and three turbulent fluxes (term III in equation 4.14, 4.20 and 4.21).   

The equation of state is thus used to link the air pressure to other meteorological variables, in 

order to close the above system. 

                                             (4.22) 

where T is the temperature in Kelvin. 

Using the equation of the speed of sound in the air ( ), the equation of state becomes: 

                                           (4.23) 

6. Equation for Pressure 

The equation for the conservation of mass and momentum and the equation of state are used to 

solve implicitly the pressure perturbation using a partial differential equation. 

First, equation 4.2 is derived with respect to time (dt): 

                           (4.24) 

Substituting in equation 4.14: 

                                (4.25) 

Deriving the equation of state (4.23): 

P
t

c 2
t

                                                                  (4.26) 
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Replacing equation 4.26 in 4.25, the following relation more commonly known as the acoustic 

equation is obtained: 

                               (4.27) 

                         I           II        III 

If barotropic atmospheric conditions are assumed, the speed of sound is constant and the pressure 

is considered to depend only on the density. Equation 4.27 becomes: 

                                      (4.28) 

If inelastic atmospheric conditions are assumed, the term I can be neglected since it can be 

assumed that c2 is much greater than P. Equation 4.28 

equation: 

                                     (4.29) 

7.  Turbulent T ransport 

The resolution of the transport of turbulence is not possible due to the higher number of 

unknowns as compared to the number of available equations. This is more commonly known as 

the closure problem (Stull, 1988).   

So as to solve this issue, different approaches have been described.  The one that is used in FVM 

is called the K-theory or gradient-transport theory.  This method parameterizes the vertical 

turbulent transport, so that approximated values are used instead of calculated ones.  For a given 

meteo j  changes according to the following 

equations: 

u jn K j
dN
dx j
;; j 1,2,3                                                         (4.30) 
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This diffusion coefficient is calculated with a prognostic equation for the turbulent kinetic energy 

(T.K.E, ): 

E
t
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xi

u je
x j
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x3

2
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x3

2
g

0

Kz x3
C
E
3
2

l
DE        (4.31) 

I            II            III                          IV                         V                VI      VII 

The diffusion coefficients, j , can then be calculated for a value of T.K.E with: 

K j Cjl j E ;; j 1,2,3                                                                         (4.32) 

where C  and j  are numerical constants and l  and j  are characteristics length scales.  

Term I is the storage of T.K.E, term II and III are the mean and turbulent transport of the T.K.E. 

Term IV and V characterize the buoyant and shear production of T.K.E and term VI represents the 

dissipation of the T.K.E.  Finally the impact of solid surfaces on the T.K.E is given by the term 

VII.  

Bougeault and Lacarrère (1989) described the k-l closure technique that is used to compute the 

parameters k and k for the vertical direction.  The vertical distance that an air parcel can 

travel before the buoyancy term is the driving force, is refered to k  here. Martilli et al., (2002) 

further illustrate how the model parameters ( k  

When high horizontal resolution are considered (such as here for better representation of urban 

scale), it is important to take into account horizontal diffusion and in such cases the characteristic 

length scales are of the order of the horizontal resolution of the grid. 

8. G eneralized F V M equation 

The mesh of the mesoscale meteorological model is divided into cells.  Each of the equations, 

corresponding to the different meteorological variables are integrated over a finite volume. From 

the previous section, the different equations for each of the meteorological variables (humidity, 
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N
t

u. N t N Sa Ss                                           (4.33) 

                 I             II              III               IV 

where N can be either the velocity ( ) or the temperature ( r

pollutants) 

 is the surface porosity, which is the ratio of free surface in each directions divided by the 

surface of the cell in that same direction 

 is the volume porosity, which is the ratio of free volume in each cell  divided by the volume of 

the cell. 

The term I represent the storage term for N, the term II represents the Advection, term III the 

diffusion and term IV the source from the atmosphere (Sa) and from the surface (Ss).  The source 

terms are computed at the cell volume while the advection and diffusion term are treated at the 

cell face.   
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Appendix 4.3: 
 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Effect of urban areas on local temperature with varying urban fraction u for 20.04.2005 at 09:00 
GMT 
 
(a) Urban fraction scenario: r=20km, u=70%, h=20m 
(b) Urban fraction scenario: r=20km, u=80%, h=20m 
(c) Urban fraction scenario: r=20km, u=90%, h=20m 
(d) Urban fraction scenario: r=20km, u=95%, h=20m 
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°C (b) Urban fraction scenario: r=20km, u=80%, h=20m (a) Urban fraction scenario: r=20km, u=70%, h=20m 
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(c) Urban fraction scenario: r=20km, u=90%, h=20m 
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(d) Urban fraction scenario: r=20km, u=95%, h=20m 
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Appendix 4.4: 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Effect of urban areas on local temperature with varying urban fraction u for 20.04.2005 at 17:00 
GMT 
 
(a) Urban fraction scenario: r=20km, u=70%, h=20m 
(b) Urban fraction scenario: r=20km, u=80%, h=20m 
(c) Urban fraction scenario: r=20km, u=90%, h=20m 
(d) Urban fraction scenario: r=20km, u=95%, h=20m 
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Appendix 4.5: 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Effect of urban areas on local temperature with varying building height h for 20.04.2005 at 09:00 
GMT. 
 
(a) Building height scenario: r=20km, u=80%, h=20m 
(b) Building height scenario: r=20km, u=80%, h=25m 
(c) Building height scenario: r=20km, u=80%, h=30m 
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Appendix 4.6: 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Effect of  h for 20.04.2005 at 
17:00 GMT. 
 
(a) Building height scenario: r=20km, u=80%, h=20m 
(b) Building height scenario: r=20km, u=80%, h=25m 
(c) Building height scenario: r=20km, u=80%, h=30m 
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Appendix 4.7: 
 

 

 

 
dT r12-r08/dr; dT r16-r12/dr and dTr20-r16/dr with urban fraction 80% and building height 20 meter. 
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Appendix 4.8: 

 

 

 
dT u80-u70/du; dT u90-u80/du and dTu95-u90/du with city size 20 km of radius and building height 20 meter. 
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Appendix 4.9: 
 

 

 
 
 

 
 

dT h30-h25/dh and dT h25-h20/dh with 20 km radius of the city and 80% of the urban fraction. 
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