
UNIVERSITÉ DE STRASBOURG 

ÉCOLE DOCTORALE – ED 414 - Science de la vie et de la Santé 

THÈSE présenté par: 

Valeriya MALYSHEVA 

Soutenue le: 10 Novembre 2016  

Pour obtenir le grade de : Docteur de l’Université de Strasbourg 

Discipline/ Spécialité: Aspects Moléculaires et Cellulaires de la Biologie 

RECONSTRUCTION OF GENE REGULATORY NETWORKS 

DEFINING THE CELL FATE TRANSITION PROCESSES 

THÈSE dirigée par: 

M. GRONEMEYER Hinrich Dr., IGBMC 

RAPPORTEURS: 

M. BISCHOF Oliver Dr., Institut Pasteur 

M. SPICUGLIA Salvatore Dr., TAGC 

EXAMINATEURS: 

M. BARILLOT Emmanuel

M. FRASER Peter

Mme. HIBNER Urszula                                         Dr., IGMM 

M. SEXTON Thomas

M. SPITZ François

Dr., Institut Curie  

Dr., Babraham Institute  

Dr., IGBMC 

Dr., Institut Pasteur



 

 2 

 

ACKNOWLEDGEMENTS 

First of all, I would like to thank my PhD supervisor Dr. Hinrich Gronemeyer for giving me this 

outstanding opportunity to work in his team on this extremely interesting and challenging 

project, for his courage to accept me as a PhD student, while I am coming from a different 

scientific field without the necessary experience, for constant enormous support and advice 

during my PhD and for his always positive attitude. This was THE place to learn and grow. This 

was my… fate. 

 

Next, I would like to thank all my Jury members Dr. Emmanuel Barillot, Dr. Oliver Bischof, Dr. 

Peter Fraser, Dr. Urszula Hibner, Dr. Thomas Sexton, Dr. Salvatore Spicuglia, and Dr. Francois 

Spitz for kindly accepting to read and evaluate my PhD work. 

 

I would like to thank Marco, my supervisor who was leading me through all these years and 

formed me as a scientist, for his help, guidance and training. Marco, you not only taught me new 

molecular biology techniques but also showed how to decorticate the problems when 

experiments do not work, you taught me how to be stable to failures, you made me strong. 

Without you this work would not be possible and I am infinitely grateful for everything you have 

done for me. 

 

I would like to thank Matthias Blum, for his enormous every day support and patience while 

teaching me programming and correcting my Python scripts, when I was lost in manuals and 

documentation.  

 

I thank all the other current members of the Gronemeyer team and those who left: Valeria, Maxi, 

Akin, Pierre-Etienne, Michele, Cathie, Aurelie, Lisa, Ashick, Ben and Gosia  - thank you for all 

the help and support throughout these years. 

 

I am also grateful for all the help provided by the IGBMC facilities and administration, Valérie 

and Violaine for their kind and friendly nature, support and help with translations. 

 

Last but not the least, I would especially like to thank my family that always believed in me, 

supported me every day and gave me energy, courage and love. I dedicate this work to you. 

 

 

 



 

 3 

CONTENTS 

Table of figures ................................................................................................................................................................................................... 5 

List of abbreviations .......................................................................................................................................................................................... 6 

Foreword ................................................................................................................................................................................................................ 7 

Introduction ........................................................................................................................................................................................................ 8 

1. A (very) brief history of time: the cell fate. ................................................................................................................................ 8 

1.1. The uncertainty principle. The fate of a cell and its plasticity. ..................................................................................... 8 

1.2. Cell transformation – aberrant fate of a cell ........................................................................................................................ 9 

1.2.1. Principles of cell transformation ................................................................................................................................... 9 

1.2.2. Genetic regulators of cell transformation ................................................................................................................ 11 

1.2.3. Stepwise transformation systems. .............................................................................................................................. 14 

2. Space and time. Chromatin structure and gene regulation ............................................................................................ 16 

2.1. The three-dimensional structure of chromatin ................................................................................................................. 16 

2.1.1. Chromatin fiber ................................................................................................................................................................ 16 

2.1.2. Topologically associated domains ............................................................................................................................. 17 

2.1.3. Chromosome territories ................................................................................................................................................. 18 

2.2. Experimental techniques for chromatin structure investigation ................................................................................. 19 

2.2.1. Microscopy-based approaches .................................................................................................................................... 19 

2.2.2. Chromosome Conformation Capture and its derivatives ................................................................................... 19 

2.3. Transcription regulation by epigenome and chromatin architecture ........................................................................ 23 

2.3.1. Epigenetic regulation of gene expression ............................................................................................................... 24 

2.3.2. Gene regulation in 3D context .................................................................................................................................... 26 

2.3.3. Transcription factories ................................................................................................................................................... 27 

3. Gene regulatory networks .............................................................................................................................................................. 28 

3.1. Network inception...................................................................................................................................................................... 28 

3.2. Gene regulatory network reconstruction – How and why? ......................................................................................... 30 

3.3. Chromatin structure implication in gene regulatory networks ................................................................................... 32 

Thesis objectives: ........................................................................................................................................................................................... 34 

Results................................................................................................................................................................................................................. 40 

Discussion .......................................................................................................................................................................................................... 41 

1. How it begins:  Initiation of decisions that determine cell fates .................................................................................... 42 

2. Epigenome .............................................................................................................................................................................................. 44 

3. 3D organization: cause or effect? ................................................................................................................................................ 46 

4. Limitations of proximity ligation methods .............................................................................................................................. 47 

5. Challenges in gene regulatory network reconstruction .................................................................................................... 50 



 

 4 

6. Thoughts about the beginning, non-equality and diversification ................................................................................. 52 

Perspectives and Conclusions .................................................................................................................................................................. 56 

References ......................................................................................................................................................................................................... 60 

Appendix I: French thesis abstract ....................................................................................................................................................... 74 

 

 

  



 

 5 

TABLE OF FIGURES 

 

Figure 1. The hallmarks of cancer.. ................................................................................................ 10 

Figure 2. Loop extrusion model . ................................................................................................... 18 

Figure 3. 3C based techniques.. ...................................................................................................... 20 

Figure 4. Overview of the HiC procedure. ..................................................................................... 21 

Figure 5. Capture-HiC principle.. ................................................................................................... 23 

Figure 6. Problem of Seven Bridges of Konigsberg.. .................................................................... 29 

Figure 7. Schematic outline of some key events during pre-implantation mouse development. ... 55 

 

 

  

file://VBOXSVR/Shared/Thesis/Thesis_v9.docx%23_Toc463899760
file://VBOXSVR/Shared/Thesis/Thesis_v9.docx%23_Toc463899761
file://VBOXSVR/Shared/Thesis/Thesis_v9.docx%23_Toc463899762
file://VBOXSVR/Shared/Thesis/Thesis_v9.docx%23_Toc463899763
file://VBOXSVR/Shared/Thesis/Thesis_v9.docx%23_Toc463899764
file://VBOXSVR/Shared/Thesis/Thesis_v9.docx%23_Toc463899765
file://VBOXSVR/Shared/Thesis/Thesis_v9.docx%23_Toc463899766


 

 6 

LIST OF ABBREVIATIONS 
 

3C   Chromosome Conformation Capture  

4C  Chromosome Conformation Capture on Chip 

5C  Carbon-Copy Chromosome Conformation Capture 

ATRA (RA) All-Trans Retinoic Acid 

ChIA-PET Chromatin Interaction Analysis with Paired-End Tag Sequencing 

ChIP  Chromatin Immunoprecipitation 

CRISPR Clustered Regularly Interspaced Short Palindromic Repeats 

CRMs  Chromatin Remodelers/Modifiers 

CT   Chromosome territory 

EC  Embryo Carcinoma 

ESCs  Embryonic Stem Cells 

FAIRE  Formaldehyde-Assisted Isolation of Regulatory Elements 

FISH  Fluorescence In-situ Hybridization 

GEO  Gene Expression Omnibus 

GRN  Gene Regulatory Network 

GWAS  Genome-Wide Association Studies 

HOT  High-Occupancy Target 

HTS  High-throughput Sequencing 

iPSC (iPS) induced Pluripotent Stem Cell 

lncRNA long non-coding RNA 

LOGIQA Long-range Genome Interactions Quality Assessment 

LOH  Loss of Heterozygosity 

mRNA  messenger RNA 

PRC  Polycomb Repressive Complex  

TAD  Topologically Associating Domains  

TF  Transcription Factor 

TF-TG  Transcription Factor - Target Gene 

  



 

 7 

 

 

FOREWORD 

 

 

“The eventual goal of science is to provide a single theory that describes the whole universe. 

However, the approach most scientists actually follow is to separate the problem into two parts. 

First, there are the laws that tell us how the universe changes with time. (If we know what the 

universe is like at any one time, these physical laws tell us how it will look at any later time.) 

Second, there is the question of the initial state of the universe. (…) it seems ... reasonable to 

suppose that there are also laws governing the initial state.” 

Stephen Hawking “A Brief History of Time” 

 

Though the idea of the eventual goal of the science is debatable and every scientist has different 

objectives, we are all working on the creation of the grand unifying theory of the universe by 

fulfilling the gaps of unknown. Starting from different points of cosmology, physics or biology, 

integrating the knowledge of on-edge sciences, we reconstruct the multi-dimensional puzzle of 

our universe. Keeping this idea in my mind and in my heart I worked on my PhD projects, 

amazed by the complexity of our universe and hoping that it will help to put at least one small 

piece of the puzzle in place. 
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INTRODUCTION 

1. A (VERY) BRIEF HISTORY OF TIME: THE CELL FATE. 

1.1. THE UNCERTAINTY PRINCIPLE. THE FATE OF A CELL AND ITS PLASTICITY. 

Every organism can be seen as a (complex) system that functions according to a 

biological/chemical program that is specified by genetically encoded information whose storage, 

maintenance and reading is based on the laws of physics. The fate of each cell is defined by this 

program and adapted to the developmental history and environmental context in which the cell is 

placed. However, the algorithms of this program are not yet fully understood nor the limits of the 

cell fate potential specified in this program.  

Initially, cell fate acquisition has been viewed as an irreversible unidirectional path from 

pluripotent to the differentiated state; Waddington depicted it as a path of a ball down the hill of 

a landscape
1
. According to this model the destiny of line-committed cells was pre-defined, 

unidirectional and irreversible. However, experiments involving the transfer of somatic nuclei 

into an enucleated egg or fusion of a somatic cell with a pluripotent stem cell provided the proofs 

of cellular fate plasticity and demonstrated moreover that somatic cell memory can be erased and 

the cell can be reprogrammed to the pluripotent state 
2,3

.  

Decades later it became clear that differentiated cells can be not only rejuvenated but also 

directly converted from one cell type to another bypassing the pluripotent state (trans-

differentiation) by ectopic expression of a single transcription factor 
4–7

.  

The discovery of the induced pluripotent stem cells (iPSCs) became a milestone in the history of 

reprogramming. Takahashi and Yamanaka demonstrated that pluripotent stem cells can be 

directly generated from differentiated cells by the addition of only a few defined transcription 

factors (OSKM factors: OCT3/4, SOX2, KLF4 and MYC), showing the great plasticity and 

potential of the cell 
8
. Thus, the deterministic view of a cell fate is no longer valid and cells may 

adopt other cell fates if needed. The regenerating lens of the newt is a perfect illustration for such 

naturally occurring cell fate re-adaptation/ trans-differentiation 
9
. When the lens is removed, 

pigmented epithelial cells (PECs) from the dorsal iris dedifferentiate and proliferate to create a 

new lens vesicle, and then differentiate into the mature cells of the lens. Microarray analyses 
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have revealed that during this process, PECs upregulate cancer and apoptosis-related genes, 

along with epigenetic modifiers, such as histone deacetylases and histone demethylases 
10

. 

All these studies supported the idea of the transcription factors acting as master regulators of cell 

identity and fate. However, albeit key TFs have been identified that are sufficient for cell 

reprogramming 
11–14

, our knowledge about the temporal evolution and regulation of those TF-

specified gene networks that execute cell fate acquisitions and which are essential to understand 

cell plasticity, has remained fragmentary. 

1.2. CELL TRANSFORMATION – ABERRANT FATE OF A CELL 

Cell fate transitions are at the basis of essentially all biological processes in multicellular 

organisms and are tightly controlled. However, escape from the control mechanisms can lead to 

pathophysiological phenomena. Cancer is such a progressive multistep transition process that – 

due to (a few or a plethora of) mutations that lead to deregulation of control and failsafe 

mechanisms of the system - ultimately leads to cell transformation, characterized by aberrant 

proliferation or survival of cells that have escaped the (immune)surveillance mechanism of the 

host organism, lost their own control mechanisms, and acquired specific features that enable 

them to develop an “organism inside the organism”.  

1.2.1. PRINCIPLES OF CELL TRANSFORMATION 

The complex process of cancer development typically involves multiple genetic, epigenetic and 

chromatin changes. In a landmark paper Hanahan and Weinberg summarized the common traits 

for the majority of cancer types in hallmarks of cancer 
15

. The defined traits are limitless 

proliferative potential, self-sufficiency in growth signaling and insensitivity to growth inhibitory 

signals, resistance to cell death, induction of angiogenesis and the ability to invade tissue and 

form metastases. These, together with the recent additions of evasion from the immune system 

and modification to adapt to the altered metabolism of a transformed cell 
16

 (Figure 1), describe 

a prototypic cancer phenotype.  
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In fact, the tumorigenic transformation can be seen as an aberrant cell fate transition that 

happened due to the abnormal re-wiring of the gene regulatory network underlying the cell state, 

achieved through gradual accumulation of (epi)genetic changes. A general estimation of the 

number of these changes suggests that around 2-6 suffice for tumorigenesis 17 and given (1) that 

the mutation rate in normal human cells is extremely low (100 - 200 mutations per generation 18) 

and (2) that the majority of them are in non-coding regions, some of the cancer driving mutations 

(a mutation that is causally implicated in oncogenesis 19) may for example target regulators of 

genome stability, key factors involved in differentiation, factors regulating the cell suicide in 

case of serious damage or modulators of the immune system. In some cases, such as for colon 

carcinoma, the order in which the mutations appear has been defined, suggesting that each one of 

them is necessary for the next step of cell transformation 20. However, recent reports reveal the 

existence of an additional rather dramatic mechanism of tumor development that occurs in about 

2-3% of all types of cancers, involving massive chromosomal rearrangements in a single step  

catastrophic event termed chromotripsis  21. 

With the improved sequencing technologies, it is now possible to identify the critical 

(epi)genome changes that are responsible for the development of human tumors, and a concept 

has been developed which discriminates between the actual "driver" mutations, necessary for 

Figure 1. The hallmarks of cancer. The defining characteristics common for all type of cancer. Adapted from 16. 
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tumor growth and secondary “passengers” events, which are not causally involved in the 

generation of tumor clones. Several large-scale studies gave an extensive description of this 

dichotomy 22,23 and identification of novel driver mutations 24,25 can further be applied for the 

design of novel anti-cancer therapies. 

Besides genetic changes, cancer cells are also characterized by epigenetic alterations - heritable 

gene expression modifications that do not involve changes in the DNA sequence. In general, 

cancer cells exhibit enhanced global DNA hypomethylation, gene-specific local 

hypermethylation (e.g. of tumor suppressor genes) and altered functions, expression 26 and/or 

recruitment of epigenetic modulators. Each of these features contributes to global genome 

instability, repression of tumor suppressors and other cancer-specific changes 27,28.  

The genetic and epigenetic processes can act in concert, such that epigenetic changes influence 

the genome function and vice versa; indeed, oncogene signaling can reshape the epigenetic 

landscape 29. For example, deamination of 5-methylcytosine (5mC) creates a T:G mismatch 

which is a hotspot for somatic mutations 30. The inverse also applies when somatic mutations 

give rise to epigenetic changes, as seen in the case of mutations in genes coding for some of the 

epigenetic enzymes, such as DNA methytransferase like DNMT3A or the histone 

methyltransferase KMT6A (also known as EZH2), commonly found deregulated in AML 

patients 31 and lymphomas 32,33. 

Understanding cancer was for a long time limited to purely correlative observations and cancer 

heterogeneity remained largely unexplored. However, recent technological advances have 

facilitated insight into cause-consequence relationships and the functional complexity of cancer 

such that a major focus is now on single-cell cancer genomics and systems biology studies of the 

epigenome 34, offering a view into the complex molecular architecture of cancer. A large amount 

of data obtained using these approaches has fostered our understanding of the (molecular and 

cellular) origins of cancer 35,36 and aided in the design of novel cancer therapies 37,38.  

1.2.2. GENETIC REGULATORS OF CELL TRANSFORMATION 

Genes that regulate cell transformation are divided into two functional groups: oncogenes and 

tumor suppressor genes. While tumor suppressors - molecular brakes of tumor development – 

require generally “loss of function” mutations (or deletion) of both alleles in order to produce an 
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effect, oncogenes require only one hit, which endows them with a “gain of function” mutation 

that suffices for tumor development.  

Oncogenes. Proto-oncogenes normally exist in the genome and code for proteins that promote 

cell proliferation and growth, but due to mutations and/or overexpression their function(s) 

become uncontrolled/corrupted and contribute to cancer development. Based on their functions, 

they can be divided into several categories: growth factors, growth factor receptors, signal 

transducers (such as the tyrosine kinase Src, the serine/threonine kinase Raf-1 or the small 

GTPase Ras family), transcription factors (Fos, Jun, Myc, Myb) and cell death regulators (like 

Bcl-2).  

The first oncogene was Ras, identified in 1982 as a transforming agent in NIH-3T3 mouse 

fibroblasts and cloned from the T24 and EJ bladder carcinoma cell lines 
39–41

. In my studies I 

used a stepwise cellular transformation system where the oncogene c-Myc was used, one of the 

most prominent oncogenes in humans.  c-Myc, which together with N-Myc and L-Myc forms the 

Myc family is a gene coding for a transcription factor that was discovered in patients with 

Burkitt’s lymphoma. These lymphomas originate from characteristic chromosomal translocations 

of c-Myc to distinct loci, such as the immunoglobulin heavy chain in the most frequent 

t(8;14)(q24;q32) translocation, which puts c-Myc under the control of the IGH gene 
42

. Despite 

some controversial views on the mechanism by which MYC regulates genes 
43

, it became 

increasingly evident that MYC differentially controls discrete sets of genes (up to 15% of the 

complete genome 
44

) affecting global transcript levels and altering diverse cellular processes, 

including cell growth and cell cycle, by deregulation of other TFs and chromatin remodelers. 

MYC is also known to block cell adhesion, cell-cell communication and/or terminal 

differentiation and influences apoptosis 
45–47

. 

Heterocomplexes of MYC and the MYC-associated factor X (MAX) enhance transcription by 

binding to target sequences (‘E boxes’) within the promoters/enhancers of cognate genes. They 

recruit additional transcriptional activators and chromatin remodelers 
48

 (such as histone acetyl 

transferases - GCN5, TIP48) that leads to transcriptional upregulation of target genes. This 

action of MYC is antagonized by formation of a second type of MAX complex 
49

 (MAD-MAX 

or MNT-MAX), which also binds E-box elements, but instead recruits co-repressors and leads to 
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decreased target gene transcription. Thus, depending on the balance of E box occupancy with 

MYC-MAX or MAD-MAX heterodimers, target genes will be either activated or repressed. 

Myc also acts as a transcriptional repressor of multiple target genes (p15, p21, p27) by blocking 

the action of the appropriate transcription factors (such as SMAD, YY-1, SP1, MIZ-1) 
50

. In the 

latter case MYC does not bind to target DNA directly, but instead binds to MIZ1 at the site of 

the core promoter. Gene repression is achieved through competition of MYC and the coactivator 

p300 for binding to MIZ-1, but also through MYC’s ability to recruit the DNA methyltransferase 

Dnmt3a to MIZ-1 regulated genes 
51

. 

MYC is a short-lived protein (t1/2 ~ 20 min), but controls a significant number of genes; it is 

sensitive to subtle changes in amounts that are accompanied by changes in co-regulator 

recruitment. The model of MYC action suggests that it does not bind to all targets at the same 

time, but that they all ultimately become transiently occupied in a certain short period 
45

. 

MYC is tightly controlled at multiple levels. Various signaling cascades, such as WNT, 

RAS/RAF/MAPK, JAK/STAT, TGFβ and others, contribute to increases in MYC transcription. 

Additionally MYC is heavily controlled at the posttranscriptional level through phosphorylation, 

ubiquitinylation or acetylation, which affect its stability and activity 
52–56

. 

Importantly MYC stability is altered by other oncogenes and RAS/RAF/ERK pathway through 

phosphorylation 
57

, which suggests oncogenic synergy in signaling, where MYC probably acts as 

a central regulator of cellular transformation 
26,58

. In support of this, the crucial role of MYC 

signaling is seen in vivo in mice models of RAS-induced lung adenocarcinoma and SV40-driven 

pancreatic tumor model, where systemic MYC inhibition by a dominant negative mutant 

(‘Omomyc’), led to tumor regression 
59,60

. These mice also showed profound changes in 

proliferating tissues, which is in accordance with the well-described central role of c-MYC in 

cell pluripotency, as it is a part of Takahashi/Yamanaka reprogramming cocktail 
8,61

. Indeed, 

cancer and stem cells have some similarities, e.g. ability to proliferate extensively and in case of 

cancer stem cells to generate populations of non-tumorigenic cells 
62

 in the way normal cancer 

cells give rise to differentiated progeny. Our studies also indicated that during the stepwise 

tumorigenesis cells gradually acquire embryonic stem cell traits, suggesting that oncogene 

induces or facilitates the re-wiring of normal cells GRNs to stem cell GRNs 
26

. That implies that 
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deciphering of these GRN transitions will help to understand the principles of key processes of 

tumorigenic cell transformation. 

Tumor suppressors. Based on the role they perform, tumor suppressor genes can be divided 

into two categories - caretakers and gatekeepers.  

Gatekeepers sense stress or damage within a cell that represents a threat to the fidelity of 

replication and act to halt proliferation. Once gatekeeper pathways are activated, cell can either 

be physically removed by apoptosis or permanently growth arrested by becoming senescent. Key 

regulators of these two processes are the same and the two most important ones are TP53 and 

RB1. The tumor suppressor TP53 is a transcription factor that is stabilized upon DNA damage 

and other stress, and acts as a transcriptional repressor of anti-apoptotic genes like BCL-2 and a 

transcriptional activator of pro-apoptotic genes, therefore leading to apoptosis induction. 

Conversely, activation of TP53 can also favor senescence via induction of the cyclin-dependent 

kinase inhibitor (CDKI) CDKN1A, which blocks cell proliferation. The other major tumor 

suppressor, RB1 is active in its hypo-phosphorylated state and functions by blocking the 

progression of the cell cycle from G1 to S. In the presence of stress or DNA damage signals, 

CDKN2A interacts with CDK4 and CKD6, blocking their phosphorylation of RB1, thus keeping 

it in its active state. Inherited mutations in gatekeeper genes require only one additional mutation 

in the second allele to produce an effect. Thus, mutations in gatekeepers greatly increase the risk 

of cancer and these genes are relatively often found in sporadic mutations. 

Caretakers have a role in maintaining the genome integrity and preventing the formation of 

mutations. They are generally involved in DNA repair and can be either the sensors of the DNA 

lesions (like ATR or BRCA1 or 2) or part of the repair machinery. A single mutation in a 

caretaker gene needs a mutation in the other allele (or undergo LOH) to become prevalent and 

yet does not lead to neoplasia but only to higher incidence in the acquisition of other mutations; 

and thus caretaker-driven tumorigenesis is rarely seen in sporadic cancers 
63

. 

1.2.3. STEPWISE TRANSFORMATION SYSTEMS.  

Human cancer cell lines derived from human tumor specimens are extensively used for 

identification of molecules and pathways involved in malignant transformation as well as for 

preclinical testing of potential therapeutic anti-cancer compounds. However, these experimental 
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models suffer from several limitations. As such, human-derived cancer cell lines can bear a high 

number of genetic mutations that complicates deduction of the cause-consequence relationships 

and reconstruction of the information flux from the initial signal. For the same reason it is 

difficult to generate stable cell lines using tumor explants, as they accumulate mutations in 

prolonged cultures. The functional consequences of these mutations are unknown and introduce 

bias in experiments performed with non-isogenic cells. Additionally, continuous passaging of 

cell lines derived from human tumors can lead to the selection of fast growing sub-clones that 

can progressively dominate the culture and do not represent anymore the original cancer type 

studied, thus introducing a serious bias in the study results.  

Due to the multiple levels of tumor complexity mentioned before, a reductionist approach has 

been developed to understand the basic principles of cancer development. It consists of 

identification of the minimal fundamental changes required in different cell types for their 

transformation. In their landmark paper Hahn and Weinberg described a stepwise tumorigenic 

model system, in which defined genetic changes had been introduced into several primary 

normal cell types in order to generate cancer cells. Successful transformation of normal cells was 

achieved by expression of catalytic subunit of telomerase hTERT (which prevents telomere 

shortening), the oncoproteins of the Simian virus early region 
64

 (SV40 ER, expressing small and 

large T) and an overexpressed oncogene. The genetic elements introduced allow cells to bypass 

several pre-existing barriers in cancer development. Blocking tumor suppressors by SV40 

expression among others blocks TP53, RB1 (by large T) and PP2A (by small t) and prevents cell 

senescence. The additional expression of hTERT enables cells to surpass cell crisis. The 

advantage of such cell models for experimental studies is their isogenicity, which we validated in 

our studies 
26

, thus enabling solid conclusions about the net effect and the role of the introduced 

genetic elements in tumorigenesis and to accurately compare the immortalized and tumor stages 

with their normal counterpart. 

Full transformation was achieved in this stepwise model in multiple cell types, confirming that 

the rules of tumorigenic transformation are somewhat universal and that despite the 

heterogeneity of cancer, there are basic mechanisms that govern the ontogeny of cancer cells. 

The fully transformed cells exhibit cancer-specific characteristics, such as anchorage-

independent growth (as validated in our study 
26

), tumor formation in nude mice 
65,66

 and they are 
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sensitive to TRAIL-induced apoptosis 
26,46,67,68

. These systems provide a valuable tool in 

studying the processes of transformation, the transformation-related characteristics and is a 

perfect platform for prediction of new key regulators of tumorigenesis that could be further 

studied as a potential target in cancer treatment development. 

2. SPACE AND TIME. CHROMATIN STRUCTURE AND GENE REGULATION 

2.1. THE THREE-DIMENSIONAL STRUCTURE OF CHROMATIN 

The 3D architecture of the genome influences key cellular processes such as gene regulation, 

replication and differentiation 
69

. In order to preserve the integrity and ensure functionality, the 

DNA in the eukaryotic cell nucleus has to adopt an adjustable and robust non-random dense 

structure that would at the same time guarantee the accessibility of various DNA binding 

components of the replication or transcription machineries, epigenome modulators/interpreters 

and DNA repair enzymes. Thus, tight regulation of chromatin organization in space and time is a 

key for a proper functioning of the cell fate program. The following section describes different 

experimental approaches to investigate the chromatin structure itself and the hierarchy of 

chromatin organization, ranging from the DNA polymer to functional chromatin/nuclear 

territories. 

2.1.1. CHROMATIN FIBER 

The DNA consists of two helical chains of 1nm radius centred around the common axis and 

wrapped around the octamer of histone proteins in 1.65 turns covering 145-147 bp, thereby 

forming the nucleosomes – repeating building blocks of chromatin separated by linker DNA of 

20-50 bp 
70

. By coiling chromatin folds into highly ordered structures: first, nucleosomal “beads-

on-a string” fibers of 11nm in diameter, which are further condensed into 30nm fibers with the 

help of linker histones 
71

. Despite efforts during the last decades, the exact arrangement of 

chromatin into these higher-order structures remained largely uncharacterized, proposing still 

debatable models of arrangement like solenoid and Zig-Zag models 
72–74

, which may actually 

coexist depending on the functional context 
75

. Similarly, the dynamics and integrity of this fiber 

during the transcription, cell cycle, differentiation and tumorigenesis, and its topological 

anchoring and consistence, have remained elusive. 
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2.1.2. TOPOLOGICALLY ASSOCIATED DOMAINS 

The next level of organization of metazoan interphase chromosomes are topologically 

associating domains (TADs) – self-interacting regions of chromatin at a sub-megabase scale 
76–

79
. Detected by methods such as microscopy 

80
 and HiC 

76,81
, these contiguous regions favor 

internal contacts and are relatively insulated from the neighboring domains, though contacts 

between TADs do occur at a relatively lower level 
82

. Interestingly, TADs have not (yet) been 

detected in plants 
83

 and yeast 
84

, demonstrating that they possess (an) alternative mode(s) of 

genome folding. Co-localization between TADs composed of similarly transcriptionally 

permissive or inert chromatin leads to the establishment of A and B compartments, or open and 

closed compartments, respectively 
81

. 

An increasing number of studies describe an important functional role of TADs in gene 

regulation 
85–87

. Some TADs have homogeneous interiors, while others have a rather nested 

structure and are partitioned into smaller sub-TADs that are thought to vary and may facilitate 

changes in gene expression during cell differentiation 
88

, DNA replication 
89

 and development 
90

. 

Upon experimental deletion of a TAD boundary, the TAD spreads to the next boundary, 

indicating that inter-TAD contacts are not hard-wired and that boundary-associated elements 

play crucial roles 
77

.  

Formation and maintenance of TADs are mediated by various architectural proteins, including 

CTCF, and the Cohesin and the Mediator complexes 
91

, which stabilize these contacts and 

restrict the distance over which enhancer-promoter interaction can occur 
92

. However, despite an 

enrichment at TAD boundaries, neither the presence of CTCF/Cohesin sites nor CTCF binding is 

sufficient to establish TAD boundaries; indeed only 15 % of all CTCF binding sites are found at 

TAD boundaries 
76

. Similarly, insulator-binding proteins do not always block inter-TAD 

chromatin interactions. At the same time, knockdown of CTCF results in less well-defined TAD 

boundaries, reducing intra-TAD and increasing inter-TAD interactions, which is accompanied by 

changes in gene expression
93

. Neither disruption of the Cohesin complex nor its deletion 

destabilizes TAD boundaries 
93,94

, though its disruption leads to a diminution of intra-TAD 

interaction. All these studies indicate, that although architectural proteins are required for proper 

chromatin organization in some cases, they are not necessary for TAD boundary formation, 

which may depend on contextual factors. 
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Another open question is mechanism of TAD formation. Based on polymer simulations of the 

chromatin fiber it was recently proposed that cis-acting loop-extruding factors (potentially 

Cohesins) form progressively larger loops by extrusion, but are stalled by boundary elements, 

such as CTCF at TAD boundaries 
95

.  The proposed mechanism suggests that TADs consist of 

dynamically forming, growing and dissociating loops. Interestingly, this model stands against the 

popular view of TADs as stable loops, as the modeling of such scenario provides some of the 

worst fits to HiC data 
95

. Importantly, the loop extrusion mechanism (Figure 2) recapitulates the 

results of TAD boundary deletion experiments 
77

, further supporting this hypothesis.       

         

 

2.1.3. CHROMOSOME TERRITORIES 

Each chromosome, subdivided into many TADs, resides within a discrete volume of space 

known as a chromosome territory (CT), as has been demonstrated by microscopy-based 

approaches 
96

. The potential formation of CTs has been described also by several polymer 

models (equilibrium model, fractal globule 
81

). Transcriptionally repressed genes tend to be 

positioned at the nuclear periphery and are often attached to the nuclear lamina 
97

, while 

Figure 2. Loop extrusion model proposing that tads consist of dynamically forming, growing and 

dissociating loops. Adapted from 
95

. 
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transcriptionally active genes prefer interior nuclear regions 
98

. However,  some exceptions do 

exist, like the case of rod photoreceptor cells of nocturnal animals, where the euchromatin is 

expelled to the nuclear periphery and heterochromatin occupies the central part of the nucleus, 

thus serving as an optical lens for efficient light detection 
99

. 

2.2. EXPERIMENTAL TECHNIQUES FOR CHROMATIN STRUCTURE INVESTIGATION 

There are two major approaches to investigate chromatin architecture: one is imaging, including 

microscopy combined with various fluorophores, the other is based on the Chromosome 

Conformation Capture (3C) assays, giving the read-outs through qPCR or HTS. 

2.2.1. MICROSCOPY-BASED APPROACHES 

The first method applied in studies of chromosome shape and size was microscopy, which 

enabled the establishment of karyotypes of human cells. Giemsa staining further improved the 

method, resulting in the detection of G-bands of chromosomes and of large-scale genome 

aberrations, such as chromosomal translocations. 

Fluorescence In-situ Hybridization (FISH)
100

 uses fluorophore-labelled custom DNA probes, 

which hybridize with genomic DNA, allowing targeted visualization of loci at a 200nm 

resolution.  To trace DNA in a 3D space, 3D FISH has been developed by taking advantage of 

multiple fluorophores and guide DNAs. RNA-FISH allows the detection of various RNA 

species, like messenger RNA (mRNA) and long non-coding RNA (lncRNA). Combining such 

spatial data from a few hundred cells one can estimate the frequency of co-localization between 

selected loci. However, this technique is limited in coverage, such that only a few loci can be 

monitored simultaneously. 

2.2.2. CHROMOSOME CONFORMATION CAPTURE AND ITS DERIVATIVES 

Chromosome Conformation Capture (3C) was the first molecular method in a 3C family 
101

; it 

investigates the genome organization relying on proximity ligation (Figure 3). In brief, the 

chromatin undergoes sequentially through the following steps: crosslink
i
, digestion by a 

                                                                    
i generally, with the zero-length crosslinker formaldehyde 
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restriction enzyme 
ii
, ligation, purification and analysis by PCR, qPCR using sequence specific 

primers or by sequencing. 

There are a number of 3C-derived methods, like 4C and 5C, aiming to investigate larger number 

of interactions, with HiC ultimately monitoring long-range chromatin interactions at genome-

wide scale, albeit with still fairly low resolution (Figure 3).  

In 4C – Chromosome Conformation Capture on Chip 
102

 – the 3C library is cut with a second 

restriction enzyme. The fragments are circularized during the second round of ligation and 

further amplified by Inverse Polymerase Chain Reaction. The advantage of this additional 

circularization step is that the amplification reaction can be done using only one end of the 

fragment of interest - bait. The 4C library is further analyzed using hybridization to DNA 

microarray or by HTS 
103

. Thus this procedure allows the discovery of all the interactions with 

one site of interest 
iii

.  

                                                                    
ii often HindIII is used; sonication/tagmentation approaches are less used but attractive alternatives in view of 

increased resolution 
iii

 the so-called “viewpoint”; this approach is also referred to as “one-by-all” 

3C 
One-by-one 

All-by-all 

4C 
One-be-all 

5C 
Many-by-many 

HiC 
All-by-all 

• Biotin labeling of ends 

• DNA shearing 

Principle of capturing of long-range chromatin interactions 

Chromatin conformation capture based methods 

ChIA-PET/ HiChIP 
Many-by-many 

• DNA shearing 

• Immunoprecipitation 

PCR or 
sequencing 

Inverse PCR 
sequencing 

Multiplexed DNA 
sequencing Sequencing Sequencing 

Crosslinking of  
Interacting loci Fragmentation Ligation DNA purification 

Figure 3. 3C based techniques. Adapted from 
82

. 
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The Carbon-Copy Chromosome Conformation Capture (5C) 
104

 gave the possibility to 

inspect the interactions of many different sites at the same time, as the library is amplified with 

multiple primers through the multiplex ligation-mediated amplification (LMA). This procedure 

allows the capture of any fragments defined by the primer set 
iv

. These primers are custom 

selected, though in the majority of studies these primers cover a continuous genomic region of 

several megabase. 

The development of the HiC method in 2009 
81

 revolutionized the world of chromatin 

organization studies, as this method reports interactions between any pair of loci in the genome. 

The concept of HiC is similar to 3C with several important modifications (Figure 3, Figure 4). 

After the digestion with the restriction enzyme, the DNA overhangs are filled in with 

nucleotides, one of which is biotinylated, followed by the blunt-end ligation. After purification 

of the DNA, it is sheared by sonication and the biotinylated fragments are pulled down with 

streptavidin-coated magnetic beads to enrich the final library with the ligation products, which 

are further amplified by PCR and sequenced. While the idea of HiC is very simple, the original 

protocol contained several weak points and needed optimization, which I performed during the 

experimental work in the context of my PhD studies  (see Materials and Methods of Publication 

N° 4 Malysheva et al. 2016. ‘Chromatin structure dynamics directs cell fate acquisition’, 

manuscript in preparation).  

Although in theory HiC gives the most comprehensive map of interactions, the complexity of the 

HiC libraries is very high and to reveal all interactions that took place in an experimental sample 

needs a very high sequencing depth. Assuming that every restriction fragment can interact with 

                                                                    
iv
 this approach is referred to as “many-by-many” 

Figure 4. Overview of the HiC procedure. Taken from 
81

. 



 

 22 

any other fragment, one would expect a theoretical number of 10
11

 possible HindIII restriction 

fragment pairs from the human genome. Moreover, the more frequent are the restriction sites of 

the enzyme in use, the higher should be the sequencing depth, as more potential interacting 

fragments will be produced. For example, the usage of DpnII as a restriction enzyme would 

theoretically generate 10
13

 possible restriction fragment interaction pairs. Thus, it is difficult to 

generate a Hi-C library with enough complexity at a sequencing depth that covers all possible 

restriction fragment interactions. This indicates that the current HiC datasets of large genomes 

are far from being sequenced at optimal depths, while for small genomes, e.g. Drosophila, this is 

much easier to attain. Our tool for the quality estimation of long-range chromatin interactions 

(LOGIQA 
105

) confirms this notion, as the quality of the HiC datasets are in general increasing 

with increasing sequencing depth, while for Drosophila quality-vs-depth curve reaches a plateau 

much earlier. Techniques such as ChIA-PET, 4C, Capture HiC and the recently developed 

HiChIP can help to localize the view 
v
, thus to reduce the library complexity and the minimum 

needed coverage depth, while providing more details in the interactions of the regions of interest.  

In Capture-HiC 
106

, sequences of interest can be enriched from a Hi-C DNA library to obtain 

highly multiplexed, targeted interaction profiles (Figure 5). This involves the hybridization of 

biotinylated capture-probes to DNA sequences of interest followed by capturing of this library of 

probe–target sequence complexes on streptavidin beads. 

Another limitation of C-based techniques is that the primary signal is averaged over millions of 

cells. Though this data may uncover the preferred conformation of loci, it doesn’t give an 

information about cell-to-cell variability in a way that DNA FISH does. To address the 

heterogeneity of the sample single-cell HiC has been developed 
107

. As any given site can only 

be ligated only ones (or maximum n times with copy number n), the amount of signal from a 

single-cell experiment is much less than in Hi-C. However, pooling maps from single cell 

experiments results in interaction matrices similar to HiC, showing it to be a faithful average of 

single-cell data. Comparison of whole chromosome contact maps suggested that domain 

intactness is generally conserved at the single cell level, with intra-domain structures showing 

much less variability than inter-domain contacts 
107

. This corroborates the previously observed 

stability of TADs. 

                                                                    
v to the interactomes mediated by a particular protein or to the interactomes of the regions of interest 
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The first technique developed to investigate chromatin interactions, mediated by a protein of 

interest, in a genome wide manner was Chromatin Interaction Analysis with Paired-End Tag 

Sequencing (ChIA-PET) 108. In this method the crosslinked chromatin is first 

immunoprecipitated prior ligation by using the antibody directed against the protein of interest. 

The ChIA-PET library is further read by HTS. This technique has been used to study interactions 

involving subsets of functional genomic elements bound by estrogen receptor 1, ESR1, RNA 

Polymerase II, CTCF, SMC1A and RAD21 as well as various histone marks, such as H3K4me1, 

H3K4me2, H3K4me3 and H3K27ac 109–115. 

However, ChIA-PET requires hundreds of millions of cells per experiment and results in a small 

fraction of informative reads for a given sequencing depth 116. The recently developed HiChIP 

technique 117 somewhat reversed the ChIA-PET protocol by performing the ChIP with ligated 

chromatin (including also some additional technical modifications) that improved the yield of 

conformation informative reads by over 10-fold and requires over 100-fold less of the input 

material relative to ChIA-PET 117. Thus, HiChIP is a new promising method for 3D genome 

structure studies. 

2.3. TRANSCRIPTION REGULATION BY EPIGENOME AND CHROMATIN ARCHITECTURE 

The epigenetic environment and the chromatin structure into which a gene is embedded have a 

strong influence on transcription, as many nuclear regulatory mechanisms act locally in a 3D 

Streptavidin bead 

Ligation junction 

Capture probe 

Target sequence 

Blocking oligo-adapter hybrid 

Figure 5. Capture-HiC principle. Adapted from 260. 
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nuclear space. As such the local concentration of transcription factors, RNA polymerase II and 

the associated factors/complexes/machineries, as well as the accessibility of local chromatin 

have a large impact on transcription
118

. Similarly, histone modifications and DNA methylation 

patterns influence gene transcription as well. Finally, the spatial distribution of small RNA 

molecules can also affect gene regulation, as in the case of the silent mammalian X-chromosome 

in females, which is inactivated 
vi

 by the actions of the Xist non-coding RNA and its regulators, 

such as the repressor Tsix, the activator Rnf12 and other putative positive regulators (Jpx, Ftx 

and Xpr), resulting in specific chromatin modifications, spatial reorganization of the 

chromosome and its almost complete transcriptional silencing
119–121

. Interestingly, these studies 

showed a functional connectivity between the chromatin organization, epigenetics and gene 

expression/silencing. Indeed, Tsix transcription levels were correlated with TAD compaction 

using RNA and DNA FISH in the same cells. It was thus proposed that structural fluctuations 

within TADs may underlie differential transcriptional status and contribute to generating 

asymmetries between the two X chromosomes, hence influencing choice during the onset of X 

chromosome inactivation 
122

. 

2.3.1. EPIGENETIC REGULATION OF GENE EXPRESSION  

Ground-breaking studies in the mid-20th century on position-effect variegation and transposable 

elements 
123,124

, followed by the discovery of X-chromosome inactivation 
125

 and imprinting 

126,127
 led to the concept that identical genetic material can be maintained in different ‘on’ or ‘off’ 

states in the same nucleus affecting the phenotype. These observations supported the idea of the 

epigenetic changes – initially coined by Waddington as changes of phenotype without changes in 

genotype – as being an additional regulation mechanism of cell-type identity, transducing the 

inheritance of gene expression patterns without altering the underlying DNA sequence. 

First reported epigenetic modification was the DNA methylation, which connection with gene 

expression has been established in numerous studies on ovalbumin and globin genes 
128,129

, 

showing the anti-correlation between the level of DNA methylation and gene expression levels. 

Soon thereafter, the implication of global DNA hypomethylation (at CpG dinucleotides) in 

cancer has been reported 
27

 and further local DNA hypermethylation of tumour suppressor genes 

130
.  Examples of genes affected by hypomethylation include oncogene HRAS 

131
, CCND2 in 

                                                                    
vi with the exception of a few interesting ‘escapee’ genes 

120 
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gastric carcinoma 
132

, human papillomavirus 16 (HPV16) in cervical cancer 
133

, etc. Indeed, the 

frequency of hypomethylated sites appears to be high, as indicated by high throughput genomic-

methylation analysis of tumors 
134

, including cancers of stomach, colon, pancreas, liver, uterus, 

lung and many others. Moreover, pre-malignant adenomas also had generally altered DNA 

methylation patterns 
135,136

. 

Discoveries of post-translational modifications of histones and development of modification- or 

site-specific antibodies implication in gene regulation enabled the identification of the role of 

these modifications, in addition to DNA methylation, in regulating gene activity 
137–139

. Today 

we possess the knowledge about a large spectrum of histone modifications that led us to 

distinguish active and repressed genomic regions. The epigenetic landscape of chromatin is not 

even and there are modification-rich ‘islands’, which tend to be the regions that regulate 

transcription or are the sites of active transcription. As such, active transcriptional enhancers are 

marked with H3K4me1 and H3K27ac 
140–142

, while promoters of active genes possess a high 

enrichment of H3K4me3, H3K9ac and in some cases H3K27ac. In addition, H3K36me3 is 

highly enriched throughout the entire transcribed region. At the same time, trimethylation of 

lysines 27 and 9 of H3 – are classical markers of repressed transcription.  

Furthermore, bivalent domains, defined by the co-existence of a H3K4me3 permissive histone 

mark and a repressive H3K27me3, are thought to play an important role in pluripotency by 

keeping the developmental genes in a poised state ready for activation upon differentiation of 

ESCs 
143,144

 or of epiblasts 
145

. However, the nature of bivalency has been recently questioned. It 

has been proposed to be an in vitro artifact resulting from suboptimal culture conditions 
146

 or 

from technical difficulties associated with the low amounts of available material 
147,148

. There 

have been also controversy reports from non-mammalian species, with bivalent domains present 

in zebrafish 
149

 but absent in Xenopus or Drosohila embryo 
150

. However recent studies in 

primordial germ cells (PGCs), embryonic precursors of the germline, have shown developmental 

regulatory genes remaining bivalent and silent in vivo 
151

, but they do not maintain these features 

in the adjacent somatic cells, which represents a scenario similar to cultured ESCs that 

differentiate. Potentially, the maintenance of bivalency through the germline could provide the 

basis for the controversially disputed transgenerational epigenetic inheritance [for a classical 

example of this hypothesis, see 
152

]. Interestingly, loss of the H3K27me3 mark from bivalent 
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promoters has been reported to lead to activation of cancer-promoting genes in colorectal cancer 

153, including stem cell regulators, oncogenes and proliferation-associated genes. 

New advances in technology allow now the analysis of single-cell epigenomes with more 

precision  154,155, indicating that almost the entire genome is transcribed, giving rise to a range of 

ncRNA with distinct regulatory functions 156  and many others among them remaining under 

investigation. 

2.3.2. GENE REGULATION IN 3D CONTEXT 

Metazoan genomes are organized in linear clusters of co-expressed genes that span about 100kb 

in Drosophila melanogaster 157 and 1 Mb in humans 158, this size corresponds to the average 

TAD in these species. Furthermore, TADs were found to overlap with the chromatin states 

76,78,159, thus assigning a certain chromatin type to each TAD. 

The position of a TAD in the nucleus relatively to other TADs or nuclear structures, such as 

nuclear lamina, can change during the development, supporting a role of a TAD localization in 

cell type specification. For example, entire TADs on the X-chromosome re-localize to the 

nuclear lamina during the X-chromosome inactivation in the early embryonic development 77. 

TADs harbor multiple genes and correlate with active and repressive epigenetic marks. This 

discovery brought a missing link to chromosome biology, linking thousands of genes and 

enhancers in a structured way. Genes in the same domain tend to be physically close and have 

similar epigenetic make-up, such as chromatin marks or DNA methylation patterns. 

Chromatin looping can occur between a variety of genetic elements within a given cell type, 

linking local genome organization to cis-regulation of both, gene expression and alternative 

splicing. Studies conducted by the ENCODE consortium demonstrated that many promoters in a 

given cell are contacted by multiple enhancers, and vice versa, and that gene expression driven 

from a given promoter positively correlates with the number of enhancers contacting it in a cell 

population160. As the one of the main drivers of cell type-specific gene expression, enhancer 

usage is dynamic during the cell proliferation, differentiation and other cell physiological 

processes 161. Correlating chromatin state and RNA polymerase II occupancy at enhancers and 

promoters enabled the identification of co-regulated elements that tend to co-localize within a 

same TAD, thus supporting the model that functional promoter-enhancer interactions are 
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delimited by TAD boundaries 
87,92

. At the same time, genes that are located in-between TADs, 

so-called TAD boundaries, are able to change the direction of their interaction preferences, 

switching their interactions from one TAD to another, like in the case of Hox cluster genes 
85

. 

2.3.3. TRANSCRIPTION FACTORIES 

Previous studies suggested that the transcriptional activity in a cell may take place in a few 

hundred transcription factories
162–164

. According to this hypothesis RNA polymerase is 

immobilized, while the DNA is going through it creating nascent RNA
165

. Accordingly, genes 

move in and out of these factories, creating bursts of transcription. The fact that the foci remain 

stable even after the inhibition of RNA polymerase II lends some support to the hypothesis of 

transcription factories; indeed, if transcription factories were just aggregations of active genes 

one could expect that they would fall apart if transcription stopped. Moreover, it has been 

demonstrated that co-regulated genes binding the same transcription factors tend to co-localize at 

common transcription factories
166

. Taking into account that co-regulated genes and enhancers 

tend to be found in the same TAD it is tempting to hypothesize that there is a cross-talk between 

TADs and transcription factories.  

In addition, recent integrative study of long-range chromatin interactions in K562 cells showed 

that high-occupancy target (HOT) regions, marking promoters of highly expressed genes 
167,168

, 

were enriched at interacting loci and tended to interact with other HOT regions. This finding 

supports the transcription factory model. The strong enrichment for cohesion, CTCF, and 

ZNF143 at all interacting loci including HOT regions suggests that these factors are possible 

regulators or facilitators of transcription factories 
115

. 

However, the hypothesis of transcription factories is still debatable raising the questions of their 

generality and importance for transcriptional regulation. In particular, it is unknown how such a 

‘factory’ is capable of transcribing genes on the (+)-strand and (-)-strand at the same genomic 

locus at the same time. There is also no convincing experimentally supported model revealing 

how the polymerase remains immobilized or how and to what structure it is tethered to. 
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3. GENE REGULATORY NETWORKS 

All the aspects discussed above deal with the structural organization of chromatin and its 

functional modifications as a complex regulatory platform that has one function: to regulate the 

expression of genes in a dynamic, temporally defined manner, specific for a particular cell type 

and responding to the cognate signaling inputs. Altogether, this results in cell fate-specific 

expression of coding and non-coding RNAs, which is instructed by a gene-regulatory program 

that triggers cell homeostasis and cell fate progression along a physiological or pathological 

trajectory. Thus, one could look at the organism with its multitude of diverse cell types, each of 

them with an imprinted/memorized history and (more or less, depending on the cell) specified 

future, as a temporal program that defines a complex map of cell fate probabilities. To 

understand this map of cell fates we have to reconstruct the roadmaps of cell fate regulation – 

i.e., the gene regulatory networks.  

3.1. NETWORK INCEPTION 

The dramatic progress in molecular biology, biotechnology and bioinformatics over the past 

years has allowed us to discover plethora of novel molecular interactions giving rise to metabolic 

circuits, signaling networks and molecular machineries. Each of these circuits doesn’t function 

as an isolated complex but contains up to several thousands of different types of interconnected 

components engaged in a complex regulatory network. This network, when extended to the cell 

level, ultimately represents a complex map of cell abilities, a plethora of programs that a cell has 

to follow or, alternatively, could potentially follow. The interactions of these programs will 

specify the characteristics of tissues, organs and finally of the whole organism. Thus, 

understanding of the global topological organization of such complex networks is a crucial step 

towards elucidating a comprehensive functional map for the entire cell, and is critical for 

deciphering the acquisition of the diverse cell fates, and the maintenance and dynamics of cell 

functions. All these features are essential to guarantee the development and proper function of 

cells and organs in the compartmentalized mammalian body. While some variations are tolerated 

and rescue/failsafe systems are operative surveillance units, intolerable deviations can occur, 

particularly at key nodes and lead to pathological malfunction. Therefore, network analysis has 

emerged also as a powerful approach to elucidate disease processes169. 
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Though being a relatively recent problem to solve, the history of network “decryption” goes back 

to 1736 and the famous ‘Euler’s problem of Seven Bridges of Königsberg’ 
170

 (Figure 6). The 

initial problem was as simple as finding a way of walking around the city by crossing each of the 

bridges exactly once. He also addressed the generalized problem: given any division of a river 

into branches and any arrangement of bridges, is there a general method for determining whether 

such a route exists. Though in the particular case of the seven Königsberg bridges such a walk 

was impossible, the reasoning why it is actually impossible led to some of the original concepts 

of node-edge relationships and the following constraints of a walk through the graph. These 

ideas initiated the topology and graph theories, the concepts of which have evolved significantly 

through the past several hundred years and have been applied in studies of diverse networks 

across multiple disciplines.  

Real-world complex systems, abstracted to networks, including biological networks share  

common global architecture termed the ‘small-world’
171

 and ‘scale-free’. ‘Small-world’ stands 

for a network with small characteristic path lengths and a relatively high level of clustering 
vii

. 

‘Scale-free’ refers to the to the node connectivity in the real world networks, which have been 

shown to fit a power-law distribution, with most nodes having few connections and a few nodes 

being highly connected (scale-free networks) 
172,173

. These two key observations initiated a new 

approach to model biochemical reactions in a cell. Instead of viewing reactions in pathways as 

interaction of enzyme with a substrate followed by generation of a product or a binding reaction, 

biochemical interactions were now abstracted to nodes and links (‘edges’) forming a network
174

. 

                                                                    
vii

 i.e., groups of nodes have many interactions with one another 

Figure 6. Problem of Seven Bridges of Konigsberg. Adapted from 170. 
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3.2. GENE REGULATORY NETWORK RECONSTRUCTION – HOW AND WHY?  

There are two fundamental approaches to use the graph theory in the analysis of regulatory 

biological networks. The first provides an understanding of the global organization of such 

networks. For this, the properties and attributes computed for individual nodes, links, and/or 

groups of nodes and links are averaged, or the distribution of such properties is analyzed and 

compared with the distributions found in randomly reorganized network. The second approach 

uses the prior knowledge of multivariate experiments (e.g., microarray data sets) in the context 

of known pathways and networks to infer cause-consequence relationships and regulatory links. 

Depending on the question of a particular study one can use both approaches or rather try to find 

key regulators/pathways by analyzing the attributes of nodes or edges. 

An important attribute/property of nodes is their degree - the number of direct neighbors of a 

node. Different types of biochemical networks across different species were found to have a 

connectivity degree distribution that fits a power-law function
172,175,176

; this can be explained by 

the fact the proteins in the cell are pleiotypic, serving many different functions. In real world-

networks most nodes have few neighbors but a substantial number of nodes have a high degree, 

termed hubs. The identification of hubs is often of interest, as they have been shown to be 

topologically and functionally important: the deletion of genes encoding hub proteins frequently 

correlates with lethality in yeast (the centrality-lethality rule
175

). Hubs might be master regulators 

of biological processes
177

 and have been found to be preferentially targeted by both bacterial and 

viral pathogens
178

. 

In addition, another layer of topological metrics can be analyzed – bottleneck nodes, defined as 

those interconnecting highly connected nodes or hubs in the system. Previous reports 

demonstrated that bottleneck nodes might represent highly relevant components of the signal 

transduction process 
179

. 

One of the approaches to construct a network is to query different interaction databases to 

identify the ‘interactors’ of a list of genes or proteins of interest (e.g., differentially expressed 

genes). The query of protein-protein databases would result in an undirected network where the 

information of a signal flux direction is not represented, while the use of other databases/tools 

like CellNet 
180

 would result in a directed network. In the latter case the database contains the 
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information of transcription factor- target gene (TF-TG) that enables following the propagation 

of the signal through the network. Once the network is reconstructed one can identify the hubs 

and/or bottlenecks of the network. This approach enables the identification of a larger network 

for analysis than in the case where one restricted the interactions to only those that occur 

between nodes in the gene/protein list. In addition, this way of network analysis can help to 

identify sub-networks that are enriched in co-regulated genes, or identify non-differentially 

expressed nodes that are topologically important in the network, both of which would not be 

identified otherwise.  

However, analysis of complex comprehensive network is a challenge, as the number of nodes 

and connections can easily extend to tens of thousands. Moreover, biological networks, are not 

static entities181, and as the cell undergoes diverse process (e.g., (trans)differentiation), hubs may 

(dis)appear or the spectrum of hub actions can vary along the temporal dimension182,183. In this 

case integrating contextual information, such as gene expression data, with standard network 

analysis can provide information about the most relevant key factors and sub-networks in a 

particular context184–186.  To address this challenge and identify hubs in networks a number of 

tools has been developed, including Hubba187, APID2Net188, PinnacleZ189, 

NetworkAnalyzer190,191 and CentiScaPe192; these tools are based on different node parameters, 

such as degree, Maximum Neighborhood Component (MNC), Density of Maximum 

Neighborhood Component (DMNC) and other parameters.  

Altogether network reconstruction may aid in the identification of potential drug-targets for the 

development of novel therapies, including not only cancer but also inflammation, degenerative 

diseases or infectious disease caused by emerging pathogens 193. Examples of cancer systems 

biology 194 are the identification of (rare) driver mutations in cancer 195,196 or of pathways 

associated with survival of cancer patients in view of a personalized therapy 197, or the mode of 

action of pharmacological compounds 198. Another area, which gains progressively attention in 

the scientific community, is the assessment of cells destined for regenerative medicine. 

Obviously, the demonstration of the ability of such stem/precursor cell to adopt in vitro a cell 

fate and a functionality that is essential for its use in regeneration, as deduced from the 

reconstructed network and comparison with the (normal) cells to be substituted, will be a 

milestone achievement towards a successful therapeutic use.  
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3.3. CHROMATIN STRUCTURE IMPLICATION IN GENE REGULATORY 

NETWORKS         

Systematic mapping of transcription factor binding sites and open chromatin regions have 

uncovered complex regulatory networks revealing mechanisms of gene regulation 
199

. However, 

in addition to local interactions, 3D contacts between distal regulatory elements play an 

important role in gene regulation 
166,200,201

. Comparison of long-range interactions between cell 

types revealed that enhancer-promoter interactions are highly cell type-specific 
115

. Construction 

and comparison of distal and proximal regulatory networks revealed a difference in structure and 

biological functions. Proximal binding events appear to be enriched in genes with housekeeping 

functions, while many cell-type-specific and dynamic biological processes were regulated by 

distal binding of TFs 
115

. 

Supporting a causative relationship between cell type-specific GRNs and genome organization, 

loss of Klf 
202

, Nanog or Oct4
203

 disrupted pluripotency-specific long-range chromatin contacts 

in pluripotent cells. Furthermore, ectopic recruitment of Nanog to chromatin was sufficient to 

induce chromatin interaction between the targeted locus and other Nanog-bound regions
203

. 

These functional studies clearly show that regulatory factors play causal roles in the 

establishment of chromatin organization 

However, despite these advances the mechanism of establishment and regulation of long-range 

interactions in cell fate acquisition process as well as their role in this process remains elusive. 

Moreover, how the aberrant re-wiring of chromatin regulatory interactions, their cross-talk with 

epigenome and their role in GRN establishment of tumorigenesis is a key question to answer in 

order to understand the cell transformation process. Answering these questions requires (i) a 

comprehensive map of short-range and long-range interactions between regulatory elements 

(‘chromatin interactome’), (ii) detailed maps of transcription factor binding (‘cistromes’), (iii) 

histone modification (‘epigenome’) and (iv) gene expression (‘transcriptome’) analysis in the 

investigated cells and (v) integration of all these levels along the temporal dimension during the 

processes of normal and aberrant cell fate acquisition.  

To address these questions for two model systems of cell fate transitions, namely the neuronal 

and endodermal cell differentiation induced by the morphogen retinoic acid and the stepwise 
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tumorigenesis of primary human cells, which are the topics of my PhD project, we conducted 

integrative transcriptome, epigenome and chromatin architecture studies. Through extensive 

integration with thousands of available genomic data sets, we deciphered the gene regulatory 

networks of these processes and revealed new insights in the molecular circuitry of cell fate 

acquisition.  
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THESIS OBJECTIVES: 

Study I. Reconstruction of gene regulatory networks of tumorigenesis to define key 

transcription factors and chromatin remodelers in cell transformation. (Malysheva 

Valeriya, Marco-Antonio Mendoza-Parra, Mohamed Ashick Mohamed Saleem and Hinrich 

Gronemeyer. Reconstruction of gene regulatory networks reveals chromatin remodelers and key 

transcription factors in tumorigenesis. Genome Medicine. (2016) 8, 1–16 2016) 

Alterations in genetic and epigenetic landscapes are known to contribute to the development of 

different types of cancer. However, the mechanistic links between transcription factors and the 

epigenome which coordinate the deregulation of gene networks during cell transformation are 

largely unknown.  

To monitor the progressive deregulation of gene networks upon immortalization and oncogene-

induced transformation while ensuring cell-to-cell comparability, a stepwise human cellular 

transformation model was chosen for the current study. In this model primary human cells (BJ) 

were first immortalized and pre-transformed into BJEL cells by the introduction of hTERT (the 

catalytic subunit of telomerase) and the large T and small t-antigen of the SV40 early region. The 

full transformation into bona fide tumor cells was achieved by overexpression of the c-MYC 

oncogene. The experimental advantage of this system is that normal, immortalized, and tumor 

cells are near isogenic, as revealed by single-nucleotide polymorphism (SNP) analysis, such that 

data obtained for the pre-transformed and cancer cell can be accurately compared with the 

normal counterpart.  

We applied a systems biology approach by combining transcriptome and epigenome data for 

each step during transformation and integrated transcription factor–target gene associations in 

order to reconstruct the gene regulatory networks that are at the basis of the transformation 

process. The following questions were addressed:  

(i) how are the global patterns of gene expression and chromatin organization changed;  

(ii) how are these levels coordinated during tumorigenesis; and  
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(iii) what is the regulatory role of chromatin remodelers.  

We reconstructed gene regulatory networks that revealed the alterations occurring during human 

cellular tumorigenesis. Using these networks, we predicted and validated several transcription 

factors as key players for the establishment of tumorigenic traits of transformed cells. Our study 

suggested a direct implication of chromatin remodelers/modifiers (CRMs) in oncogene-induced 

tumorigenesis and identified new CRMs involved in this process. This was the first 

comprehensive view of the gene regulatory network that is altered during the process of stepwise 

human cellular tumorigenesis in a virtually isogenic system; it generated a working basis for 

understanding how this interplay is deregulated in a cellular model of human cancer.  

 

Study II. Reconstruction of cell fate-regulatory programs in stem cells in order to reveal 

pivotal regulatory factors in cell differentiation (Marco-Antonio Mendoza-Parra, Valeriya 

Malysheva, Mohamed Ashick Mohamed Saleem, Michele Lieb, Aurelie Godel, and Hinrich 

Gronemeyer. Reconstructed cell fate-regulatory programs in stem cells reveal hierarchies and 

key factors of neurogenesis. Genome Research. (2016). doi:10.1101/GR.208926.116) 

Cell lineages, which shape the body architecture and specify cell functions, derive from the 

integration of a plethora of cell intrinsic and extrinsic signals. These signals trigger a multiplicity 

of decisions at several levels to modulate the activity of dynamic gene regulatory networks 

(GRNs), which ensure both general and cell-specific functions within a given lineage, thereby 

establishing cell fates. Even a single chemical trigger, such as the morphogen all-trans retinoic 

acid (ATRA), can induce the complex network of gene-regulatory decisions that matures a 

stem/precursor cell to a particular step within a given lineage. The use of RA (rather than 

complex culture conditions) as defined trigger of regulatory events is essential to elucidate the 

dynamically regulated “downstream” gene networks.  

Embryo carcinoma (EC) cells can differentiate into all three primary germ layers 
204

. While F9 

EC cells differentiate into primitive endoderm when treated with RA in monolayer, parietal or 

visceral endodermal differentiation is observed when RA is either complemented with cyclic 

AMP or when cells are cultured as embryoid bodies in suspension. P19 EC cells differentiate 
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into either skeletal muscle or neuronal cell types upon treatment with dimethlysulfoxide or RA, 

respectively. Thus, RA can induce cell fate commitment towards two distinct primary germ 

layers. However, the temporal evolution of the corresponding gene programs and the regulatory 

mechanisms remained elusive. 

In this study we dissected the GRNs involved in the RA-induced neuronal or endodermal cell 

fate specification by integrating dynamic RXRA binding, chromatin accessibility, promoter 

epigenetic status and the transcriptional activity inferred from RNA polymerase II mapping and 

transcription profiling. Our data revealed how RA induces a network of transcription factors 

(TFs), which directs the temporal organization of cognate GRNs, thereby driving 

neuronal/endodermal cell fate specification. Modeling signal transduction propagation using the 

reconstructed GRNs indicated critical TFs for neuronal cell fate specification, which were 

confirmed by CRISPR/Cas9-mediated genome editing.  

Overall, this study demonstrated that a systems view of cell fate specification combined with 

computational signal transduction models provides the necessary insight in cellular plasticity for 

cell fate engineering. This integrated approach can be used to monitor the in vitro capacity of 

(engineered) cells/tissues to establish cell lineages for regenerative medicine. 

 

Study III. Quality assessment of long-range chromatin interaction datasets (Marco-Antonio 

Mendoza-Parra, Matthias Blum, Valeriya Malysheva, Pierre-Etienne Cholley and Hinrich 

Gronemeyer. LOGIQA: a database dedicated to long-range genome interactions quality 

assessment. BMC Genomics (2016) 17, 355) 

Massive parallel DNA sequencing in combination with a variety of molecular biology techniques 

provides functional insights into a plethora of regulatory levels and functions, including 

epigenomics and protein-genome interactions (e.g., ChIP-seq, MeDIP-seq), global transcriptional 

activity (e.g., RNA-seq, GRO-seq, Ribo-seq), protein-RNA interactions (e.g., CLIP/RIP-seq), 

chromatin accessibility (e.g., DNase-seq, FAIRE-seq, ATAC-seq, MNase-seq) and the 3-

dimensional chromatin organisation (HiC, ChIA-PET, etc.).  
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While data acquisition is not anymore an issue, today’s challenge is the availability of user-

friendly computational solutions to interrogate and integrate - in a comparative manner - billions 

of data points from different types of functional genomics datasets. In addition, the number of 

genomics data linked to various cell/(patho)physiological functions increase exponentially in 

public repositories like the Gene Expression Omnibus (GEO). However, the exploitation of the 

functional genomics information in these repositories is seriously limited by the lack of 

information on the quality of these datasets, meanwhile the evaluation of the data sets ensuing 

their comparability is a crucial step in integrative studies. 

In this context, we have developed previously a quality control system dedicated to ChIP-seq and 

enrichment-related datasets 
205

 (www.ngs-qc.org). Subsequently, we created LOGIQA 

(www.ngs-qc.org/logiqa), a database hosting quality scores for long-range genome interaction 

assays accessible through a user-friendly web-based environment dedicated to quality-scored 

visualization of long-range interaction maps. Currently, LOGIQA harbors QC scores for >900 

datasets, which provides a global view of their relative quality and reveals the impact of genome 

size, coverage and other technical aspects. LOGIQA provides a user-friendly dataset query panel 

and a genome viewer to assess local genome-interaction maps at different resolution and quality-

assessment conditions. 

 

Study IV. Chromatin structure dynamics in cell fate acquisition (Malysheva Valeriya, 

Marco-Antonio Mendoza-Parra*, Matthias Blum and Hinrich Gronemeyer*. Chromatin structure 

dynamics directs cell fate acquisition. Manuscript in preparation) 

The cell fate acquisition is a highly complex phenomenon that involves a plethora of intrinsic 

and extrinsic instructive signals that direct the lineage progression of stem cells, the regulatory 

circuitry to generate, for example, the early basic architecture and functions of an organ acts 

rather cell autonomously, as cerebral organoids have been generated in vitro from ES or iPS cells 

206
. The understanding of regulatory mechanisms that underlie the cell fate decision processes 

not only brings the fundamental understanding of cause-and-consequence relationships inside the 

cell, but also open the doors to the directed trans-differentiation.  
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We have previously defined the dynamic gene-regulatory networks underlying endodermal and 

neuronal differentiation induced by the morphogen all-trans retinoic acid (RA) 
207

. Here we 

assessed the contribution of the chromatin interactome to commitment and selective acquisition 

of these two cell fates and observed a previously unrecognized highly dynamic re-wiring of 

chromatin domains during cell differentiation.  

One of the major challenges in the current functional genomics era resides in the possibility of 

explaining biological systems behavior from the integration of multiple "omics" readouts. In this 

context, to give a comprehensive view of regulatory mechanisms we integrated the temporal 

transcriptional response together with the reorganization of the epigenetic make-up and 3-

dimensional chromatin organization.  

This systems biology integrative approach indicated key regulatory elements that respond to the 

initial signal. Overall, our data revealed an enormous capacity of the morphogen to reorganize 

long-range chromatin interactions as a means to “read” distant epigenetic signals to drive cell 

fate acquisition and suggest that the differential establishment of chromatin contacts directs the 

acquisition of the two cell fates 

 

Study V. Chromatin structure dynamics in tumorigenesis (Malysheva Valeriya, Marco-

Antonio Mendoza-Parra, Matthias Blum and Hinrich Gronemeyer. Chromatin dynamics during 

tumorigenic transformation. Manuscript in preparation) 

The 3-dimensional structure of cancer cell chromatin has become an interest of recent research 

but the focus has been so far on the effect of frequent chromosomal translocations (e.g., BCR-

ABL, MYC-IGH) or on mutations in key architectural factors, like the subunits of the cohesion 

complex, which were found in a diverse set of cancers 
208

. One of the insights gained from these 

studies is that the distribution of chromosomal alterations is related to the positioning of these 

alterations in the 3D chromatin architecture 
209

. Only very recently comparative direct global 3D 

chromatin structure studies between a particular cancer and the normal cells of origin have been 

reported, as for prostate cancer 
210

. Yet, in all these studies normal tissue is compared with very 

late stages of the tumorigenic evolution, including the development of multiple clonal cancer cell 

lineages and major chromosomal aberration (i.e., loss/gain of parts of chromosomes/alleles 
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including LOH, generation double minutes, chromosomal translocations) due to genomic 

instability.  

As a continuation of the Study I, here we have set out to understand the net consequences of cell 

immortalization and c-Myc protooncogen-induced tumorigenesis of the global chromatin 

structure of normal primary human cells in a stepwise tumorigenesis model, which does not 

show any of the major consequences of genome instability. Thus, we describe the very early and 

nevertheless global alterations in chromatin architecture due to two precisely defined 

immortalizing and oncogenic insults.  

Ananalysis of the dramatic changes of chromatin interactome observed during tumorigenesis in 

view of the immortalizing actions of genes expressed from the early regin of SV40 and the 

transforming activity of MYC, including the integration of chromatin structure data with our 

previously described transcriptome and epigenetic landscape 
26

 coupled with the analysis of 

chromatin accessibility (FAIRE-seq) for each step of tumorigenic transformation is ongoing and 

will help to better understand the impact of tumorigenic elements on the chromatin structure and, 

in particular, the mechanisms through which MYC is acting as a global chromatin remodeler 

inducing the acquisition of aberrant (tumorigenic) cell fate. 

 

 

 

 

 

 

 



 

 

 

 

 

RESULTS 
 



 

 

 

 

PUBLICATION N°1  

 

 

 

Reconstruction of gene regulatory networks reveals chromatin 

remodelers and key transcription factors in tumorigenesis. 

 

Valeriya Malysheva, Marco-Antonio Mendoza-Parra, Mohamed Ashick 

Mohamed Saleem, and Hinrich Gronemeyer 

Genome Medicine 8:57, 2016. 

 

 

 

 

 

 

 

 

 



RESEARCH Open Access

Reconstruction of gene regulatory networks
reveals chromatin remodelers and key
transcription factors in tumorigenesis
Valeriya Malysheva, Marco Antonio Mendoza-Parra, Mohamed-Ashick M. Saleem and Hinrich Gronemeyer*

Abstract

Background: Alterations in genetic and epigenetic landscapes are known to contribute to the development of
different types of cancer. However, the mechanistic links between transcription factors and the epigenome which
coordinate the deregulation of gene networks during cell transformation are largely unknown.

Methods: We used an isogenic model of stepwise tumorigenic transformation of human primary cells to monitor
the progressive deregulation of gene networks upon immortalization and oncogene-induced transformation. We
applied a systems biology approach by combining transcriptome and epigenome data for each step during
transformation and integrated transcription factor–target gene associations in order to reconstruct the gene
regulatory networks that are at the basis of the transformation process.

Results: We identified 142 transcription factors and 24 chromatin remodelers/modifiers (CRMs) which are
preferentially associated with specific co-expression pathways that originate from deregulated gene programming
during tumorigenesis. These transcription factors are involved in the regulation of divers processes, including cell
differentiation, the immune response, and the establishment/modification of the epigenome. Unexpectedly, the
analysis of chromatin state dynamics revealed patterns that distinguish groups of genes which are not only co-
regulated but also functionally related. Decortication of transcription factor targets enabled us to define potential
key regulators of cell transformation which are engaged in RNA metabolism and chromatin remodeling.

Conclusions: We reconstructed gene regulatory networks that reveal the alterations occurring during human
cellular tumorigenesis. Using these networks we predicted and validated several transcription factors as key players
for the establishment of tumorigenic traits of transformed cells. Our study suggests a direct implication of CRMs in
oncogene-induced tumorigenesis and identifies new CRMs involved in this process. This is the first comprehensive
view of the gene regulatory network that is altered during the process of stepwise human cellular tumorigenesis in
a virtually isogenic system.

Background
During the past decade great progress has been made in
identifying landscapes of genetic alterations which act at
different gene regulatory levels and lead to the develop-
ment of numerous cancer phenotypes. While much is
known about altered signaling, recent studies have
shown that the epigenomes of cancer cells can also dra-
matically deviate from those of the corresponding

normal cells. However, little is known about the global
deregulation of the transcriptome and epigenetic land-
scapes, as well as their crosstalk during the multistep
process of cell transformation.
The deregulatory processes that ultimately turn a nor-

mal cell into a tumor cell are conceptually well under-
stood and have been described as “hallmarks of cancer”
[1]. At the same time, the sequencing of cancer genomes
provided an encyclopedia of somatic mutations, reveal-
ing the difficulty of working with primary human cancer
cells that carry a small number of “driver” and a high
number of variable “passenger” mutations [2]. To reduce
this complexity and ensure cell-to-cell comparability, a
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stepwise human cellular transformation model [3] was
chosen for the current study. In this model primary
human cells (BJ) were first immortalized and pre-
transformed into BJEL cells by the introduction of
hTERT (the catalytic subunit of telomerase) and the
large T and small t-antigen of the SV40 early region. The
full transformation into bona fide tumor cells was
achieved by overexpression of the c-MYC oncogene
(Fig. 1a). The experimental advantage of this system is
that normal, immortalized, and tumor cells are near
isogenic, as revealed by single-nucleotide polymorphism

(SNP) analysis (Additional file 1: Figure S1), such that
data obtained for the pre-transformed and cancer cell can
be accurately compared with the normal counterpart.
Epigenetic modifications comprising both DNA methy-

lation and post-translational histone modifications or his-
tone variants have been shown to affect transcription
regulation. Different methylation patterns of lysine resi-
dues of histone H3 are widely used markers to describe
the active and silenced states of transcription at the corre-
sponding chromatin loci [4]. However, we know very little
about how this regulation is altered during the process of
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Fig. 1 Transcriptional analysis of the stepwise cell transformation process. a BJ stepwise transformation cell model system. b Changes in the
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tumorigenesis. The current study is among the first to re-
veal the interplay between the epigenome and transcrip-
tome in a stepwise tumorigenesis system; it generates a
working basis for understanding how this interplay is
deregulated in a cellular model of human cancer. Here we
addressed the following questions: (i) how are the global
patterns of gene expression and chromatin organization
changed; (ii) how are these levels coordinated during
tumorigenesis; and (iii) what is the regulatory role of chro-
matin remodelers.

Methods
Cell culture
Primary human diploid BJ foreskin fibroblasts were ob-
tained from the American Type Culture Collection
(ATCC). Genetically defined cells of the BJ stepwise sys-
tem (BJ and BJEL) were generously provided by Drs
Hahn and Weinberg. BJELM cells were produced previ-
ously in our laboratory by retroviral transfection of the
BJEL cell with pBabe-MYC-ER [5]. Cells were cultured
in monolayer conditions in Dulbecco’s modified Eagle’s
medium (DMEM)/M199 (4:1) (with 1 g/l glucose) sup-
plemented with 10 % heat inactivated fetal calf serum
(FCS) and gentamicin. The medium for BJEL was sup-
plemented with G-418 (400 μg/μl) and of hygromycin
(100 μg/μl). The medium for BJELM was supplemented
with G-418 (400 μg/μl), hygromycin (100 μg/μl) and
puromycin (0.5 μg/ml) and continuously grown with
10-6 M 4-hydroxytamoxyfen (4-OHT).

TRAIL-induced apoptosis measurement
Cells were seeded in 24-well plates and incubated until
the subconfluent state and incubated with recombinant
human tumor necrosis factor-related apoptosis-inducing
ligand (TRAIL; 200 ng/ml) for 8 h to monitor and meas-
ure apoptosis. The whole cell content, with floating
(apoptotic) and attached cells, was collected for apop-
tosis measurement. Cell pellets were permeabilized on
ice with 100 μg/ml digitonin and stained with APO2.7
(1:5; Beckman Coulter, USA). Apoptosis was measured
by fluorescence-activated cell sorting (FACS) and quanti-
fied by detection of 7A6 mitochondrial antigen.

Western blotting and antibodies
The whole cell protein extract was prepared using lysis
buffer comprising 0.5 M LSBD (0.5 M NaCl, 50 mM
Tris–HCl pH 7.9, 20 % glycerol, 1 % NP-40, 1 mM
DTT), 0.3 % NP-40, 1× Protease Inhibitor Cocktail
(Roche), 1 mM NaF, 10 mM Na3VO4, 1 mM PMSF,
0.125 μM okadaic acid. The protein concentration of
extracts was measured using a Protein Assay reagent
(Bio-Rad Laboratories). Proteins (50 μg) were separated
by SDS PAGE, transferred to nitrocellulose membranes,
and incubated with indicated antibodies. Antibodies

used were as follows: c-MYC (N-262, rabbit; Santa Cruz,
sc-764), SV40 T (Pab 108, mouse; Santa Cruz, sc-148),
and β-actin (C-11, goat; Santa Cruz, sc-1615).

Double nickase transfection by CRISPR-Cas9
Transfections were performed using double nickase
plasmids using the manufacturer’s protocol and targeting
the following factors: DHX33 (sc-404530-NIC2), CHD7
(sc-404017-NIC2), NOLC1 (sc-402907-NIC2), GTF3C4
(sc-411269-NIC2), PRMT3 (sc-406688-NIC2). Lipofecta-
min 2000 was used as the transfection reagent at a final
concentration of 50 nM.
In brief, cells were seeded in six-well plates and grown

for 24 h in antibiotic-free standard growth medium to
achieve 80 % confluence. Transfection was performed
with 1 μg of CRISPR plasmids followed by 24-h incuba-
tion. At the end of the incubation period the medium
was replaced with a standard medium with antibiotics.
Successfully transfected cells were sorted 24 h later by
FACS, using green fluorescent protein as a marker, and
used for other experiments.

Test for anchorage-independent colony formation on
soft agar
First, six-well plates were covered with “bottom agar”
consisting of 4 % FCS, DMEM, and 0.7 % agar. After-
wards, 1000 cells (per one replicate) were mixed with a
“top agarose” preparation consisting of DMEM 1×, 10 %
FCS, and 0.35 % agar. The final mix was put on the top
of the “bottom agar”. Cells were cultured with appropri-
ate controls in soft agar medium for 21 days. Cells were
fed once or twice per week with cell culture medium.
Following this incubation period, formed colonies were
stained with 0.5 ml of 0.005 % Crystal Violet for several
hours and the number of colonies formed per well was
quantified.

Real-time quantitative PCR
Total RNA was extracted from cells using the GenElute™
Mammalian Total RNA Miniprep kit (Sigma). The ex-
tracted RNA (2 μg) was used for reverse transcription
(AMV-RTase, Roche; Oligo(dT) New England Biolabs;
1 h incubation at 42 °C followed by 10 min at 94 °C).
Transcribed cDNA was diluted tenfold and used for
real-time quantitative PCR (RT-qPCR; Roche instrument
LC480). For confirmation of introduced gene and
marker gene expression the following primers were used:
TERT, forward GCCTTCAAGAGCCACGTC, reverse
CCACGAACTGTCGCATGT; MYC, forward CACCAG
CAGCGACTCTG, reverse GATCCAGACTCTGACCT
TTTGC; CCND2, forward GGACATCCAACCCTAC
ATG, reverse CGCACTTCTGTTCCTCACAG; THBS1,
forward CAATGCCACAGTTCCTGATG, reverse TGG
AGACCAGCCATCGTC; CHD7, forward CACCTGAA
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GCATCACTGTAACAA, reverse TCACTTCTTGTCTT
AGGTAGTACAGCA; DHX33, forward TGGTGAAAG
CTGCACAGAAG, reverse CCATCGTAGCTGACATC
ACAA; NOLC1, forward ATAAGTTCGCCAAAGCGA
CA; reverse CTAAGAGGGAAGAGGCATTGG; PRMT3,
forward AGGATGAGGACGATGCAGAT, reverse TTCT
TCAGCAGATGTGAATAACCT; GTF3C4, forward TTG
CTCCATGACAGCATTG; reverse GGGGCTTTGCAG
TAACCTCT.
To assess relative gene expression, all qPCR measure-

ments were normalized relative to the constitutively
expressed GAPDH mRNA levels assessed with the fol-
lowing primers: GAPDH, forward CGACCACTTTGT
CAAGCTCA; reverse AGGGGTCTACATGGCAACTG.

Transcriptomics
Transcriptome analysis was performed using an Affyme-
trix Gene 1.0 ST Array in two biological replicates for
each cell line, providing 1 μg of extracted RNA for li-
brary production. For comparing BJ, BJEL, and BJELM
cells’ generated transcriptomes, we normalized all raw
CEL files with the Affymetrix software Expression
Console version 1.3.1 to calculate probe-set signal inten-
sities using RMA algorithms with default settings. High
reproducibility between the corresponding biological
replicates was evaluated by calculating the Pearson cor-
relation coefficient and skewness parameter between
replicates and between BJEL and BJELM relative to BJ
(Additional file 2: Figure S2).
To identify differentially expressed genes (DEGs), we

compared BJEL versus BJ and BJELM versus BJ (in bio-
logical replicates). Thus, to identify confident DEGs, we
used a modified t-test [6] for measurements coming
from independent normal populations with unequal var-
iances; this method aims to specifically address the ques-
tion of differential expression in tests involving two
samples (BJ versus BJEL or BJ versus BJELM) in which
the experiments were performed in repeats. Finally, the
probability of having a t-statistic value by chance was
calculated and a threshold (significance level of 0.05)
was applied.

Inferring transcription factors involved in deregulated
gene expression during cell transformation
For the selection of transcription factors (TFs) associated
with particular co-expression pathways we used the
CellNet database of TF–target gene (TG) associations.
We first selected TFs that are associated with >10 % of
DEGs that constitute a given co-expression pathway.
Then we selected TFs with promoter-associated RNA
polymerase II (RNA Pol II), which gave rise to 142 TFs.
Finally, we assessed the relevance of these TFs in distinct
co-expression pathways using a hypergeometric distribu-
tion test with subsequent hierarchical clustering (Fig. 2).

Chromatin immunoprecipitation assays
BJ, BJEL, and BJELM cells were fixed with 1 % para-
formaldehyde (Electron Microscopy Sciences) for 10 min
at room temperature. Chromatin immunoprecipitation
(ChIP) assays were performed according to the following
conditions: chromatin sonication and immunoprecipita-
tion in lysis buffer (50 mM Tris–HCl pH 8, 140 mM
NaCl, 1 mM EDTA, 1 % Triton, 0.1 % Na-deoxycholate)
complemented with protease inhibitor cocktail (Roche
11873580001); two washes with lysis buffer; two washes
with lysis buffer containing 500 mM NaCl; two washes
with washing buffer (10 mM Tris–HCl pH 8, 250 mM
LiCl, 0.5 % NP-40, 1 mM EDTA, 0.5 % Na-deoxycholate);
two washes with TE buffer; elution at 65 °C; 15 min
at 65 °C in elution buffer (50 mM Tris–HCl pH 8,
10 mM EDTA, 1 % SDS).
RNA Pol II (Santa Cruz sc-9001 H-224), H3K27me3

(Millipore 07-449), H3K4me3 (Abcam 8580), H3K9ac
(Abcam 4441), and H3K27ac (Abcam 4729) antibodies
were purchased from their corresponding commercial
suppliers. RNA Pol II ChIP assays were performed
with 3 × 106 cells, while histone modification marks
were evaluated with 1 × 106 cells. All ChIP assays
were validated using positive and negative controls.
Specifically, enrichment performance was assessed at
promoter regions of genes SRSF6 and NEK1 (for
H3K4me3, H3K9ac, H3K27ac, RNA Pol II), NEUROG1
and MB (for H3K27me3 validation), and DPP10 as a
cold region, using the following primers: SRSF6, for-
ward CGTTCGACAACCAGCCCTT, reverse GGCCC
GACTCACCCATTTT; NEK1, forward CGTTACCGC
CTCTCCAACTT, reverse CTTACCCTACCCTGGCC
TCT; NEUROG1, forward ACAGATAGAAAGGCGC
TCAGA, reverse CGCAACTGGCACAGAGTAAC; MB,
forward GGCTCACTGGGTGTCCTG, reverse AAG
GTATAAAAACGCCCTTGG; DPP10, forward GTTT
CCAATTTCATCCATGTCC, reverse CACATCAAAC
TGGTGGGTGA.
ChIP validation assays were performed by RT-qPCR

(Roche instrument LC480 light cycler) using a QuantiTect
kit (Qiagen).

Massive parallel sequencing
qPCR-qualified ChIP assays were quantified (Qubit
dsDNA HS assay kit, Invitrogen); 3–10 ng of the
ChIP material was used for preparing Illumina se-
quencing libraries following a multiplexing approach
(NEXTflexTM ChIP-seq Bioo Scientific, reference
5143-02). Prepared sequencing libraries were se-
quenced on an Illumina HiSeq2000 instrument. Regu-
lar Illumina pipelines were used for image processing
and base calling. Sequence files were then aligned to
the human genome assembly using default parameters
(hg19; Bowtie).
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Quality control of sequence data
Sequence-aligned files were then qualified for enrich-
ment performance using the NGS-QC Generator tool
[7] (http://www.ngs-qc.org/). This methodology provides
enrichment quality descriptors in a scale ranging from
triple A (best) to triple D (worst). Based on this quanti-
tative method, all ChIP-seq datasets described in this
study had at least a triple B quality grade to ensure that
only high quality datasets were used for downstream in-
tegrative analyses.

Enrichment pattern detection and normalization of
ChIP-seq intensity profiles
Relevant binding sites in all ChIP-Seq (except the
H3K27me3 dataset, which was analyzed with the SICER
tool [8]) datasets were identified with MeDiChI-Seq [9].
To enable a comparison of ChIP-seq profiles of the same
target between different cell lines, a normalization proced-
ure over profile global amplitudes prior to further analyses
was applied using a Quintile-based approach. Briefly, we
calculate read count intensity for a non-overlapping win-
dow of 100 bp across the genome and then normalize

these intensities using quantile normalization from the
“limma” package. Quantile normalization is a ranking-
based approach where calculated read count intensities
are sorted and ranked for each sample. The corresponding
ranked values between samples are adjusted into a mean
value. The impact of normalization was assessed using
MA plots before and after normalization. First, we
normalize all datasets associated with a given target;
then normalized target datasets are brought to the
same scale via a z-score normalization. A detailed de-
scription of this quantile normalization procedure,
which is applicable for a variety of ChIP-seq and
enrichment-related next-generation sequencing data-
sets and is available as part of Epimetheus, a user-
friendly dedicated tool, is going to be presented in a
further publication (in preparation).

Integration of transcriptome and epigenome data
To integrate transcriptome data with chromatin state
dynamics, we performed unsupervised clustering of
ChIP signals for each target that was assessed in the
current study within a 1-kb window of each transcription
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start site (TSS) for all DEGs, comprising a total of 7616
transcripts. Histone marks or RNA Pol II binding were
tagged as “present” at the TSS of the DEG if it satisfied the
following criteria: (i) the peak was detected—the sum-
mit of the detected peak (by MeDiChI-Seq [9] or by
SICER [8]) was 500 bp up- or downstream of the TSS
of the DEG; (ii) the peak was of high intensity after nor-
malization—following quantile and Z normalization the
Z-score of a given peak was >1.65 (P95); (iii) the peak was
robust—the signal had to be robust with less than 15 %
dispersion after the subsampling procedure (NGS-QC
tool, http://www.ngs-qc.org/). Afterwards, unsupervised
clustering of all the possible combinations of histone
marks and RNA Pol II at the TSS of DEGs was performed.
A heatmap of chromatin state dynamics represents
the median enrichment for each cluster of genes
within ±1.5 kb of a TSS of a DEG at each stage of
the stepwise transformation model (Fig. 3a, d). At the
next step we assessed whether dynamic patterns of
chromatin states are associated with particular groups
of co-expressed genes (Fig. 3b, d).

Gene regulatory network reconstruction
To provide a comparative view of the signal transduction
events governing the cell transformation in the stepwise
model system, we reconstructed a gene regulatory net-
work (GRN) by combining several layers of information
from three different databases: (i) the MiMI, which con-
tains protein–protein, DNA–protein, and other inter-
action data, querying the interactions only between
DEGs [10]; (ii) CellNet, a collection of directed TF–TG
interactions [11, 12], where the TFs listed in the CellNet
Gene Regulatory Network (GRN) collection were associ-
ated with genes differentially expressed in the BJ/BJEL/
BJELM model system; (iii) several publically available
MYC-targeted ChIP-seq datasets (see “Methods”). The
integration of DEG-related interactions in the Cytoscape
platform (version 2.8.3) resulted in a dense cell type-
specific GRN composed of 1265 nodes and 5327 edges
which were then organized according to the trans-
formation steps and gene co-expression pathways.
Furthermore, a two-step GRN reduction process was
applied by using a double screening system in the
Hubba tool [13] to define the highly connected nodes
(“hubs”). In addition, a second layer of topological
metrics reduction was applied by scoring for “bottle-
neck” nodes since previous reports demonstrated that,
in addition to highly connected nodes (“hubs”), bottleneck
nodes (defined as those interconnecting highly con-
nected nodes or hubs in the system) might represent
highly relevant components in the system [14]. In
particular, bottleneck nodes in signal transduction systems
might correspond to essential entities required for the
flow of the signal transduction driving the phenomenon

of interest. Definition of hubs and bottlenecks was
performed using topological metrics, such as MNC
(Maximum Neighborhood Component), DMNC (Density
of Maximum Neighborhood Component) and Bottleneck
[13]. This reduction process generated GRNs composed
of 253 nodes and 2657 edges. The organization of the
reduced GRN and its visualization were performed with
the Cytoscape package Cerebral [15]. As part of the
visualization options in Cytoscape, the differential ex-
pression levels in BJEL and BJELM cells per node were
presented in a heat map format such that the transcrip-
tome dynamic changes could be visualized. The changes
of node color for groups ii, iii, iv, and v in Fig. 4a and
4b indicate the change in expression of co-regulated
genes during the transformation process.

Analysis of publically available ChIP-seq datasets used for
targeting MYC enrichment
The following ChIP-seq datasets from the Gene
Expression Omnibus (GEO) were used to identify MYC
enrichment sites: GSM1088663 (HeLa cells), GSM896988
and GSM1000576 (BJ cells), and GSM748557 (NHEK
cells). The raw sequencing files were aligned with Bowtie
using default parameters and processed with MACS for
peak annotation. A threshold of − log10(p value) ≥300 was
applied to select peaks with high confidence.

Results
Transcriptome dynamics during the cell transformation
process
Following validation of the stepwise tumorigenesis
model, which included the determination of TRAIL
(tumor necrosis factor-related apoptosis-inducing ligand)
sensitivity [16] (Additional file 2: Figure S2), we assessed
the global gene expression in all three cell lines and the
ratio of expression levels of immortalized to normal cells
(BJEL/BJ) and cancer relative to normal cells (BJELM/BJ).
Genes exhibiting >2- and <0.5-fold expression changes
with a significance level of p < 0.05 (modified t-test,
“Methods”) were considered up- and down-regulated,
respectively, and classified as differentially expressed genes
(DEGs). The resulting 1700 DEGs were subdivided into
seven groups of co-regulated genes according to their ex-
pression characteristics during the subsequent steps of
transformation (Fig. 1; Additional file 2: Figure S2a, b).
Nearly half of the genes (47 %) showed an altered expres-
sion level at the pre-transformation step and 65 % of genes
changed expression level after full transformation by
c-MYC expression. Interestingly, about 12 % of these
genes changed expression after both immortalization
and c-MYC-mediated transformation.
Gene Ontology (GO) analysis revealed that each path-

way of DEGs is enriched for distinct GO terms (Fig. 1b;
Additional file 3: Figure S3a). Notably, those enriched in
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the group of genes that are down-regulated in trans-
formed cells (pathway v) are associated with regulation
of cell motion, cell communication, and regulation of
cell differentiation, as well as suppression of angio-
genesis, while genes that are progressively induced
from the normal to the tumorigenic stage (pathway iv)
are significantly enriched for the GO terms ribosome
biogenesis and noncoding RNA and rRNA processing.
Disease-related GO analysis using DAVID [17, 18]
showed significant enrichment of DEGs characteristic
for several types of cancers, among them breast,
bladder, stomach, and lung cancer (Additional file 3:
Figure S3b).
Together these results show that the stepwise trans-

formation model shares multiple similarities with differ-
ent types of human cancers and is a convenient and
reliable cell model for tumorigenesis research. Import-
antly, several of the deregulated gene expression path-
ways affect phenomena that are well-described as
hallmarks of cancer, such as the activation of angiogen-
esis, the activation of invasion and metastasis, and regu-
lation of cell cycling [1].

Multiple chromatin remodelers/modulators are
dysregulated during cell transformation
To monitor changes of the epigenome during the
stepwise BJ transformation process, we assessed first
whether chromatin remodelers/modulators (CRMs)
were deregulated. Indeed, we detected 24 differentially
expressed CRMs, belonging to all three classes of writers,
erasers and readers, and other chromatin remodelers
(Additional file 4: Figure S4; Additional file 5: Table S1).
Fourteen of these changed their expression at the last step
of transformation as a consequence of the overexpression
of c-MYC; interestingly, 12 genes among these were up-
regulated and are members of such functional groups as
methyltransferases, acetyltransferases, demethylases, and
related CRMs, indicating that MYC-induced transform-
ation leads to dramatic changes in the epigenome involv-
ing CRMs.

The majority of CRMs defined in the current study are
deregulated in different types of cancer, such as ovarian,
bladder, lung, and many other types (see Additional
file 5: Table S1 and Additional file 6 for references).
For several CRMs, such as PRMT5 and MINA, the
interaction with MYC was reported to be an essential
step in cancer development (Additional file 5: Table S1,
references 31, 32, 36–39 (listed in Additional file 6)).
These observations suggest that CRMs are involved in
regulation of tumorigenesis and mediate at least some of
the transforming activities of overexpressed c-MYC. We
would like to emphasize, moreover, that our present ap-
proach has identified new candidate CRMs, some of
which are putative MYC targets that have not been previ-
ously recognized, two “writers” (GTF3C4 and PRMT3),
three “readers” (LBR, AKAP1, and MBD5), and the PcG
group member MTF2. LBR and MTF2 are upregulated
during the first step of transformation, while the other
CRMs are deregulated upon c-MYC overexpression.
Inspection of the publically available MYC cistrome
of HeLa cells [19] revealed the presence of high-
confidence (see “Methods”) MYC-binding sites in the
PRMT3 and GTF3C4 promoters. Considering that these
two genes are induced after MYC overexpression,
GTF3C4 and PRMT3 are most probably direct targets of
MYC in the BJ system.
We conclude from these results that: (i) LBR and

MTF2, both involved in transcription repression
(Additional file 5: Table S1), are potential regulators
of the immortalization process and/or cooperate with
the oncogene in the second step; and (ii) PRMT3,
GTF3C4, AKAP1, MBD5, and GTF3C4 are new
players in the tumorigenesis process which mediate
the MYC-dependent effect on chromatin remodeling.

In silico prediction of key TFs involved in deregulated
gene expression during cell transformation
To reconstruct the alterations in the activity of TFs dur-
ing the steps that lead to cell transformation in the BJ
model, we integrated information on TF–TG associations

(See figure on previous page.)
Fig. 3 Chromatin state transitions in promoters of differentially expressed genes during the cell transformation process and integration of
epigenetic data (chromatin state clusters) with transcriptome dynamics (co-expression pathways). a Hierarchical clustering of transcripts based on
enrichment of histone modifications and RNA Pol II at the promoter of DEGs. The color represents the median enrichment for each cluster of
genes within ±1.5 kb of a TSS of a DEG. b Heat map illustrating the prevalence of chromatin state clusters in particular co-expression paths.
The color represents Pearson residuals. Yellow indicates significant enrichment of transcripts in the corresponding expression pathways with
a corresponding chromatin state cluster. c Biological process-based Gene Ontology analysis of chromatin state clusters, regrouped by hierarchical
clustering (hierarchical tree in a), and associated with the same co-expression pathway. d Three examples of chromatin state clusters illustrating the
evolution of the epigenetic landscape in the stepwise transformation process (black arrows in a). Panel 1 correspond to the changes from the bivalent
chromatin state in BJ cells to the active state in BJEL and BJELM cells. In the same manner, panel 2 corresponds to the changes from the bivalent
chromatin state in BJ and BJEL cells to the active state in BJELM cells. Finally, panel 3 corresponds to the chromatin state cluster that characterizes the
group of downregulated genes in BJEL and BJELM cells; the promoters of these genes are in the active state in BJ cells but lose all marks in the BJEL
and BJELM cells
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described in the CellNet database [11, 20]. This led to the
identification of 142 TFs (Additional file 7: Table S2), of
which 42 are differentially expressed during stepwise
tumorigenesis (Fig. 2a). Sorting these TFs for their associ-
ation with particular co-expression pathways led to a clus-
tering of groups of TFs that were preferentially associated
with one or more co-expression pathways (Fig. 2b). Ac-
cording to the hierarchical clustering of TF-specific asso-
ciation with co-expression pathways, we could distinguish
at least three subgroups: TFs that are preferentially associ-
ated with pathways i and iv, with pathways ii and iii, or
with pathways v and vii. Importantly, these distinct groups
of co-expression pathway-associated TFs are apparently
involved in regulating specific cell biological functions, as
revealed by the corresponding GO analysis (Fig. 2c). Spe-
cifically, TFs associated with pathways v and vii are
involved in regulation of cell differentiation and tissue de-
velopment, while co-expression pathway i-associated TFs
are primarily involved in telomere maintenance and chro-
matin remodeling.
Notably, co-expression pathway ii comprises genes in-

volved in immune and defense responses; STAT1 is
among the TFs that are specifically associated with these
co-regulated genes. That STAT1 is upregulated in pre-
transformed cells may reflect the established role of this
factor in cell autonomous anti-tumor immune response
[21] (Fig. 1; Additional file 3: Figure S3; pathway ii). In
addition, STAT1 is known to negatively regulate angio-
genesis, tumorigenicity, and metastasis of tumor cells
[22] and suppresses mouse mammary gland tumorigen-
esis [23]. Downregulation of STAT1 by c-MYC overex-
pression observed in the current study is also detected
in Burkitt’s lymphoma [24], supporting the concept that
immune escape of tumor cells could be promoted by
activation of a cellular oncogene [24].
Several functionally related (GO term 45595: regula-

tion of cell differentiation) TFs, such as MYOCD,
TWIST1, TBX5, and SMAD7, which are known to be
involved in cancer development and/or sustainment
[25–27], are specifically associated regulators of genes
that are down-regulated along the cell transformation
process in our model system (pathways v, vi, and vii). In
particular, myocardin (MYOCD), a transcriptional co-
factor for smooth muscle cell-specific genes that has
been shown to block human mesenchymal transform-
ation [28], was down-regulated in pre-transformed cells.

Thus, decreased MYOCD expression may contribute to
an increased proliferative potential of pre-transformed
and transformed cells. In addition, it is likely to contrib-
ute to the concomitant loss of fibroblast identity and
gain of stem cell identity as revealed by cell identity ana-
lysis using CellNet [11] (Additional file 8: Figure S5).
Another functionally related group of TFs that are

associated with co-expression pathways i and iv are
involved in chromatin remodeling. Among these are
UHRF1, HELLS, and HDAC2, all of which are known to
affect the tumorigenesis process [29, 30]. Remarkably,
RUVBL2/TIP49, a member of the same group that is
upregulated in BJELM cells and is known to interact
with c-MYC, has been reported to regulate β-catenin-
mediated neoplastic transformation [31].
Altogether, the observed associations reveal that the

stepwise tumorigenesis model recapitulates aberrations
of several regulatory systems, ranging from cell autono-
mous immune responses to chromatin remodeling and
cell (de)differentiation, all of which are features previ-
ously reported to be altered in human cancer.

Cell transformation significantly impacts on chromatin
state dynamics
Given the known deregulation of cancer epigenomes
due to mis-expression or mutation of epigenetic factors
[32, 33], the de-regulation of CRMs in the BJ system,
and the fact that c-MYC recruits a variety of epigenetic
factors and chromatin remodelers to its targets [34, 35],
we performed a genome-wide analysis of chromatin state
transitions for all three steps of the cell transformation.
We used chromatin immunoprecipitation (ChIP) coupled
with massive parallel sequencing (ChIP-seq) for several
functionally interpretable histone modifications, including
H3K27me3 (inactive promoters), H3K4me3, H3K9ac
(active promoters), and H3K27ac (active promoters and
enhancers). We also determined the chromatin associ-
ation of RNA Pol II, which is generally enriched at the
transcriptional start sites (TSSs) of active promoters.
In view of the dynamic nature of gene expression ob-

served during the tumorigenesis process, we focused on
elucidating histone modification patterns at TSSs. To
identify gene promoters with a similar pattern, we per-
formed unsupervised clustering of all the possible com-
binations of histone marks and RNA Pol II-normalized
ChIP signals (see “Methods”; Additional file 9: Figure S6)

(See figure on previous page.)
Fig. 4 Gene regulatory network (GRN) of the BJ stepwise transformation system. a GRN of immortalized BJEL cells. b GRN of transformed BJELM
cells. Chromatin remodelers/modulators are represented as diamond-shaped nodes, while other genes, highly connected “hubs”, and “bottlenecks”
are represented as circles. The differential expression levels at immortalization and during the transformation steps were colored per node in a
heat map format such that the dynamic changes could be visualized. Dashed lines separate the GRN into seven segments corresponding to
seven (i to vii) gene co-expression pathways. Functionally related genes are circled under an enriched GO term (DAVID, p < 0.05)
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within 1.5 kb up- and downstream of each TSS for all
DEGs, comprising a total of 7616 transcripts (Additional
file 10). We detected 26 different combinations of histone
marks at DEG promoters and classified them into seven
chromatin states (Additional file 11: Figure S7): (a) active
(RNA Pol II and at least two histone marks of active tran-
scription are present); (b) weakly active (RNA Pol II and
only one histone mark of active transcription); (c)
transcription-prone (at least two histone marks of active
transcription but no RNA Pol II); (d) bivalent (any of
states a to c but accompanied by repressive H3K27me3
marks); (e) ambiguous (only one histone mark or RNA
Pol II alone); (f) empty (no signal); and (g) repressed (only
H3K27me3). Further, the dynamic changes in chromatin
states at the promoters of DEGs through the stepwise
transformation process and all possible combinations of
chromatin state evolution (chromatin state transitions)
were assessed, giving rise to 135 chromatin state clusters,
and integrated with the transcriptome changes along the
transformation process (Fig. 3).
The majority of clusters revealed highly dynamic chro-

matin patterns, suggesting that chromatin state regula-
tion of DEGs is tightly linked to, and possibly controls
to a significant degree, DEG expression and, thus, the
acquisition of the pre-transformed and transformed cell
states. The differential regulation of CRMs indicates a
tight linkage between, and mutual regulation of, DEGs
(including TFs) and CRMs. Interestingly, genes sharing
the same co-expression pathway could be further subdi-
vided according to their chromatin state transitions into
groups of genes with related functionalities. For ex-
ample, co-expression pathway iv comprises genes
overexpressed at the second step of transformation
associated with chromatin patterns, such as gain in
activating H3K4me3 and H3K9ac marks in the ab-
sence of repressive H3K27me3; this group of genes is
involved in rRNA and noncoding RNA processing and
chromatin organization. In contrast, a second group
sharing the same co-expression pathway, which loses
H3K27me3 with a concomitant gain of H3K4me3 and
H3K9ac marks, is predominantly linked to organic acid
transport (Fig. 3c). Thus, groups of functionally related
genes can be distinguished at the chromatin level despite
their similar expression patterns.

Reconstruction of GRNs
To provide a comprehensive view of the signal transduc-
tion events governing the cell transformation in the
stepwise human cellular tumorigenesis model, we recon-
structed a GRN integrating gene interaction data from
publically available databases with gene expression data
from our experiments (see “Methods” for details). This
integration process resulted in the establishment of a
comprehensive GRN of 1265 nodes and 5327 edges.

To explore the functionally most relevant aspects of
the reconstructed network, we reduced its complexity by
applying topological criteria to identify highly connected
(“hubs”) and key connector nodes (“bottlenecks”) that
are relevant to the investigated signal transduction pro-
cesses [14]. The reduced network of 253 nodes and 2657
edges (Fig. 4a, b) shows the connectivity between the
major nodes, which are possibly functionally involved in
the cell transformation process. The network is divided
into two parts, showing key regulatory nodes differen-
tially expressed on the first step of transformation in the
upper part, while those changing expression levels after
c-MYC overexpression are depicted in the lower part.
Dashed lines in Fig. 4 split the network landscape into
seven sections to place co-expressed genes in proximity
to each other. The flow of signal goes from the BJEL
state (upper part) through the MYC to other TFs and
TGs in the BJELM state (lower part). In addition, func-
tionally related highly connected nodes are grouped to-
gether in the context of the corresponding enriched GO
terms to reveal subprograms, such as regulation of cell
adhesion, cell communication, or RNA processing, all of
which are hallmarks of cell transformation. In the centre
of the network we placed the bottleneck genes, which
are supposed to direct the flow of signaling information
from the functionally related hubs to the target genes
(not shown in the reduced network). The reconstructed
gene network pointed towards bottleneck genes that are
key factors, like the RNA biogenesis-linked NOLC1,
DHX33, and CHD7, as potential key regulators of cell
transformation and direct downstream targets of c-MYC,
based on the ChIP-seq analysis of publically available
data sets (“Methods”, Additional file 12). These genes are
pivotal for RNA metabolic processes [36–38]. Interest-
ingly, previous studies have shown a correlation between
the upregulation of these genes and tumor progression
and, indeed, marked increases in rRNA synthesis is a gen-
eral attribute of many types of cancers [39, 40], sug-
gesting that changes in rRNA synthesis may be a
prerequisite alteration in cell transformation. DHX33
has been reported to be an important mediator of
rRNA synthesis and cell growth [41]. Furthermore, fol-
lowing the fact that rDNA transcription is greatly in-
fluenced by the RAS, MYC, and NPM oncogenes,
DHX33 upregulation was shown to be required for en-
hanced transcription during RAS activation and for
RAS-initiated tumor progression [37]. The observa-
tions that DHX33 is overexpressed in our system fol-
lowing cMYC overexpression and has a MYC binding
site in its promoter (GSM1088663) suggest that DHX33 is
a mediator of MYC signaling. Other key factors that
became apparent from these GRNs include TSHZ3,
previously reported to correspond to a novel potential
tumor suppressor [42], and LHX9, which is aberrantly
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methylated and downregulated in malignant gliomas
of childhood [43]. Thus, the present reconstructed
GRN is a rich source of (novel) regulators of tumori-
genesis that could be further studied in suitable (in vivo)
systems.

Validation of predicted factors
With the aim of evaluating the biological relevance of
the reconstructed GRNs, we assessed the role of the TFs
DHX33, NOLC1, and CHD7 as well as that of the CRMs
PRMT3 and GTF3C4, all of which act “downstream” of
MYC, in cell transformation. Specifically, we used the
CRISPR-Cas9 technology to inactivate these genes in
BJELM cells and evaluated the consequence of this per-
turbation on the tumorigenic properties that had been
acquired in these cells by the overexpression of c-MYC
relative to the isogenic non-tumorigenic BJEL precursor
cells. For this we used a well-established tumorigenesis
assay, namely the acquisition of anchorage-independent
growth on soft agar; this assay is widely used as a pre-
dictor of tumorigenicity and is considered one of the
most stringent assays for studying the malignant trans-
formation of cells [44]. In fact, as illustrated in Fig. 5a,
normal BJ and immortalized BJEL cells are not able to
grow in an anchorage-independent manner, while the
overexpression of c-MYC conferred onto BJELM cancer
cells the ability to proliferate under these conditions
(Fig. 5a, b). Importantly, CRISPR-Cas9-mediated individ-
ual inactivation of all tested “downstream” factors of
Myc (CHD7, DHX33, GTF3C4, NOLC1, and PRMT3
genes) resulted in a drastic drop in the ability of BJELM
cells to form colonies on soft agar, while BJELM cells, as
well as mock-transfected BJELM cells (“siGLO”), showed
efficient colony formation in soft agar (Fig. 5a). Together
our data reveal that each of these factors plays a critical
role in mediating key oncogenic effects of MYC overex-
pression in this isogenic model system.

Discussion
Isogenic cellular tumorigenesis models are versatile tools
for systems biology studies
Any comparative analysis of normal and tumor cells
with the aim of identifying the mutational and deregula-
tory events that cause cancer is seriously limited, and
may even be impossible, if using established cell lines or
patent-matched normal and tumor samples. Established
cell lines have acquired extensive genetic alterations to
support continuous growth in culture (“immortalization”)
and to escape senescence and/or other failsafe programs
[45]. In addition, cancer cells are genetically unstable and
carry many genetic abnormalities accumulated due to
various conditions, including infections during tissue cul-
ture. When using normal and tumor tissue sections from
the same patient, the tumor history is generally unknown
and both genome instability and clonal heterogeneity/
selection limit any comparative data analysis. Yet, it is
important to understand the deregulation which oc-
curs at multiple gene regulatory levels when a cell
converts into a tumor cell by a minimal set of genetic
alterations. Moreover, cancer genomics provides us
with sets of “driver” and “passenger” genes, whose
implication, alone and in combination, in the tumori-
genic process is only known for a very small subset.
Thus, there is a need for a model system which can
be engineered and recapitulates the basic features of a
tumor cell. Such a system was originally developed by
Hahn and Weinberg [3] and has been used in this study
to decipher the regulatory levels and gene regulatory net-
works (GRNs) that are altered by “simple” engineered
tumorigenesis of primary human cells.
This system is virtually isogenic, thus granting the pos-

sibility to dissect GRNs reflecting system deregulation
due to the introduction of defined genetic elements. In
the present system the overexpressed catalytic subunit of
hTERT protects BJ cells from telomere erosion [3, 46].
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In addition, large T and small t-antigen expressed from
the SV40 early region inactivate the tumor suppressors
RB and P53, thus allowing the cells to evade antipro-
liferative and apoptotic signals [47]. Finally, overex-
pression of c-MYC, often upregulated through either
a stabilization mutation or gene amplification in a wide
variety of human cancers, transforms the cells into bona
fide cancer cells [48]. Though such a system may seem re-
duced and simple compared with tumorigenesis in the
animal, it nevertheless enabled us to decipher the under-
lying deregulated gene networks, including alterations of
TF activities, and to identify transformation-associated de-
regulation of epigenome modifiers. As could be expected,
GO analysis of DEGs yielded GO terms indicative of cell
transformation. Indeed, a marked increase in rRNA syn-
thesis is a general attribute of many cancers [40, 41]
and rRNA transcription was shown to be stimulated
by c-MYC [49]. This correlates with our observations
showing MYC-mediated upregulation of genes func-
tionally related to RNA biogenesis, such as DHX33,
HEATR1, NOLC1, and others (Fig. 4a, b, RNA processing
functional group). Notably, disease-oriented functional an-
notation clustering showed that DEGs in the stepwise BJ
transformation system comprise genes that are implicated
in different types of cancer, such as breast or bladder can-
cer. In addition, we used cBioPortal [50, 51] to see if genes
identified in this study can be correlated with publically
available datasets of human cancers (cBioPortal is an ex-
ploratory analysis tool that, among others, hosts TCGA
(The Cancer Genome Atlas) datasets ready for network
analysis). From the cross-cancer alteration analysis under
the simultaneous query of MYC, NOLC1, DHX33, and
CHD7, a large number of cancers possess alterations in
these genes (Additional file 13: Figure S8). In particular
breast cancer, neuroendocrine prostate cancer, and ovar-
ian serous cystadenocarcinoma have the highest rate of
alteration of these genes in tumor samples (62.1, 53.3, and
45 % of cases, respectively), suggesting that our model re-
capitulates some traits of real tumor samples. This indi-
cates that the BJ model can be used to determine key gene
regulatory principles of the transformation process which
can also be observed in “real” human tumors. Moreover,
the availability of CRISPR technologies facilitates the en-
gineering of such isogenic systems from primary human
cells to model the process of tumorigenesis and assess the
contribution of (combinations of) aberrations by introduc-
tion of genetic elements which are found deregulated or
mutated in human tumors.

Deregulation of CRMs and the epigenome landscape in
tumorigenesis: mutual inter-relationship
Increasing evidence suggests that many epigenetic regu-
latory proteins are deregulated in cancer and that
histone mark patterns are globally changed within the

cancer epigenome [32, 52]. Our observations support this
as a number of CRMs are differentially expressed during
cell transformation, including the classes of “writers” and
“erasers”. Most of them have been reported to play a role
in tumorigenesis and their expression patterns in trans-
formed BJELM cells are similar to those in several types of
cancer (Additional file 4: Figure S4; Additional file 5:
Table S1), indicating that the BJ stepwise transformation
system is capable of recapitulating the deregulation of mo-
lecular pathways seen in “real” cancer and possibly can
identify new regulators of tumorigenesis. In this respect,
we point out several CRMs that have not been previously
associated with tumorigenic cell transformation.
Deregulation of CRMs in the BJ model, which does

not suffer from genome instability, reveals the epigenetic
consequences of hTERT, SV-40 T and t antigen, and
MYC introduction and, thus, the mutual interconnection
between transcription factor deregulation and epigenome
alteration on the pathway towards tumorigenesis. This
would not be possible by comparing non-isogenic normal
and cancer cell lines, as genome instability of cancer cells
leads to merging of effects due to the introduction of
exogenous elements and those coming from genome aber-
rations already existing in the tumor cell line.

GRNs of tumorigenesis
Cellular phenotypes are determined by the temporal
regulation and dynamics of networks of co-regulated
genes. Thus, elucidating GRNs is crucial for understand-
ing of normal and cancer cell functioning. Until today only
a few studies have addressed this issue—for example, the
elucidation of the P53 regulatory network [53] or the
analysis of locus expression signatures from retroviral
insertion-induced tumorigenesis [54]. To perform a sys-
tematic analysis of GRNs underlying tumorigenesis, we
used a novel combinatorial approach by (i) integrating
transcriptome data during transformation steps with chro-
matin state dynamics, (ii) complementing this with an
analysis of CRMs involved in this process, and (iii) infer-
ring key transformation-related TFs by using a database of
established TF–TG associations from multiple human lin-
eages. The reconstructed GRNs reveal a crosstalk between
the elements perturbing the normal system through TFs
and CRMs as “transformation mediators” to the executor
nodes, thus giving a comprehensive view of the molecular
chain of events. The present approach could be applied to
dissecting other processes, like cell differentiation or cell
fate reprogramming, and the decryption of cause-and-
consequence mechanistic links.

Conclusions
In the current study we reconstructed GRNs that are
altered during the process of stepwise human cellular
tumorigenesis, providing a rich source of (novel) regulators
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of tumorigenesis. Using the reconstructed network, we
predict and validate several transcription factors as being
key players in the establishment of tumorigenic traits of
transformed cells. Our data reveal the importance of CRMs
in oncogene-induced tumorigenesis and identify new
CRMs involved in this process.

Availability of data and materials
SNP arrays, Affymetrix microarrays and Illumina plat-
form ChIP-seq data sets supporting the results of this
article are available in the Gene Expression Omnibus re-
pository under the accession number GSE72533 (http://
www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE72533).
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d Western blot analysis of whole cell extracts of BJ, BJEL, and BJELM
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TRAIL-induced apoptosis was observed specifically in BJELM cells, while
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Additional file 3: Figure S3. Gene Ontology (GO) analysis of differentially
expressed genes in the stepwise tumorigenesis system. a Functional
clustering by biological pathway using DAVID for each set of
co-regulated genes (pathways i to vii). b Disease-related GO (DAVID) of
differentially expressed genes. The x-axis (p value) is given as − log(p value).
Illustrated GO terms have p value <0.05. (PDF 2.96 mb)

Additional file 4: Figure S4. Gene expression levels of chromatin
remodelers/modulators (CRMs) differentially expressed in the stepwise
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corresponding co-expression pathways. The heatmap shows the ratio of
expression in BJEL or BJELM cells relative to the expression in BJ cells. The
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Additional file 5: Table S1. Chromatin remodelers/modulators
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from deregulated gene programming during tumorigenesis. Some of
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Additional file 8: Figure S5. Classification heatmap model showing the
loss of fibroblast identity by BJ fibroblasts during the transformation,
while gaining traits of embryonic stem cells. The analysis was performed
using the CellNet tool. The color key shows the similarity between the
training system and study samples. Yellow and black indicate high and
low levels of resemblance, respectively. b.r. biological replicate. (PDF 2.96 mb)

Additional file 9: Figure S6. A two-step normalization procedure
required for proper multiprofile comparison. a To account for technical
aspects like antibody efficiency and sequencing depth, we used Epimetheus,
a two-step normalization procedure in which (i) the raw count intensity in
ChIP-seq datasets produced with antibodies targeting the same factor are
corrected following a quantile normalization procedure; then (ii) normalized
ChIP-seq profile read counts corresponding to a variety of factors are
brought to the same scale via a z-score normalization correction. b
The effect of the quantile normalization on H3K9ac datasets assessed
in all three cell lines of the stepwise transformation model. Notice
that BJELM cells display lower intensity levels of the H3K9ac mark in
the LBR promoter (blue arrow) relative to BJ and BJEL cells, while LBR
gene expression is upregulated in BJEL and BJELM cells; after quantile
correction, the levels in the BJELM dataset appears the same as in
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notice the higher background (region under the red brace) in the
raw profiles of the BJEL dataset (in comparison with BJ and BJELM),
which is brought to the same level in all three datasets after normalization.
(PDF 520 kb)

Additional file 10. Transcriptome data summary provided in Excel
format. (XLS 1293 kb)

Additional file 11: Figure S7. Chromatin state annotation.
a Statistical analysis of chromatin states (initial and combined) at the
TSSs of DEGs. b Chromatin state classification. c Normalized ChIP
signal intensities at the TSSs ±500 bp, ordered from first to 26th
chromatin state as in a in BJ cells. (PDF 2.95 mb)

Additional file 12. MYC target genes as determined by the analysis of
publically available ChIP-seq profiles and defined by the association of
the MACS peaks (p value threshold = −30) with the TSS of genes using a
10-kb distance as an association criterion. (XLS 199 kb)

Additional file 13: Figure S8. Cross-cancer alteration summary for
CHD7, DHX33, NOLC1, and MYC among 123 cancer types; 99 cancer types
that have alterations in these genes are displayed in the histogram.
In 49 types of cancer, alterations in these genes occur in more than
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cancer, and ovarian serous cystadenocarcinoma have the highest rate
of amplification of these genes in tumor samples (55.2, 50.5, and
44.1 % of cases, respectively). (PDF 2990 kb)
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Reconstructed cell fate–regulatory programs in stem
cells reveal hierarchies and key factors of neurogenesis

Marco-Antonio Mendoza-Parra, Valeriya Malysheva, Mohamed Ashick Mohamed
Saleem, Michele Lieb, Aurelie Godel, and Hinrich Gronemeyer
Equipe Labellisée Ligue Contre le Cancer, Department of Functional Genomics and Cancer, Institut de Génétique et de Biologie
Moléculaire et Cellulaire, Centre National de la Recherche Scientifique, UMR7104, Institut National de la Santé et de la Recherche
Médicale, U964, Université de Strasbourg, Illkirch, France

Cell lineages, which shape the body architecture and specify cell functions, derive from the integration of a plethora of cell

intrinsic and extrinsic signals. These signals trigger a multiplicity of decisions at several levels to modulate the activity of

dynamic gene regulatory networks (GRNs), which ensure both general and cell-specific functions within a given lineage,

thereby establishing cell fates. Significant knowledge about these events and the involved key drivers comes from homoge-

neous cell differentiation models. Even a single chemical trigger, such as the morphogen all-trans retinoic acid (RA), can

induce the complex network of gene-regulatory decisions that matures a stem/precursor cell to a particular step within

a given lineage. Here we have dissected the GRNs involved in the RA-induced neuronal or endodermal cell fate specification

by integrating dynamic RXRA binding, chromatin accessibility, epigenetic promoter epigenetic status, and the transcrip-

tional activity inferred from RNA polymerase II mapping and transcription profiling. Our data reveal how RA induces

a network of transcription factors (TFs), which direct the temporal organization of cognate GRNs, thereby driving neuro-

nal/endodermal cell fate specification. Modeling signal transduction propagation using the reconstructed GRNs indicated

critical TFs for neuronal cell fate specification, which were confirmed by CRISPR/Cas9-mediated genome editing. Overall,

this study demonstrates that a systems view of cell fate specification combined with computational signal transduction mod-

els provides the necessary insight in cellular plasticity for cell fate engineering. The present integrated approach can be used

to monitor the in vitro capacity of (engineered) cells/tissues to establish cell lineages for regenerative medicine.

[Supplemental material is available for this article.]

The life of cells in multicellular organisms is directed by dynamic
gene programs, which guide and define lineage progression from
pluripotent to differentiated states through series of temporal deci-
sions. Knowledge of these programs and decisions reveals not only
how cells acquire physiological functionalities, it also provides key
information for therapy, as deviations from this blueprint can lead
to disease. Moreover, the possibility to interfere with cell program-
ming by treating stem cells or reprogramming somatic cells may
generate specific autologous cell types for regenerative medicine
in a personal medicine context.

Cell lineages derive from series of subsequent programming
decisions. Cell differentiation models, particularly those where
the series of transitions within a lineage is initiated by a single
chemical trigger like all-trans retinoic acid (RA), significantly facil-
itated the study of cell fate acquisition. The use of RA (rather than
complex culture conditions) as a defined trigger of regulatory
events is essential to elucidate the dynamically regulated “down-
stream” gene networks. In this context, our studyof F9 embryo car-
cinoma (EC) cells provided a first detailed view of RA-induced gene
program diversification through a plethora of regulatory decisions
(Mendoza-Parra et al. 2011).

EC cells can differentiate into all three primary germ layers
(Soprano et al. 2007).While F9 cells differentiate into primitive en-
doderm when treated with RA in monolayer, parietal or visceral
endodermal differentiation is observed when RA is either comple-

mented with cyclic AMP or when cells are cultured as embryoid
bodies in suspension. P19 EC cells differentiate into either skeletal
muscle or neuronal cell types upon treatment with dimethlysulf-
oxide or RA, respectively. Thus, RA can induce cell fate commit-
ment toward two distinct primary germ layers. However, the
temporal evolution of the corresponding gene programs and the
regulatory mechanisms remained elusive.

RA signaling is initiated by its binding to retinoid receptor
heterodimers (RAR/RXR), members of the nuclear receptor (NR)
family of ligand-regulated TFs (Laudet and Gronemeyer 2002).
Upon ligand binding, RAR/RXR recruits coactivator complexes
leading to the transcriptional activation of target genes (TGs)
(Gronemeyer et al. 2004; Rosenfeld et al. 2006). The complexity
of the RA signaling is largely increased by the expression of three
RXR and three RAR isotypes (alpha, beta, and gamma), as each
RAR/RXR combination could regulate cognate gene programs
(Chiba et al. 1997). Interestingly, particular isotype-selective RAR
ligands (Alvarez et al. 2014) induced specific cell fate transitions:
F9 cells show similar morphological cell differentiation pheno-
types when treated with RA or the RARG-selective ligand
BMS961, but not with the RARA-selective ligand BMS753. In con-
trast, in P19 cells BMS753 and RA induce the same morphological
differentiation, while BMS961 has no such effect (Taneja et al.
1996). These observations strongly support a critical role of RAR
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isotypes in the establishment of different
cell fate commitment processes.

Given that RARA/G isotypes are
expressed similarly in both EC cells
(Supplemental Fig. S1), we reconstructed
the dynamics of GRNs that are at the
basis of the cell fate decisions in F9 and
P19 cells by characterizing common
and cell-specific RA-induced gene pro-
grams (Supplemental Fig. S2). We sub-
sequently developed a computational
signal transduction model that was
used to (1) verify the temporal transcrip-
tional coherence of the reconstructed
GRN, and (2) predict potential down-
stream TFs that drive neuronal cell
fate commitment. Using CRISPR/dCas9
(D10/N863A) technology, we activated
the transcription of several predicted fac-
tors and assessed their capacity to induce
the acquisition of neuronal identity.
Overall, this study provides a detailed
view of the complex regulatory wirings
that are commonly initiated in both EC
model systems but lead to distinct cells
fates and which can be engineered for re-
directing cell fate decisions.

Results

RA induces both common and cell fate-

specific programs in F9 and P19 cells

As RA induces a neuronal cell fate of P19
cells, while driving endodermal differ-
entiation of F9 cells, we first defined
common and cell-specific RA-induced
programs in these models. We used pre-
viously established monolayer cultures
(Monzo et al. 2012) for efficientmorpho-
logical P19 cell differentiation by RA
and showed that this process is driven
by RARA by using RAR isoform-specific
agonists (Supplemental Fig. S3A). Neuro-
nal cell fate commitment was confirm-
ed by the induction of neurogenin 1
(Neurog1) and Neurod1 (Supplemental
Fig. S3B). Analysis of the global tran-
scriptome changes during P19 cell differ-
entiation revealed a previously reported
progressive increase of differentially ex-
pressed genes (DEGs) (Wei et al. 2002).
Indeed, after 2 h of RA treatment, only
51 genes showed an induction of ≥1.8-
fold, while >1000 were induced after 72 h (Supplemental Fig. S4).

A comparison of the temporal transcriptome changes during
endodermal F9 (Mendoza-Parra et al. 2011) and neuronal P19 cell
differentiation revealed that >60% of genes are commonly regulat-
ed inboth cell lines, albeitwithdifferent kinetics in somecases (Fig.
1). F9 cells present a higher number of DEGs in the first hours of RA
treatment (Fig. 1A), but most of these early responders are also ob-
served in P19 cells at later time points. In keepingwith the progres-

siveexpressionof thedifferentiatedphenotype, divergent cell type-
selective gene expression increased toward later time points, such
that at 72 h, only <30% of the genes differentially expressed in
P19 were similarly regulated in F9 cells (Fig. 1B). Gene Ontology
(GO) analysis classified the commonly RA-regulated genes as in-
volved in retinoid binding or cell fate commitment. Among them
were classical RA-induced genes (e.g., Rarb, Cyp26a1, or Hoxa1),
while pluripotency factors were down-regulated (Fig. 1C). As

Figure 1. Common and specific RA-induced differentiation programs characterized in F9 and P19 em-
bryonal carcinoma cells. (A) Scatterplot illustrating transcriptome changes in F9 and P19 EC cells at dif-
ferent time points during RA-induced differentiation. Gene expression levels relative to the
undifferentiated state were classified as common, EC-specific, or not differentially expressed, based on
a defined fold change threshold (up-regulated genes, fold change > 1.8; down-regulated genes, fold
change < 0.5) at a given time point. (B) Differential gene expression levels in both model systems were
used for computing the number of differentially regulated genes (y-axis) at various time points covering
the first 72 h of RA treatment (x-axis). DEGs were classified as either commonly or cell-specifically ex-
pressed. This classification takes into consideration the gene expression response over all evaluated
time points, in contrast to A, where a classification per time point is performed. (C) Temporal changes
in transcriptional expression in either F9 or P19 EC cells are displayed for common and cell type-specific
genes. Relevant GO terms per common or cell type-specific group of genes are displayed.
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expected, P19-specific RA-induced genes are enriched forGO terms
like neuronal fate commitment, while down-regulated genes are
enriched for terms like endoderm or mesoderm development and
stem cell maintenance, which are repressed during neuronal cell
fate acquisition.

Chromatin state dynamics during neuronal and endodermal

differentiation correlate with gene coexpression patterns

While the above transcriptome profiling revealed the RA-induced
changes, an understanding of the corresponding regulatory
mechanisms requires additional analyses of the RA-modulated
key players and the information on epigenome and chromatin
structure changes. To this end, we mapped RXRA binding sites
to identify cognate TGs and complemented this readout with
the characterization of epigenetic marks indicative for active and
repressed transcription, open chromatin regions, and RNAPII
binding at regulated genes. Our combinatorial analysis of the
generated data sets demonstrated the existence of genomic re-
gions preferentially enriched for repressive marks (H3K27me3), bi-
valent/poised (H3K27me3 and H3K4me3), or active promoter
regions (H3K4me3 and/or RNAPII), but also for candidate enhanc-
er regions where open chromatin sites co-occurred with RXRA
binding (Fig. 2A).

An example of the temporal connection between these vari-
ous regulatory events is the HoxA cluster, where the progressive
loss of the repressive H3K27me3mark during RA-induced differen-
tiation both in P19 and F9 cells correlates with a gain in FAIRE,
RXRA, and RNAPII enrichment patterns (Fig. 2B). These progres-
sive changes of chromatin accessibility/TF association and gain
of marks for active transcription with concomitant loss of “repres-
sive”marks correlated with the collinear mechanism for transcrip-
tion activation ofHox genes, previously described in other systems
(Kashyap et al. 2011; Montavon and Duboule 2013).

To evaluate the coherence between epigenetic status and
transcriptional activity, temporal transcriptomes were analyzed
in the context of gene coexpression paths with the Dynamic
Regulatory Events Miner (DREM) (Ernst et al. 2007). This analysis
gave rise to a total of six coexpression paths (Mendoza-Parra et al.
2011) for the endodermal differentiation and 10 coexpression
paths for the neuronal cell fate acquisition (Fig. 2C).

Assuming that genes with similar temporal expression pat-
terns share common temporal alterations of epigenome and
RNAPII recruitment patterns, we assessed the enrichment of
H3K27me3, H3K4me3, and/or RNAPII at the promoter regions of
genes differentially expressed in both model systems and dis-
played it in a coexpression path context. To accurately define tem-
poral enrichment patterns, we first normalized the ChIP-
seq profiles using a novel two-step normalization procedure
(Supplemental Methods; Supplemental Fig. S5).

We observed in general a positive correlation between the
temporal evolution of gene coexpression paths and normalized
H3K4me3 and RNAPII enrichment patterns at promoter regions
of concerned genes, while a negative correlation was seen with
the repressive H3K27me3 mark (Fig. 2D). Given the presence of
both common and endodermal (F9)/neurogenesis (P19)-specific
gene programming in each path, we analyzed these programs
separately (Supplemental Fig. S6). As expected, the evolution of
the chromatin states of gene promoters from the common pro-
gram was highly similar in F9 and P19, while the states of fate-
specific programs showed significant temporal divergence. In
coexpression paths with a similar epigenetic landscape in both

cell lines (path1 in F9; path1, 2, and 4 in P19), RA induction led
to a temporal increase in the ratios of “active” over “repressive”
chromatin in a F9/P19-specific manner, coinciding with increased
gene expression.

In contrast, genes of other paths showed already in the non-
induced state distinct epigenetic and/or RNAPII association char-
acteristics (paths2, 4, and 5 in F9; path3 and partially path1 in
P19 cells). Paths composed of genes gradually repressed during dif-
ferentiation in an endodermal (F9)/neurogenesis (P19)-specific
manner frequently gained in “repressive” chromatin (path9/10
of P19 cells; path6 in F9 cells). Importantly, the temporal evolu-
tion of specific genes fully reflected the global promoter character-
istics within these paths, as for the commonly regulated Rarb or
Pou5f1 and the P19-specific Neurog1 or Tal2 gene promoters
(Supplemental Fig. S7).

Altogether, these data support the concept that RA-induced
commonand fate-specific temporal changes in gene programming
closely correlate with changes in the ratios of “active” and “repres-
sive” chromatin marks at the cognate promoter regions.

Dissection of common and divergent target gene programming

in neuronal and endodermal lineage-committed cells by RAR

isotype-specific ligands

To identify core GRNs for the cell fate transitions, we established
P19 transcriptomes after treatment with RAR subtype-specific ago-
nists. Gene coexpression paths were nearly identical for the RARA-
specific agonist (BMS753) and RA (Fig. 3A), in keeping with the
common induction of a neuronal fate (Supplemental Fig. S3).
No such effect was seen with RARB or RARG-specific agonists
(Fig. 3A; Supplemental Figs. S8, S9). In F9 cells, both RA and the
RARG agonist (BMS961) induced endodermal differentiation, as
revealed by corresponding gene expression changes (Supplemen-
tal Fig. S8;Mendoza-Parra et al. 2011). Despite the similar response
kinetics of RA and BMS753, the RARA agonist did not regulate the
same number of genes as RA, suggesting that only a fraction of the
RA responsive genes in P19 cells is required for phenotypic differ-
entiation. Apparently, the BMS753-regulon corresponds to a min-
imal regulatory network, but the regulatory input of RA is more
complex and extends beyond known differentiation features.

To reveal the direct RAR-RXR heterodimer TGs, we compared
the proximal binding of RXRA (<10 kb distance) and the co-occur-
rence of open chromatin regions with RA or RAR subtype-specific
agonist-regulated genes. From 695 RA-induced genes with FAIRE
and RXRA sites in proximity, 44% responded to BMS753 but
<2% to BMS961 or BMS641 (Fig. 3B). A similar analysis for F9 cells
showed that from 327 RA–up-regulated genes displaying FAIRE
and RXRA sites in proximity, about half (166 genes) responded
also to the RARG-specific agonist BMS961, while significantly
less (∼25% and <4%) responded to RARA or RARB agonists, corrob-
orating our previous findings (Mendoza-Parra and Gronemeyer
2013). Together, our results provide a complete gene regulatory
framework accounting for the observations (Taneja et al. 1996)
that RARA triggers neuronal differentiation of P19, while RARG in-
duces endodermal differentiation of F9 cells.

To link the appearance of FAIRE and RXRA sites to transcrip-
tion activation, we classified genes according to their temporal in-
duction during RA or BMS753 treatment and proximal FAIRE and
RXRA co-occurrence (SOTA, self-organization tree algorithm) (Fig.
3C; Supplemental Fig. S10). This methodology classified the tran-
scriptional activation of P19 genes in six temporal patterns.
Importantly, each class of the RA-induced P19 RXRA target genes
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Figure 2. Multiparametric viewof retinoid-induced cell fate transitions. (A) Chromatin state analysis performed over all profiled factors at all time points in
P19 and F9 cells. Based on the predicted states resulting from a combination of all studied factors (left panel, relative observation frequency); four major
candidate states were inferred: repressed, bivalent or active promoter, and enhancer-related states. This classification is supported by their functional en-
richment levels associatedwith the described genomic annotations (right panel). (B) TheHoxA cluster at Chromosome 6 displaying temporal changes in the
enrichment of H3K27me3 and H3K4me3, the chromatin accessibility status (FAIRE-seq), the recruitment of the RXRA, and the transcriptional activity re-
vealed by the profiling of the RNAPII. (C) Stratification of the temporal transcriptome profiling during RA-induced F9 (upper panel) or P19 cell differentiation
(lower panel) in gene coexpression paths, accompanied by relevant bifurcation points (pink circles). Numbers of genes composing each of the coexpression
paths are displayed (right). (D) Dynamics of promoter chromatin states during RA-induced F9 (upper panel) or P19 cell differentiation (lower panel). Gene
promoters of the coexpression paths displayed in C are analyzed for temporal enrichment of (1) the repressive histone modification mark H3K27me3
(black), (2) the active histone modification mark H3K4me3 (blue), and (3) RNAPII (orange). Changes of mRNA levels relative to the noninduced condition
are also displayed (“Diff Gene expression”; green). The y-axis corresponds to the average relative enrichment level derived from Epimetheus normalization
(Supplemental Fig. S5). The shaded area corresponds to a 95% confidence interval.
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Figure 3. Different RAR subtypes induce chromatin alteration in RA-responsive genes of P19 and F9 cells. (A) Heat map illustrating the transcriptional
responses of genes comprising the 10 coexpression paths characterized in P19 cells during RA-induced differentiation or in the presence of the indicated
RAR isotype-specific agonists. (B) DEGs during RA-induced differentiation in P19 or F9 cells that present FAIRE and RXRA binding in proximity (<10 kb from
the TSS) are compared with their corresponding transcriptional response in the presence of RAR isotype-specific agonists. (C) Heat map illustrating tem-
poral SOTA classification of P19 genes positive for RXRA binding, and/or display altered chromatin structure (FAIRE-seq), and/or are induced in response to
RA. This classification gave rise to the identification of six classes of genes with different temporal induction patterns (Supplemental Fig. S5). (D) Number of
DEGs F9 or P19 cells commonly regulated by RA and BMS753 or RA and BMS961 and presenting a proximal FAIRE and RXRA binding site, stratified for the
cell-specific (P19, F9) and common programs. (E) RT-qPCR revealing the temporal RA-induced mRNA expression profiles of bona fide RA target genes. (F )
FAIRE-seq, RXRA, and RNAPII ChIP-seq profiles for the factors assessed in E. Rarb, Gbx2, and Tal2 are early responding genes, while Ascl1 gets significantly
induced only after 24 h of RA induction. (G) Immunofluorescencemicrograph of wild-type and CRISPR/Cas9-inactivated Tal2 orGbx2 P19 cells after 96 h of
RA treatment. Cells were stained for the neuronal markers TUBB3 (red) and MAP2 (green); nuclei were stained with DAPI (blue). Gbx2-inactivated cells
present a lower frequency of double-stained TUBB3/MAP2 cells and shorter axon-like extension than Tal2-inactivated or wild-type cells.
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contains a great number of genes that are equally induced in F9
cells, irrespective of the divergent cell fate acquisition (Fig. 3D;
Supplemental Fig. S10). Among those are not only early induced
prototypical TGs, like Rarb (Fig. 3E,F), Foxa1 (Tan et al. 2010;
Mendoza-Parra et al. 2011), andHoxa1, but also late-induced direct
TGs, such as Pbx1, Pbx2, Cdh2, Sox6, and Sox11 (Supplemental Fig.
S10). This shows that, despite significantly advanced divergent dif-
ferentiation, RA still continues to induce an identical subset of TGs
irrespective of endodermal or neuronal differentiation.

As expected, the P19-specific direct RXRA targets comprise
factors involved in neurogenesis, mostly expressed at late time
points during differentiation (Ascl1 [Fig. 3E,F; Voronova et al.
2011; Huang et al. 2012, 2015]; Gata3 [Martinez-Monedero et al.
2008]). Interestingly, however, the expression of some P19-specific
TGs was already affected during the first hours of RA-treatment,
among them, the TFs Gbx2 (Bouillet et al. 1995; Inoue et al.
2012; Nakayama et al. 2013), and Tal2, which is essential for mid-
brain neurogenesis (Achim et al. 2013) and contains an intronic
RA response element (Kobayashi et al. 2014, 2015). We identified
two additional RXRA binding sites proximal to Tal2—a constitu-
tive RXRA binding site ∼3 kb downstream from the coding region
and a second site upstream of the transcription start site (TSS) (∼5
kb), which is similarly occupied in the absence of ligand but per-
sists only until 6 h after initiating RA treatment (Fig. 3F).

To evaluate the importance of TAL2 and GBX2 for RA-in-
duced neuronal commitment, we used CRISPR/Cas9-mediated
gene inactivation (Supplemental Fig. S11A). Tal2-gene inactiva-
tion did not impair the expression of other neuronal-specific
factors like ASCL1, NEUROD1, POU3F4, or NEUROG1 (Supple-
mental Fig. S11B). In contrary, Gbx2-inactivation reduced their
expression severely, suggesting that GBX2 rather than TAL2 is a
critical mediator of RA-induced neuronal commitment. This has
been further supported by immunohistochemical analysis of the
neuron-specific tubulin, beta 3 class III (TUBB3) and the micro-
tubule-associated factor MAP2 (Fig. 3G; Supplemental Fig. S9), as
RA induction of Gbx2-inactivated cells resulted in dramatically re-
duced numbers of TUBB3 and MAP2-stained cells, concomitantly
with a major reduction of axonal extensions.

A network of TFs drives cell fate lineage decisions

The above integrative approach identified direct RXRA TGs, seve-
ral of which are TFs. Conceptually, these genes could initiate
TF-guided signal transduction cascades, ultimately generating
the differentiated phenotype. To identify TFs relevant for the RA-
induced neuronal fate of P19 cells, we establishedDREM-predicted
coexpression paths (Fig. 2C). DREM evaluates the enrichment of
coexpression paths for TGs associated with given TFs retrieved
from TF-TG collections (Fig. 4A). Indeed, correlating RXRA bind-
ing/FAIRE site annotations with DREM-based gene coexpression
analysis revealed the presence of RA target genes in the early
path1-5, compliant with the inductive role of RXR-RAR hetero-
dimers (Fig. 4B).

To identify additional relevant TFs, we reconstructed the
RA-induced TF-TGnetworks involved in neuronal (P19) and endo-
dermal (F9) differentiation by integrating the GRN interactions
that constitute CellNet (Morris et al. 2014) into the DREM analysis
(Fig. 4A). We identified multiple TFs associated with several coex-
pression paths but also path-specific TFs (Fig. 4C). Several of them
were differentially expressed upon exposure to RAor RARA-specific
agonists, supporting a direct implication in the predicted bifurca-
tion (Fig. 4D). The negatively regulated coexpression path 10 asso-

ciated with the self-renewal and pluripotency factors NANOG,
POU5F1, ZFP42, SOX2, or SALL4 or with GBX2 and OTX2, TFs
expressed very early during neuroectoderm development (Millet
et al. 1999). Note that RA induction of GBX2 negatively regulates
the expression of OTX2 in the anterior brain (Li and Joyner 2001;
Inoue et al. 2012), corroborating their inverse expression patterns
(Fig. 4D). Similarly, the early induced path1 is enriched for homeo-
box TF (HOXB1, HOXD1)-TGs but also for targets of ASCL1,
OLIG2, and POU3F4, which are specifically expressed in neural tis-
sues and, moreover, impose a neuronal fate on MEFs (Vierbuchen
et al. 2010). Furthermore, the intermediate to late-induced path4 is
enriched for MEIS2, PBX1, TBX2, or HOXA1, the latter being es-
sential for neuronal commitment of mouse embryonic stem cells
(Martinez-Ceballos and Gudas 2008). Integrating the CellNet TF-
TG regulatory network information into the endodermal differen-
tiation model (F9) revealed a set of TFs specifically involved in en-
dodermal gene programming (“F9-specific”) (Supplemental Fig.
S12). However, we found a surprisingly large number of TFs that
are commonly involved in both RA-induced endodermal and neu-
ronal differentiation. A comparison of the GRNs inferred from
these analyses is provided below.

Generation of comprehensive RA-driven signal transduction

networks for neuronal and endodermal cell fates

To provide a comparative view of the signal transduction cascades
driving the differential cell fates induced by RA in F9 and P19 cells,
we integrated the CellNet TF-TG relationships (Morris et al. 2014),
complemented by direct RA target and DREM analysis data, result-
ing in the reconstruction of a comprehensive GRN (2981 nodes,
44,931 edges) (Fig. 5A; Supplemental File S1). Two major nodes
(blue squares) represent the initial RXRA/RAR signal interpreter
in P19 or F9 cells. Each of them is associated with its direct targets
of the common or fate-specific programs.

As CellNet was established using different cell types, it com-
prises also TF-TG interactions that are irrelevant for RA-dependent
gene regulation. To exclude such interactions, we developed a
computational approach that evaluates the coherence of the TF-
TG relationships with the temporal evolution of transcription ac-
tivation (Fig. 5B). Specifically, all interconnections from nodes
not differentially expressed or originating from nodes not related
to the initial cue were excluded, reducing the reconstructed GRN
to 1931 nodes and 11,625 edges. The temporal evolution of com-
mon and fate-specific networks is evident from the superposition
of RA-dependent gene expression patterns at the first four time
points of the reconstructed GRN (Fig. 5C; Supplemental File S1)
and from the increasing fraction of transduced nodes for each lin-
eage-specific program (Fig. 5D).

The reconstructed network reveals also the RAR isotype-selec-
tive induction of endodermal or neuronal fates. Indeed, the RARA-
specific agonist BMS753 fully recapitulates the neurogenic RA-re-
sponse of P19 in both common and P19-specific gene regulatory
programs, while only a minor fraction of this program is regulated
in F9 (Fig. 5E,F; Supplemental File S1). Similarly, the RARG-specific
BMS961 activates endodermal programming as RA in F9 but re-
mains as ineffective in P19 as the RARB-agonist BMS641 in both
cell fate programs. Further reduction by applying topological crite-
ria generated a network (80 nodes, 626 edges) (Supplemental Fig.
S17) withmajor nodes distributed in four subnetworks: two impli-
cated in cell differentiation (pluripotency, HOX factors) and two
neuronal/endodermal regulatory programs.

Mendoza-Parra et al.

6 Genome Research
www.genome.org

 Cold Spring Harbor Laboratory Press on November 15, 2016 - Published by genome.cshlp.orgDownloaded from 

http://genome.cshlp.org/lookup/suppl/doi:10.1101/gr.208926.116/-/DC1
http://genome.cshlp.org/lookup/suppl/doi:10.1101/gr.208926.116/-/DC1
http://genome.cshlp.org/lookup/suppl/doi:10.1101/gr.208926.116/-/DC1
http://genome.cshlp.org/lookup/suppl/doi:10.1101/gr.208926.116/-/DC1
http://genome.cshlp.org/lookup/suppl/doi:10.1101/gr.208926.116/-/DC1
http://genome.cshlp.org/lookup/suppl/doi:10.1101/gr.208926.116/-/DC1
http://genome.cshlp.org/lookup/suppl/doi:10.1101/gr.208926.116/-/DC1
http://genome.cshlp.org/lookup/suppl/doi:10.1101/gr.208926.116/-/DC1
http://genome.cshlp.org/lookup/suppl/doi:10.1101/gr.208926.116/-/DC1
http://genome.cshlp.org/lookup/suppl/doi:10.1101/gr.208926.116/-/DC1
http://genome.cshlp.org/lookup/suppl/doi:10.1101/gr.208926.116/-/DC1
http://genome.cshlp.org/lookup/suppl/doi:10.1101/gr.208926.116/-/DC1
http://genome.cshlp.org/lookup/suppl/doi:10.1101/gr.208926.116/-/DC1
http://genome.cshlp.org/lookup/suppl/doi:10.1101/gr.208926.116/-/DC1
http://genome.cshlp.org/
http://www.cshlpress.com


In summary, the reconstructed GRN reconstitutes a scenario
in which cascades of TF-driven common and specific regulatory
programs are responsible for acquisition of endodermal and neuro-
nal fates. Thus, cell fate specification is predefined by a given cel-
lular context even when the same chemical trigger is used for
program initiation.

Identification of “master regulators” from a hierarchical

analysis of the GRN

The reconstructed GRN for neuronal/endodermal fates reveals
common and cell fate-specific factors, which instruct the two
RA-induced differentiation programs. The neurogenic GRN con-
tains several known neuronal TFs, but the majority of these are ac-
tivated late. To identify early key TFs (“master regulators”) critical
for cell fate commitment, we simulated the capacity of each of the
1087 nodes of the P19-specific program to propagate the transcrip-

tional regulatory cascade toward the latest time point, correspond-
ing to the ultimate biological readout (Fig. 6A; Supplemental Fig.
S13). This analysis predicted less than 75 nodes as master regula-
tors of the neurogenic program (Fig. 6B; Supplemental Fig. S13).
Among them, several known neuronal TFs, like NEUROD1,
NEUROG2, POU3F2, or MYT1L, reconstitute <20% of the P19 pro-
gram, while other “early” factors, like ASCL1 (Huang et al. 2012,
2015), NR2F2 (Zhou et al. 2015), or NR4A2 (Park et al. 2006) recon-
stitute >60% (Fig. 6B). Importantly, this analysis identified addi-
tional TFs (e.g., GBX2, TAL2, TSHZ1, DMRT1, LHX2) with the
capacity to reconstitute >50% of the P19-specific program.
Moreover, the reconstructedGRN revealed direct and indirect links
betweenmanyof these factors and connection to the neuronal fac-
tors ASCL1, NEUROG1, NEUROG2, and/or POU3F2 (Fig. 6C).

To evaluate the relevance of predicted TF-TG relationships,
we used the CRISPR/dCas9 transcription activation strategy to in-
duce expression of endogenous factors (Konermann et al. 2015).

Figure 4. Inferring relevant TF-TG relationships during RA-induced neuronal cell fate transition. (A) Scheme of the strategy applied by DREM to integrate
static TF-TG regulatory relationships with the temporal gene coexpression paths. In addition, the information provided by the CellNet collection and the
RXRA binding/FAIRE site information have been integrated. (B) Bar graph depicting the fraction of RXRA and FAIRE TGs in each coexpression path assessed
in P19 cells during the RA-induced differentiation. (C ) TFs’ enrichment per coexpression path in P19 cells as predicted by DREM (hypergeometric distri-
bution probability). The heat map illustrates the enrichment confidence per coexpression path for each of the most confident TF associations (CellNet da-
tabase) further classified by Euclidean hierarchical clustering (EHC). On the right, the identity of relevant TFs per cluster and their implication in common
and endodermal (F9)-/neuronal (P19)-specific gene programs is displayed. (D) mRNA expression levels of relevant TFs displayed in C assessedwith either RA
or RAR-specific agonists.
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Figure 5. Temporal signal propagation in RA-induced GRNs for neuronal and endodermal cell fate decisions. (A) Structure of the reconstructed GRN dis-
playing genes that are selectively or commonly regulated during neuronal and endodermal cell differentiation. For illustration purposes, all edges were re-
moved; arrows indicate the direct regulation of each of these programs by TFs that are bona fide direct RA responsive genes (blue squares; black arrows).
Gene expression changes are illustrated as heat maps. (B) Signal transduction model aiming at evaluating the coherence between the reconstructed
GRN and the temporal gene expression changes. The starting node where the initial cue activates the signal transduction is depicted, as well as the down-
stream node interconnections required for its propagation. The temporal transcriptional state for each node is defined as 1, 0, or −1 (up-regulated, nonre-
sponsive, or down-regulated, respectively). The model excludes signal cascade progression branches (illustrated by crosses) when (1) the state of a node
remains nonresponsive; (2) the directionality of the TF-TG relationship is opposite to the temporal signal flux; or (3) the TF-TG relationships are not part
of the main signal transduction propagation branches. (C) Temporal transcriptional evolution of the reconstructed GRNs in P19 or F9 RA-induced cell dif-
ferentiation.Note that commonprogramsdominate at early timepoints,while theneuronal/endodermal programs takeover at late timepoints. (D) Fraction
of transduced nodes per regulatory program for both model systems (F9-specific, common, P19-specific), as assessed by the signal transductionmodel. As
illustrated inC, the commongene regulatory program is activated early (>80% inboth cell lines after 2 hof RA treatment),while the cell fate-specific program
is set up progressively (∼60% of specific programs in either of the model systems after 48 h of RA). (E) Responsiveness of common and neuronal-/endoder-
mal-specific GRNs described in A to agonists selective for the three RAR isotypes. (F) Fraction of reconstituted gene regulatory programs (GRPs) (after 72 h of
RA treatment) in both model systems when either the RA or RAR-specific agonists-derived transcriptomes are used for modeling signal transduction
propagation.
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Figure 6. Predictingmaster regulators of neurogenesis bymodeling signal transduction propagation. (A) Scheme of the signal transduction propagation
model initiated at a downstream layer in the reconstructed GRN. (B) 1087 nodes comprising the P19-specific GRP (x-axis) ranked according to their per-
formance in reconstituting the ultimate level of the P19-specific program (y-axis). Previously known neuronal factors are depicted in association with their
position in the ranking (gray). Less characterized factors with significant signal propagation performance toward the final level are in blue. (C)
Transcriptional regulatory relationships among the newly predicted factors in B are depicted in the context of their interconnections with relevant neuronal
markers. Their relative temporal transcriptional response under RA-driven conditions is indicated (color coded). (D) Immunofluorescence micrographs il-
lustrating the presence of the neuronal markers TUBB3 (red) and MAP2 (green), in P19 cells after CRISPR/dCas9 (D10/N863A)-mediated transcription ac-
tivation of Tal2, Gbx2, Lhx2, or Dmrt1 treated with the RARG-specific agonist BMS961 or vehicle. (E) Immunofluorescence micrographs revealing the
presence of the neuronal markers TUBB3 (red) and MAP2, SOX1, or Nestin (NES; green) in F9 cells after CRISPR/dCas9 (D10/N863A)-mediated transcrip-
tion activation of Tal2, Lhx2, andDmrt1 treatedwith BMS961 and the RARB-specific BMS641. In the right panel, amock-CRISPR/dCas9 (D10/N863A) trans-
fection assay (no guide RNA) in F9 cells under identical treatment conditions is displayed.
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Specifically, we used guide RNAs to target the Tal2, Gbx2, Lhx2, or
Dmrt1 promoters for VP64-mediated transcription activation. To
study if the common regulatory program is required for efficient
cell fate specification, we performed the activation assays in the
presence or absence of the RARG-specific agonist BMS961. This li-
gand does not induce neuronal differentiation of P19 cells
(Supplemental Fig. S9) but activates components of the common
program.Tal2 activation (>200-fold in the presence of BMS961) re-
sulted in induced mRNA expression of Gbx2 (greater than seven-
fold), Lhx2 (>3.5-fold), and of the neuronal factors Pou3f2,
Neurog2, and Neurog1 (>3.5-fold). Similarly, Gbx2, Lhx2, or Dmrt1
activation resulted in increased expression of known neuronal fac-
tors (Supplemental Fig. S14). The BMS961-enhanced response of
most neuronal factors supported our hypothesis that the common
program is required for/supports the fate-selective programs. In all
cases, the engineered activation of these factors (Tal2, Gbx2, Lhx2,
orDmrt1) induced the response of the above neuronalmarkers and
led to a positive immunostaining for the neuronal markers TUBB3
and MAP2 (Fig. 6D).

To ultimately demonstrate the potential of the identified neu-
rogenic key factors to impose a neurogenic fate onto a differently
committed cell, we used the CRISPR/dCas9 (D10/N863A) strategy
to induce in F9 cells the expression of known neurogenic TFs and
master regulators predicted by our transcription propagation ap-
proach. As illustrated in Supplemental Figure S15A, inefficient
CRISPR/dCas9 (D10/N863A)-mediated activation of neuronal
factors in F9 cells was observed in the absence of retinoids. We
therefore hypothesized that the activation of the common gene
program is required for efficient CRISPR/dCas9 (D10/N863A)-
mediated induction of these factors in F9 cells. Indeed, exposing
CRISPR/dCas9 (D10/N863A)-transfected cells to ATRA (Supple-
mental Fig. S15A) or RAR subtype-specific agonists (Supplemental
Fig. S16A) resulted in dramatically increased expression of the
neurogenic factors. This is also supported by the presence (ATRA,
BMS753) and absence (EtOH) of morphological changes in
CRISPR/dCas9 (D10/N863A)-transfected cells (Supplemental Fig.
S15B). Together, this suggested that activation of a subset of the
RA-induced program(s) is required for optimal CRISPR/dCas9
(D10/N863A)-mediated transcription activation, possibly due to
modulation of promoter accessibility. Using this combinatorial
approach, induction of neurogenesis-specific genes was seen
uponCRISPR/dCas9 (D10/N863A)-mediated activation of cognate
genes for both known neurogenic factors (ASCL1, NEUROG2,
POU3F2, MYT1L, OLIG2) (Supplemental Fig. S16A) and the new
ones predicted in the present study (TAL2, LHX2, DMRT1) (Sup-
plemental Fig. S16B). In all cases, F9 neuronal transdifferentiation
was confirmed by immunostaining for TUBB3, SOX1, Nestin,
and MAP2 (Fig. 6E). Together, these results demonstrated that
the use of signal propagation models from reconstructed GRNs
identifies novel (and confirms known) key TFs involved in cell
fate acquisition.

The EC GRNs are relevant for mouse embryonic stem cell

differentiation

To explore the relevance of our observations and networks for
RA-driven mouse ESC differentiation, we have analyzed publicly
available temporal studies (GSE30176 [Lin et al. 2011];
GSE34279 [Gaertner et al. 2012]). Reconstruction of its dynamic
regulatory map resulted in 14 coexpression paths (Fig. 7A). The
integration of the CellNet TF-TG collection predicted several

self-renewal TFs enriched in the most down-regulated group of
genes, as well as factors like OTX2, GBX2, TSHZ1, or DMRT1,
identified here as relevant components of the RA-induced neuro-
nal differentiation. Other coexpression paths are also enriched
for components identified in the P19 model, revealing major
similarities.

Comparing RA-regulated genes in mouse ES and EC cells re-
vealed that >75% of these genes are commonly up-regulated in
ES and P19 cells; about half of those are also induced in F9 cells
(Fig. 7B,C). Similarly, >65% of the genes repressed in ES are also re-
pressed in P19 cells, again supporting a similar response to RA (Fig.
7B; Supplemental Fig. S18). Despite these similarities, each of the
systems contained sets of additional DEGs. GO analysis for each
of the observed sets of common P19 and ES up-regulated genes re-
trieved neuronal fate-related terms, while up-regulated genes
shared by all three systems were specifically enriched for RA meta-
bolic processes (Fig. 7D).

Unexpectedly, the transcriptional response of ES cells con-
tributed significantly to both the common and the specific (P19/
neuronal; F9 endodermal) gene regulatory programs (GRPs) (Fig.
7E,F), corroborating earlier reports of nonhomogeneous RA-in-
duced differentiation of mouse ES cells (Sartore et al. 2011).
Indeed, improved differentiation protocols involve complex cock-
tails of factors to increase the yield and purity of neuronal precur-
sors (Ying et al. 2003; Abranches et al. 2009).

Discussion

Cell fate transitions are fundamental for the genesis of multicellu-
lar organisms, and aberrations from this body plan can generate
pathologies. One such process is neurogenesis, a highly complex
phenomenon that involves a plethora of instructive signals, in-
cluding cell-to-cell communication and extrinsic chemical signals,
which during organogenesis generate regionally organized cells
with diverse functionality.

Interestingly, the blueprint of neurogenesis, which includes
the principal architecture of the brain, is already encoded within
neuronal stem cells. Indeed, 3D cultures of cerebral organoids
have been developed from ES or iPS cells (Lancaster et al. 2013).
Notably, neurogenesis occurs also in the adult mammalian brain
(Eriksson et al. 1998; Ming and Song 2011), and the plasticity of
cell fates in adult tissues prompted critical reflection about con-
cepts of stemness, cell differentiation, and regeneration (Sanchez
Alvarado and Yamanaka 2014). However, while some key TFs
can be sufficient for cell reprogramming (Weintraub et al. 1989;
Zhou et al. 2008; Ieda et al. 2010; Sekiya and Suzuki 2011), our
knowledge about the temporal evolution and regulation of gene
networks, which specify cell fates and plasticity, has remained
fragmentary. Therefore, we have initiated a study to define the
temporal regulation of gene programs that are initiated by a single
compound, the morphogen all-trans retinoic acid, in P19 cells,
which are committed to undergo neuronal differentiation. The in-
volvement of RA in the developing nervous system and the adult
brain, including its role in regeneration, is well-documented
(Vergara et al. 2005). We have compared these programs with
those responsible for RA-induced endodermal differentiation of
F9 cells (Mendoza-Parra et al. 2011) and defined common and
cell-specific programs, as well as subnetworks initiated by
nodes critical for lineage identity. The results of this analysis
were used to instruct cells adapting a neuronal fate by a combina-
tion of subtype-specific retinoids and CRISPR/dCas-mediated acti-
vation of endogenous genes.
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RA induces modular gene programs in committed EC cells

A comparison of RA-induced neuronal and endodermal GRNs re-
vealed common, endodermal-, and neuronal-specific programs;
most of the well-known RA-targets (e.g., Rarb, Hox genes) belong

to the common program. The specific programs can be activated
by RARA (neuronal) and RARG (endodermal)-selective retinoids
(Alvarez et al. 2014), which both activate the common program
(Fig. 5E). Given that RA regulates multiple embryonic (e.g., limb
development) and cell physiological (e.g., differentiation,

Figure 7. Relevance of the inferredGRP in EC cells in comparison to themouse ESmodel system. (A) Dynamic regulatorymap reconstructed frompublicly
available temporal transcriptomedata of RA-treatedmES cells. (B) Venndiagram illustrating the number of DEGs sharedwith either P19 or F9 cells during the
RA-inducedprogram(all timepoints included). (C) TemporalmRNAgene expression levels (heatmap; inducedgenes) associatedwith eachof the cellmodel
systems and displayed based on the classification in B (for repressed genes, see Supplemental Fig. S18). (D) GO analysis of induced genes displayed in B. (E)
Genes expressed inmouse ES cells after 48 h of RA treatment revealing common and F9-/P19-specific programs and color-coded according to their expres-
sion levels relative to thenoninduced state.Genes composing all threeGRPs are regulated in ES cells, despite the expected neuronal cell fate commitment. (F )
Fraction of reconstituted GRPs in all three cell systems (after 48 h of RA treatment). Note that in mouse ES cells, both the P19- and F9-specific programs are
induced at a level of ∼40%; this contrasts with the much more specific neuronal and endodermal programs in P19 or F9 cells, respectively.
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apoptosis) phenomena in different compartments (e.g., hemato-
poietic system, skin) at different developmental stages (e.g., em-
bryogenesis, organogenesis, adult homeostasis), the overall RA-
program is likely composed of common and specific modules.
Thus, genes supporting stemness (Sox2, Nanog, Myc) are common-
ly repressed in both EC cell lines, as differentiated cells lose pluri-
potency. The coordinately regulated Hox genes may provide
spatiotemporal information to the neuronal and endodermal
progeny; for example, the self-organizing capacity observed for
ES/iPS cell-derived cerebral organoids (Lancaster et al. 2013) may
be linked to the ability of Hox genes to define the body plan.

We noted that the common program does not operate in iso-
lation, as it enables CRISPR-activated key genes (Fig. 6D) to induce
neuronal differentiation. This indicates intimate links between
the cell fate-specific and common programs, which may be of
importance for identifying conditions that support/improve the
efficiency/functionality of engineered ES/iPS cells for regenerative
purposes. It is likely that similar scenarios exist for other nuclear
receptors/TFs with similar pleiotropic action as retinoid receptors.
It would be interesting to compare in this respect the common and
specific gene programs induced by retinoids and vitamin D during
hematopoiesis.

The molecular origin of the divergent cell-specific gene
programs in P19 and F9 cells remains elusive. While it is clear
that different RAR isotypes trigger neurogenic (P19, RARA) and en-
dodermal (F9, RARG) differentiation, we have so far not been able
to identify RAR subtype-selective pioneer principles (Zaret and
Carroll 2011). Thus, it is unlikely that an RAR subtype-specific
gene-regulatoryeventdrives lineage specification; rather, it appears
that P19 and F9 cells are already committed. This is supported by
the differential epigenetic makeup of P19- and F9-specific genes.
In general, activated P19-specific genes lose repressive H3K27me3
marks (with or without gaining H3K4me3 marks) in P19 but not
in F9 cells, and vice versa (see Supplemental Fig. S6). Genes that
became repressed in one EC cell line showed generally increased
levels of H3K27me3 with or without loss of H3K4me3; no such ef-
fect was seen in the other EC cell line. However, genes of the com-
mon program showed similar epigenetic changes, irrespective of
the epigenetic status of genes from the neuronal-/endodermal-spe-
cific program.

Notably, the commitment of P19 and F9 cells to their respec-
tive lineage was not irreversible, as we could transdifferentiate F9
cells into neurons by activating the common RA-induced program
together with the CRISPR/Cas9-mediated induction of endoge-
nous F9 genes that were identified as master regulators of the neu-
ronal program using our novel signal propagation approach (Fig.
6). Notably, activation of the common program was requisite for
transdifferentiation.

The RA-regulated programs of ES and EC cells share common

and divergent features

A comparative analysis of the gene programs initiated by RA in
P19, F9, and ES cells (Lin et al. 2011; Gaertner et al. 2012) yielded
the initially surprising result that the ES program was a composite
of both EC cells rather than a mimic of the neurogenic P19 pro-
gram (Supplemental Fig. S17). However, this result reflects that
(1) only a fraction of ES cells develop into neurons, (2) sophisticat-
ed ES culture conditions are required for efficient differentiation in
vitro (Studer 2014), and (3) exogenous RA addresses simultane-
ously all accessible developmental programs in ES cells, including

endodermal ones, thus justifying our choice of committed P19
cells for defining the neurogenic GRN.

A novel in vitro signal propagation approach

to identify master regulators

Validation of the RA-dependent neuronal GRN in P19 revealed un-
expected results. For example, inactivation of the early induced
Tal2 had no obvious consequences on neurogenesis (Fig. 3G),
while inactivation of the similarly expressed Gbx2 strongly
impaired neurogenesis. However, even though not required,
CRISPR-mediated activation of endogenous Tal2 was sufficient
to drive neurogenesis (together with the common program), as
did the activation of Gbx2 (see Fig. 6E). Thus, the program is com-
posed of both necessary and sufficient actors, including significant
functional redundancy.

One of the questions that derives from the present definition
of the neuronal network refers to its plasticity in supporting
transdifferentiation. Fibroblasts can be converted to electrophysi-
ologically responsive, marker-positive neurons by exogenously ex-
pressed ASCL1, POU3F2, and MYT1L (Wapinski et al. 2013);
similar results were obtained by overexpressing two neurogenins
in human iPS cells (Busskamp et al. 2014). All these factors are ac-
tivated rather late in the RA-induced GRN following complex reg-
ulatory events (Fig. 6C). This suggests two scenarios: (1) either the
complex history of temporally organized gene regulatory events is
necessary, as it generates a spatiotemporal “memory” for the devel-
opment, functional specification, and structural organization of
all the cells that constitute a functional CNS, and the transdifferen-
tiation experiments reveal only a testable fraction of this scenario;
or (2) the cellular plasticity allows for virtually any cell fate conver-
sion given the correct set of conditions and factors is provided (see
also Sanchez Alvarado and Yamanaka 2014). Validating these sce-
narios experimentally requires blueprints of the developmental
programs driving differentiation of CNS compartments and cell
types in vivo and an assessment of how this program can be reca-
pitulated in the structures of cerebral organoids.

The value of reconstructing networks

We demonstrate here that by reconstructing the cellular network
corresponding to induced cell fate transitions, it is possible to infer
relevant factors, their interdependency, and hierarchical position.
Particularly useful was the approach to validate nodes and connec-
tivities that were imported from heterologous settings bymonitor-
ing their temporal coherence with the current expression data and
confirming the functional relevance of predicted key factors by
CRISPR-based approaches. By evaluating the potential of a factor
to generate the final nodes of the network, we identified several
known (e.g., NR4A2, ASCL1, NR2F2) and novel (TAL2, GBX2,
LHX2, DMRT1) key factors involved in retinoid-induced neuro-
genesis (see Fig. 6B). Note that identification of DMRT1 as a poten-
tial neuronal differentiation factor previously involved enormous
transcriptome profiling efforts (Yamamizu et al. 2013).

Modeling temporal signal propagation in reconstructed
GRNs is a general approach to reveal transcriptional interconnec-
tion and identify master regulators in any system. Indeed, for val-
idating the corresponding Cytoscape plugin, we applied it to
diverse phenomena, including differentiation, reprogramming,
and tumorigenesis, supporting its general utility (MA Mendoza-
Parra, PE Cholley, J Moehlin, M Lieb, and H Gronemeyer,
unpubl.). We thus believe that the comprehensive approach de-
scribed here is not limited to understanding the molecular circuits
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underlying physiological and, when altered, pathological cell fate
transition. It provides, moreover, a comprehensive way tomonitor
the ability of stem, reprogrammed, or transdifferentiated cells to
properly adopt a desired cell fate.

Methods

Cell culture

F9 cells were cultured in Dulbecco’s modified Eagle’s medium
(DMEM) supplemented with 10% fetal calf serum (FCS) and 4.5
g/L glucose; P19 cells were grown in DMEM supplemented with
1 g/L glucose, 5% FCS, and 5% delipidated FCS. Both media con-
tained 40 µg/mL Gentamicin. F9 or P19 EC cells were cultured in
monolayer on gelatin-coated culture plates (0.1%). For cell differ-
entiation assays, RA was added to plates to a final concentration
of 1 µM for different exposure times. For treatment with RAR
subtype-specific agonists, cells were incubated with BMS961
(RARG-specific; 0.1 µM), BMS753 (RARA-specific; 1 µM), and/or
BMS641 (RARB-specific; 0.1 µM).

RT-qPCR and transcriptomics

Total RNA was extracted from EC cells treated with either RA or
RAR-specific agonists, using the GenElute Mammalian Total RNA
Miniprep kit (Sigma). Two micrograms of the extracted RNA
were used for reverse transcription (AMV-RTase, Roche; Oligo
[dT], New England Biolabs; 1 h at 42°C and 10 min at 94°C).
Transcribed cDNAwas diluted 10-fold and used for real-time quan-
titative PCR (Roche LC480) (primers, Supplemental Methods).

For transcriptomics analysis, AffymetrixGeneChip Mouse
Gene 1.0 ST arrays were used (Supplemental Methods). For com-
paring transcriptomes, we normalized all raw CELL files with the
Affymetrix software Expression Console.

Chromatin immunoprecipitation assays

ChIP assays were performed according to standard procedures
(SupplementalMethods). All ChIP and FAIRE assayswere validated
using positive and negative controls. ChIP validation assays
were performed by quantitative real-time PCR using the Qiagen
Quantitect kit.

Massive parallel sequencing and quality control

qPCR-validated ChIPs were quantified (Qubit dsDNA HS kit;
Invitrogen); multiplexed sequencing libraries were prepared from
10 ng of the ChIPed material (Supplemental Methods).

Sequence-aligned files were qualified for enrichment using
the NGS-QC Generator (Mendoza-Parra et al. 2013b). Briefly, this
methodology computes enrichment quality descriptors discre-
tized in a scale ranging from “AAA” (Best) to “DDD” (worst).
Based on this quantitative method, all ChIP-seq and FAIRE data
sets described in this study presented quality grades higher than
“CCC”; integrative studies were thus performed exclusively with
high-quality data sets.

Enrichment pattern detection and intensity profile

normalization

Relevant binding sites in all ChIP-seq and FAIRE-seq data sets were
identified with MeDiChISeq (Mendoza-Parra et al. 2013a); multi-
profile comparisons were done after quantile normalization
(Supplemental Methods; Mendoza-Parra et al. 2012).

Dynamic regulatory maps and RA-driven GRN reconstruction

We reconstructed GRNs by combining several layers of informa-
tion. First, we identified direct TGs as those containing (1) a prox-
imal RXRA and FAIRE enrichment event (<10 kb distance), and (2)
responding to both RA and the corresponding BMS-specific ago-
nist. Downstream regulatory processes were reconstructed by inte-
grating the TF-TG collection of CellNet (Cahan et al. 2014; Kim
and Scholer 2014) in the RA-regulated EC GRPs deduced by
DREM (Supplemental Methods).

The integration in Cytoscape (version 2.8) of the RXRA-direct
targets per cell type with the downstream regulatory networks
assessed from the DREM/CellNet approach generated a GRN
composed of 2981 nodes and 44,931 edges, organized in common
or EC-specific regulated programs. GRN complexity was reduced
by applying topological metrics (Yu et al. 2007; Chin et al.
2014). The ultimate reduced GRN was composed of 80 nodes
and 626 edges, with a ranking color code (heat map) displaying
the hub importance metrics (Supplemental Fig. S17). The organi-
zation of reduced GRN and its visualization were performed with
the Cytoscape package Cerebral (Supplemental File S1; Barsky
et al. 2007).

Modeling signal transduction progression

in reconstructed GRNs

To validate the relevance of the TF-TGs relationships composing
the reconstructed F9/P19 GRN, we developed a computational
framework for modeling signal propagation within the network.
It takes as initial information: (1) the topology of the reconstructed
network inwhich the TF-TG directionality is essential; (2) the tem-
poral transcriptional information associated with each of the
nodes composing the network; and (3) the node from which the
signal transduction is initiated, (starting node) to follow the tem-
poral evolution of signal(s) until the ultimate time points of the
experimental data set (final nodes). In this context, the signal
propagation model evaluates in the first round the transcriptional
response at the first time point (e.g., 2 h of RA treatment) of the
TGs associated with the starting node. In the second round, the
model defines starting nodes, initially defined by the user as well
as those with a differential transcriptional behavior in the first
round. In this manner, the second round evaluates the intercon-
nections (edges) between the newly defined starting nodes and
their corresponding targets by evaluating their transcriptional
behavior at the second time point (e.g., 6 h of RA treatment).
Such analysis over all available transcriptional time points reveals
the coherence between the TF-TGs relationships and the temporal
transcriptional information. Finally, the number of retrieved
nodes at the end of the signal transduction model is compared
with the expected user-provided list of final nodes. The signal
propagation was performed multiple times using a randomized
network as a control.

The GRN reduction (Fig. 5), the prediction of factors driving
the neuronal program (Fig. 6), as well as the evaluation
over mouse ES data sets (Fig. 7) have been performed using an
in-house R script (Supplemental File S2); a Cytoscape plugin is in
preparation.

Targeted gene knockouts with the CRISPR/Cas9 system

Cells were transfected with pairs of double-nickase plasmids en-
coding the Cas9D10A mutation and a 20-nt guide RNA (Santa
Cruz Biotech). Single cell-derived cultures were treated with
ATRA, and loss-of-expression from the targeted genes was validat-
ed by qPCR relative to control cultures (Supplemental Methods).
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CRISPR/dCas9 (D10/N863A) transcriptional activation

and immunohistochemical staining

EC cells were transfected with CRISPR/dCas9 (D10/N863A) activa-
tion plasmids (Santa Cruz Biotech) using lipofection and treated
with ATRA, RAR-specific agonists, or ethanol, complemented
with antibiotics. Six days later, cells were fixed, permeabilized,
and immunostained as specified (Supplemental Methods).

Data access

Affymetrix microarrays and Illumina platform ChIP-seq and
FAIRE-seq data described in this study have been submitted to
the NCBI Gene Expression Omnibus (GEO; http://www.ncbi.nlm
.nih.gov/geo/) under accession number GSE68291.
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Abstract

Background: Proximity ligation-mediated methods are essential to study the impact of three-dimensional chromatin
organization on gene programming. Albeit significant progress has been made in the development of computational
tools that assess long-range chromatin interactions, next to nothing is known about the quality of the generated
datasets.

Method: We have developed LOGIQA (www.ngs-qc.org/logiqa), a database hosting quality scores for long-range
genome interaction assays, accessible through a user-friendly web-based environment.

Results: Currently, LOGIQA harbors QC scores for >900 datasets, which provides a global view of their relative quality
and reveals the impact of genome size, coverage and other technical aspects. LOGIQA provides a user-friendly dataset
query panel and a genome viewer to assess local genome-interaction maps at different resolution and
quality-assessment conditions.

Conclusions: LOGIQA is the first database hosting quality scores dedicated to long-range chromatin interaction
assays, which in addition provides a platform for visualizing genome interactions made available by the
scientific community.

Keywords: HiC, Quality, Chromatin architecture
Background
Today massive parallel DNA sequencing is used not only
to decrypt the digital nature of genomes but, in combin-
ation with a variety of molecular biology techniques, it
provides functional insights into a plethora of regula-
tory levels and functions, including epigenomics and
protein-genome interactions (e.g., ChIP-seq, MeDIP-seq),
global transcriptional activity (e.g., RNA-seq, GRO-seq,
Ribo-seq), protein-RNA interactions (e.g., CLIP/RIP-seq),
chromatin accessibility (e.g., DNase-seq, FAIRE-seq,
ATAC-seq, MNase-seq) and the 3-dimensional chromatin
organisation [HiC [1], ChIA-PET [2, 3]].
While data acquisition is not anymore an issue, today’s

challenge is the availability of user-friendly computational
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solutions to interrogate and integrate - in a comparative
manner - billions of data points from different types of
functional genomics datasets. In fact, large consortia, like
ENCODE, modENCODE, IHEC, NIH Epigenomics Road-
map provide enormous amounts of functional genomics
data [4]. In addition, a great number of laboratories
perform functional genomics studies in a diverse set of
systems covering a large number of molecular targets,
such that the number of genomics data linked to various
cell/(patho)physiological functions increase exponen-
tially in public repositories like the Gene Expression
Omnibus (GEO [5]). However, despite the fact that
these repositories contain huge amounts of functional
genomics information their exploitation is seriously lim-
ited by (i) the lack of information on the quality of these
datasets and (ii) the limited toolbox of exploratory com-
putational resources.
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In this context, we have developed previously a quality
control system dedicated to ChIP-seq and enrichment-
related datasets [6] (www.ngs-qc.org). Here we describe
LOGIQA (www.ngs-qc.org/logiqa), a database hosting
quality scores for long-range genome interaction assays
accessible through a user-friendly web-based environ-
ment dedicated to quality-scored visualization of long-
range interaction maps.
Fig. 1 (See legend on next page.)
Construction and content
Principles used for quality assessment
LOGIQA is based on the principles applied by the NGS-
QC Generator to compute quality descriptors [6]; specif-
ically this involves the assessment of multiple random
samplings over long-range interaction readouts to infer
numerical local and global quality scores (Fig. 1). In fact,
the working hypothesis is that under ideal conditions,

http://www.ngs-qc.org
http://www.ngs-qc.org/logiqa


(See figure on previous page.)
Fig. 1 Principles in use for Quality Assessment. Total mapped paired-end tags (PETs) are first classified in intra-chromosomal and inter-chromosomal
events. For quality assessment, only intra-chromosomal PETs spanning genome distances longer than 10 kb - referred here as filtered PETs - are
considered. Random sub-sampling generates PET subsets corresponding to 90, 70 and 50 % of the original filtered PETs and the numbers of
PETs in 5 kb or 25 kb size genomic windows is quantified. By comparing each of the PET counts/window in the various random subsets with
that observed on the original dataset, the fraction of recovered PET counts (recPETs) after random sub-sampling and the dispersion from the
theoretically expected values are calculated. Note that the expected values correspond to a decrease in the number of PET counts per window
that is proportional to the random sub-sampling (e.g. recPETs/window =50 % when 50 % of filtered PETs are random sub-sampled). By evaluating the
fraction of genomic windows with recPET count dispersions lower than a defined confidence interval (default value 10 %) global quality descriptors like
the density and similarity quality indicators (denQCi, and simQCi respectively), as well as the global QCscore are computed. Overall these quality
descriptors reflect the fractions of the observed long-range chromatin interactions (>10 kb), which are considered reproducible. On top of the panel: a
chromatin interaction map derived from a HiC assay is depicted on the context of the observed PET counts (heatmap scale). On the bottom: After
LOGIQA data treatment, the chromatin interaction map displays the inferred PET counts dispersion (in percent; heatmap scale). Notably, the bottom
panel recapitulates the genomic contacts observed on the top panel, but in addition it provides a further information concerning their reproducibility
over the multiple random sub-sampling assays accomplished during quality assessment
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the reconstructed chromatin interaction maps from a
subset of the mapped paired-end tags (PETs) should
present the same patterns than those observed in the
original map. Obviously, multiple factors can lead to a
deviation from this optimal situation; one of them is the
sequencing depth. Indeed, sequencing depths below a
“saturation point”, as previously described for ChIP-
sequencing assays[7], will lead to a decreased accuracy
of chromatin interaction patterns. Importantly, applying
this concept to long-range chromatin interaction assays
provides a direct relationship between the sequencing
depth and the confidence in predicting chromatin
interactions. This confidence is herein referred to as
the quality of the dataset under study.
Technically, we first selected unique PETs (excluding

potential PCR-generated “clonal” reads), which participate
in intra-chromosomal interactions longer than 10 kb. We
thereby excluded PETs resulting from short-range chro-
matin interactions, which dominate chromatin interac-
tomes (forming the diagonal in interaction maps) and
would bias the quality assessment due to their over-
representation. Indeed, Removal of PETs spanning >10 kb
or >25 kb led to a direct correlation between the amounts
of PETs per dataset and their associated QCscores
(Additional file 1: Figure S1A). This correlated also with
an improved visual quality and visibility of Topologically
Associating Domains (TADs) in chromatin interaction
maps (Additional file 1: Figure S1B). Next we established
randomly sampled interaction PET subsets for defined
fractions of the original population (90 %, 70 %, 50 %;
described hereafter as s90, s70 or s50). After random sam-
pling, intra-chromosomal interaction maps were recon-
structed by assessing the number of PET counts within
5 kb or 25 kb bins. These two analytical windows enable
quality assessment at two different resolutions and facili-
tate the comparison of different types of datasets; this con-
cerns particularly HiC assays that are generated with
different restriction enzymes or ChIA-PET assays involv-
ing sonication-sheared chromatin.
Finally, global and local quality scores were computed
by comparing the recovered PET counts per 5 kb or
25 kb bin after random sampling with those observed in
the original dataset (Fig. 2a).

Computing local and global quality indicators
Technically quality assessment is performed by first
computing the recovered PET counts after random
sampling as follows:

recPETcounts ¼ samPETcounts
oPETcounts

� �
� 100

where samPETcounts correspond to PET counts assessed
after random sampling and oPETcounts correspond to
those retrieved with the original dataset. Then it is used
for computing the difference between the observed re-
covered PET counts after random sampling relative to
that ideally expected (samd; which is equivalent to the
random sampling density (90 %, 70 % or 50 %)):

∂PETcounts ¼ samd−recPETcounts

The recovered PET count dispersion (δPETcounts) per
genomic window is referred to as the local QC indicator,
such that each evaluated genomic region (5 kb or 25 kb
window) can be expressed by this quantitative readout
assessed for a given random sampling subset analysis.
Importantly, representing genome interaction maps in
the context of PET count dispersions (δPETcounts)
transforms the display into a uniform scale for compar-
ing datasets generated at variable PET sequencing levels
(e.g. PET count dispersion: 5-50 %).
Finally, while δPETcounts interaction maps provide a

visual display of the quality associated to a given gen-
omic region, they do not allow evaluation of the quality
of the entire dataset. Therefore, we defined the following
global quality descriptors:
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Fig. 2 Assessing quality descriptors over long-range genome interaction assays. a Scatter-plot illustrating the fraction of PET counts recovered
after random subsampling (Y-axis) relative to the original PET counts in 5 kb genome windows (X-axis). Note that genome windows with high
PET counts contain PET levels close to the expected value; in contrast, the lower the PET counts, the higher is the deviation from this theoretically
expected level. b Recovery scatter-plots assessed from datasets with increasing PET count levels (from 100 to 500 millions). Note that we generated
these datasets by random sub-sampling of a large metafile (>600 million reads). c QCscores computed from datasets presenting increasing PET count
levels (from 100 to 500 millions). The illustrated QCscores, computed from five independent replicates, present variation coefficients below 3 % (see
Additional file 1: Figure S2). d Local displays illustrating chromatin interactions (chromosome 6, mm9) evaluated in the context of PET count dispersion
levels (percentage) per genomic window (5 kb) relative to the expected recovery levels. Note that short-range genomic interactions (diagonal) show
the lowest dispersion levels
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Density quality indicators (denQCi)
The fraction of genomic regions (5 kb or 25 kb window)
in the random sampled datasets presenting δPETcounts
lower than a defined threshold; which in the context of
this study has been fixed at 10 %. Specifically, LOGIQA
presents denQCi values computed for 90 %, 70 % and
50 % random samplings (denQC.90, denQC.70 and
denQC.50 respectively).

Similarity quality indicators (simQCi)
The ratio between two denQCis is used to evaluate their
degree of similarity. Specifically, LOGIQA presents
simQCi values computed for denQC.90 and denQC.70
relative to denQC.50 (simQC.90/50 and simQC.70/50
respectively).
Note that denQCi aims at quantifying the proportion

of genomic regions that fluctuates in less than 10 % for a
given random sampling. In fact, an s90 random sampling
presents generally less variation from the original data-
set, while the s50 subset will have the highest deviation.
The simQCi measures the relative difference between
denQC indicators computed at different random sub-
sampling conditions. For instance, simQC.90/50 compares
the denQC at 90 % to that computed at 50 % sub-
sampling. In an ideal situation (saturation of the interac-
tome readout), the fraction of genome interactions
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affected by the random sampling is identical at 90 % and
50 % and would yield a simQC = 1. While none of the
evaluated datasets are at saturation, the closer this indi-
cator is to 1, the lower is the difference of the denQC
indicators between the two random sub-samplings and
the higher is the dataset quality.
Intuitively, high quality datasets generally contain a

high amount of genomics regions that are “robust” to
the most severe 50 % random sub-sampling (i.e., they
will display high denQC.50 levels); they will also show
low differences between denQCis assessed at various
random sub-sampling conditions (i.e., their simQC.90/
50 and simQC.s70/50 will be close to 1). To integrate
these two aspects on a single readout, we defined a global
QCscore, which summarizes the previous metrics (denQCi
and simQCi) into a single quality descriptor according to
the following formula:

QCscore ¼ denQC:50
simQC:90=50

� �
� denQC:50

simQC:70=50

� �

The QCscore provides a quality readout, in which
the influence of both the denQC.50 and the simQCis
computed for s90 relative to s50 (simQC.90/50), and
s70 relative to s50 (simQC.70/s50) are represented.

Quality scores computed for a variety of long-range
chromatin interaction assays
Because of its universal principle, LOGIQA allows to
compute quality scores for chromatin interaction data-
sets generated from a variety of techniques. Indeed,
LOGIQA hosts currently QC scores for >250 publicly
available HiC (including several variants of the original
protocol, like in situ or capture HiC), but also several
ChIA-PET (>50) and 4C-seq (>900) datasets.

Utility
Quality score validations
One of the principal motivations for the development of
the present quality score system was to provide a nu-
merical quality descriptor that can predict the optimal
sequencing depth for long-range chromatin interaction
assays. In fact, even though chromatin interaction assays
are expected to require high sequencing depth [8, 9], to
date there is no quantitative approach that can compare
multiple HiC or similar assays in the context of their
relative sequencing depths. The QCscores computed by
LOGIQA solve this problem. To illustrate this point, we
have constructed a HiC metafile composed of more than
600 million PETs and established subsets by random
sampling (100, 200, 300, 400 and 500 million PETs),
which were used for calibration of a quality scale. This
calibration system reveals a direct negative correlation
between sequencing depth and the deviation of the
recovered PET count levels from the original dataset
after random sampling (Fig. 2b; note the enlarged dis-
persions of the 100 million vs. the 500 million PET data-
sets) which translates into a gain of global QCscores for
high PET counts (Fig. 2c). Importantly, the reproducibil-
ity of the computed global QCscores has been validated
from multiple independent random samplings, for which
the coefficient of variation was systematically <10 %
(Additional file 1: Figure S2). This calibration revealed
also the influence of the sequencing depth on PET count
dispersion in a selected genome region, as illustrated for
chromosome 6 in Fig. 2d, where the chromatin inter-
action maps reconstructed from different total PET
counts are compared using a color-code for PET count
dispersion.
We next computed the quality scores for datasets that

were reported to be of superior quality due to a modifi-
cation of the technology, referred to as in situ HiC [10].
Specifically, these assays involve cell in situ proximity
ligation, which reduces the frequency of random inter-
molecular ligation. In this context, we compared QC
scores computed for 126 HiC and 87 in situ HiC data-
sets in the context of their total sequenced PETs. The
QC scores of the in situ HiC datasets were generally
among the top for a given PET range (Fig. 3a, e) even
though there was no clear separation in the quality of
HiC and in situ HiC. Rather, it appears that the quality
of HiC is more variable than that of in situ HiC, which
were generally performed with lower total PETs (Fig. 3b).
Our comparative analysis supported also the notion that
there are less inter-chromosomal PETs in in situ HiC, as
we observed on average more than 70 % intra-
chromosomal PETs for in situ HiCs, while significantly
less were seen in HiCs (Fig. 3c). Given that LOGIQA
computes QC scores on the basis of intra-chromosomal
PETs that span a genomic distance of above 10 kb (re-
ferred to as “filtered PETs”), we compared the two HiC
technologies in the context of filtered PETs. We noted
that in situ HiC assays generated on average significantly
higher amounts of filtered PETs (~40 %) than HiC
(~25 %) assays (Fig. 3d).
Albeit increasing the PET coverage can compensate

for reduced QC scores, we were rather interested in
comparing the QC scores of HiC and in situ HiC at
comparable PET coverage (and thus similar sequencing
costs). Notably, mean QC scores around −30 were
attained by in situ HiC at a total PET coverage of 50 M
to 100 M, while for HiC 100 M to 200 M PETs were
required to reach this score (Fig. 3e; dashed green line).
To demonstrate that the global QC score is a meaning-

ful value also for local quality assessment we generated
local genome interaction maps (chromosome 6, hg19)
generated from two datasets with similar numbers of
filtered PETs (~120 million) but significantly different
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Fig. 3 Quality scores assessed on 76 HiC and 71 in situ HiC assays evaluated in the context of total sequenced PETs. a Global Quality scores computed
for HiC and in situ HiC assays relative to the total PETs. b, c and d Violin plots illustrating the number of total PETs (b), and the fraction of intra-
chromosomal (c) and intra-chromosomal (d) filtered PETs. e Violin plots displaying the QC scores for HiC and in situ HiC datasets stratified for identical
total PET intervals. The dashed horizontal green line demarcates the median QC score assessed for in situ assays with less than 200 million PETs
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global QC scores (Fig. 4). Importantly, the in situ HiC data
formed clearly defined topological domains (TADs) for
the illustrated region, which corresponds to the human
histone gene cluster 1, while the dataset generated by clas-
sical HiC appeared less well defined. The visual perception
of this difference is further enhanced when the graphic
displays were generated from randomly sub-sampled frac-
tions of the two original PET datasets. In fact, when 50 %
of the PETs were used for reconstructing the chromatin
interactomes, the TAD pattern was readily detectable by
visual inspection in the in situ HiC assay for PET disper-
sion levels <10 %, while the classical HiC assay had PET
dispersion levels >20 and a very blurred graphical presen-
tation, in which no TADs could be identified.
Taken together, in situ HiC generates higher amounts of

intra-chromosomal PETs and delivers at similar PET
coverage better QC scores than HiC. Thus, the present
comparative study with large populations of HiC datasets
demonstrates the utility of the quality scores computed by
LOGIQA.



Fig. 4 Chromosome 6 interaction maps displayed for two datasets presenting similar number of filtered PETs but different global QC scores. The
illustrated HiC (GSM1055801) and in situ HiC (GSM1551563) datasets comprise about 120 million filtered PETs, nevertheless their global QC scores are
different (higher quality for in situ than for the classical HiC assay). In both cases, large genome interaction views (top panels: 10 million bp), as well as
closer views (5 million bp) clearly demonstrate the presence of more clearly defined topological domains in the in situ HiC dataset. Note that for the
close-ups, both the PET count displays from the original datasets, as well as PET count dispersion displays (dPETs) of the random sub-samplings clearly
illustrate the differences in quality of the interaction patterns
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Quality scores as quantitative means for revealing
heterogeneity among datasets
The LOGIQA database provides a global view of the rela-
tive quality of all long-range chromatin interaction assays,
thus revealing the impact of the methodology, sequencing-
depth and other technical/performance aspects that are
specific to each individual assay. To illustrate the last point,
we compiled the QC scores of multiple ChIA-PET, HiC
and in situ HiC assays and displayed them relative to the
filtered PETs used in the assays (Fig. 5, central panel). We
then displayed contact maps for two pairs of datasets with
largely distinct QC scores but similar filtered PET density -
one pair comprised a ChIA-PET and a HiC (about 9 M
filtered PETs) and the other an in situ HiC and a classical
HiC (about 120 M filtered PETs). The illustrated maps
correspond to the same region of chromosome 6 in
which either the total PET counts or the PET count dis-
persions at 70 % sub-sampling are displayed (top and
Fig. 5 Comparison of a variety of long-range chromatin interaction dataset
Scatter-plot illustrating the global quality scores for several long-range chro
(Left and right panels) To highlight the power of discrimination provided by
panels; ~9M PETs - GSM811037 & GSM927076) and high (right panels; ~120
illustrated in a local context (the panels show the histone gene cluster on
depicted in PET counts (top) or PET count dispersion (bottom; %δPETs retri
to the number of intra-chromosomal contacts spanning a minimal genom
bottom panels, respectively, in each of the blue-framed
boxes). It is very obvious from these displays that the in
situ HiC GSM1551536 (top right) displays more
confident chromatin interaction patterns than the HiC
GSM1055801 (bottom right) and indeed, LOGIQA attrib-
uted a global QC score of −36.98 to the in situ HiC but
only −42.74 to the HiC assay. Remarkably, the target-
driven ChIA-PET GSM811037 presented a rather similar
global QC score (−43.71) as HiC GSM1055801 even
though a very low number of filtered PETs were obtained
in this assay (~9 million) and TAD structures are clearly
discernible in the connectivity maps (Top left), albeit with
lower confidence than in the in situ HiC GSM1551536. In
stark contrast to the ChIA-PET the connectivity map of
HiC GSM927076 (Bottom left) that was generated with
similar number of PETs does not reveal any TAD struc-
tures and received from LOGIQA the rather poor global
QC score −52.75.
s in the context of the sequenced paired-end tags (PETs). (Center)
matin interaction assays in the context of the associated PET counts.
global QC scores, the indicated datasets, chosen to represent low (left
PETs – GSM1551563 & GSM1055801) filtered PET count conditions, are
chromosome 6). Local interaction maps generated by LOGIQA are
eved after 70 % random PET sub-sampling). Filtered PETs correspond
e distance of 10 kb
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Overall, Fig. 5 clearly illustrates very convincingly the
comparative power of the numerical QC scores computed
by LOGIQA and their coherence with the visual impres-
sion obtained from chromatin contact maps.
While LOGIQA contains also quality indicators for

more than 600 4C-seq assays, it is important to note that
these values were computed differently. Since 4C-seq as-
says query all potential genomic interactions associated to
a given genomic region - commonly referred to as “bait” -
it resembles ChIP-seq assays, in which a target factor is
used to define specific sites within the genome. Conse-
quently, we performed quality assessments of 4C-seq simi-
larly as for ChIP-seq assays using the NGS-QC Generator
algorithm (for details see [6] or www.ngs-qc.org).
Fig. 6 LOGIQA: A database hosting local and global quality scores assessed o
scores (y-axis, QC-score) for >160 HiC assays in the context of their associated
LOGIQA query panel. (Bottom panel). Screenshot of the visualization tool disp
dispersion levels (heatmap scale)
LOGIQA provides a unique web access interface
In contrast to other computational solutions dedicated
to visualize HiC or related datasets [10], users do not re-
quire to install any software to use LOGIQA. Further-
more, while a few other databases that host publicly
available HiC and related assays became recently avail-
able [11, 12], LOGIQA is to our knowledge the first
database of quality descriptors for a large collection of
publicly available datasets. LOGIQA is a fully functional
web-based system, which provides to users the quality
scores for currently more than 900 publicly available
datasets covering mouse, human and drosophila on a var-
iety of long-range chromatin interaction assays. Specific-
ally, global QC scores for all evaluated datasets are
f long-range interaction assays. (Top right). Scatter-plot illustrating quality
paired-end tag (PET) counts (x-axis, log10). (Top left). Illustration of the
laying local chromatin interaction events depicted by their PET counts

http://www.ngs-qc.org
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available in a scatter-plot format relative to their related
PET counts, revealing the impact of genome size,
sequencing-depth, and technical performance on the
robustness and thus, quality of the data sets (Fig. 6 and
Additional file 1: Figure S3).
To facilitate the retrieval of datasets, LOGIQA provides

a user-friendly query panel covering items like species,
type of experiment (e.g. in situ HiC), use of restriction
enzyme for chromatin fragmentation, target molecule for
ChIA-PET assays, name of (an) author(s), minimal/
maximal PET counts to be retrieved, as well as a key-
word search for the abstract of the corresponding
publication(s).
Finally, LOGIQA provides a dedicated genome viewer,

in which users can either select a defined gene (with
user-defined upstream and downstream extensions), or
provide genome coordinates (Fig. 6 and Additional file 1:
Figure S4). The visualisation module displays either local
QC dispersion readouts (for 70, 50 or 90 % random sam-
pling conditions) or PET counts. The user can modify in
both cases the associated heatmap scale and the genome
window resolution (5 or 25 kb windows) (Additional file 1:
Figure S5).

Discussion and conclusions
Multiple features, which are at least in part inter-
dependent, affect what can be considered as ‘quality’
of a long-range chromatin interaction assay. It is obvious
that several experimental steps and procedures can be
performed under more or less optimal conditions and that
this will influence the final dataset. Some of the variables
are purely experimental (crosslinking, restriction digest,
end repair and biotin labelling in HiC; crosslinking, sonic-
ation and IP/antibody quality in ChIA-PET; generation of
the sequencing library as well as sequencing coverage);
others are bioinformatic (read alignment stringency).
In this context, previous studies suggested that quality
assessment in chromatin interaction assays could be
performed by evaluating the alignment statistics, the
frequency of dangling-end or self-circle PETs to reveal po-
tential experimental problems during sample preparation,
the levels of duplicated PETs as indicator of library com-
plexity and PCR amplification bias, the fraction of intra
over inter-chromosomal interactions and the frequency
of long-range versus short-range intra-chromosomal
interactions (see also [13]).
LOGIQA provides users with the possibility to retrieve

the total PET counts, the fraction of unique PETs and
number of intra and inter-chromosomal events. However,
these are criteria that are more or less subjective, non-
quantitative and non-cumulative; different users may
value them differently. For example, while HiC assays may
be judged subjectively as ‘good’ because they contain a
high frequency of intra-chromosomal events, the variable
ratio of long/short interaction PETs is generally not
assessed. The quality assessment of LOGIQA fills this gap
by computing the frequency of genomic contacts, which
are in addition tested for “robustness” by random sub-
sampling.
LOGIQA is based on the concept that we have previ-

ously presented for the assessment of quality scores for
ChIP-seq and related assays [6]. The use of random sub-
sampling of mapped PETs follows the same principle as
for mapped reads from ChIP-seq assays. Specifically, this
methodology is based on the concept of a “sequencing
saturation point”, beyond which no new enrichments
can be identified [7, 14]. This concept has been initially
evaluated in a retrospective manner in ChIP-sequencing
assays by assessing the number of significant binding
sites retrieved when only a subset of the original se-
quenced reads is used for profile reconstruction (read
random sub-sampling approach; [15]). In a similar man-
ner we have shown empirically that in ChIP-sequencing
assays genomic regions with high intensity levels
followed a proportional decrease after mapped read sub-
sampling [6].
LOGIQA is an independent tool that complements the

NGS-QC database with quality score information associ-
ated to long-range chromatin interaction assays. In fact,
the study of chromatin interactomes is rapidly gaining
popularity in scientific community, as revealed by >170
publications indexed in Medline (November 2015) and
>500 datasets deposited in GEO. While these numbers
are small compared to several thousand ChIP-seq and
related datasets, there is an obvious need of establishing
quality standards for both types of datasets. Since our
first release of the NGS-QC Generator tool in 2013, we
have processed more than 30,000 public datasets and
we expect to cover virtually all ChIP-seq datasets by 2016.
Similarly, LOGIQA will be expanded to cover all available
HiC datasets and other type of datasets, like ChIA-PET.
Ultimately, we will provide to users a cross-visualisation
platform that displays datasets processed by the NGS-QC
Generator together with those retrieved by LOGIQA such
that users can explore long-range chromatin interaction
maps in the context of available ChIP-seq and related
datasets. Together, LOGIQA and NGS-QC Generator
represent powerful tools for quality-guided exploration of
public repositories dedicated to functional genomics
datasets.

Availability and requirements
Database availability
LOGIQA is available trough a dedicated web access :
www.ngs-qc.org/logiqa.
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Cell fate transitions are fundamental processes in the ontogeny of multicellular 

organisms and aberrations can generate pathologies. While cell fate acquisition is a 

highly complex phenomenon that involves a plethora of intrinsic and extrinsic 

instructive signals that direct the lineage progression of stem cells, the regulatory 

circuitry to generate, for example, the early basic architecture and functions of an 

organ acts rather cell autonomously, as cerebral organoids have been generated in 

vitro from ES or iPS cells
1
. We have previously defined the dynamic gene-regulatory 

networks underlying endodermal and neuronal differentiation induced by the 

morphogen all-trans retinoic acid (RA)
2
.  Here we assessed the contribution of the 

chromatin interactome
3
 to commitment and selective acquisition of these two cell 

fates. We observed a previously unrecognized highly dynamic re-wiring of 

chromatin domains during cell differentiation. Long-range chromatin interactions 

are massively reorganized, erasing up to 95% of the interactome of undifferentiated 

cells and establishing new interactions already 6 hours after RA treatment. 

Integration of chromatin interactions together with temporal epigenetic and 

transcriptomic data indicated key regulatory elements that respond to the initial 

signal. Our data reveal an enormous capacity of the morphogen to reorganize long-

range chromatin interactions as a means to “read” distant epigenetic signals to drive 

cell fate acquisition and suggest that the differential establishment of chromatin 

contacts directs the acquisition of the two cell fates.  

Examination of the higher-order chromatin structure at sub-chromosomal scale, 

considering that chromosomes are composed of cell-invariant TADs
4,5

, revealed a 

dramatic global chromatin reorganization in both F9 and P19 stem cells during the first 48 

hours of RA-induced cell differentiation (Fig. 1a, b). We noted an increasing number of 

new TADs at the last time point, while their sizes remained largely constant (Extended 

Data Fig. 1a). In addition, numerous chromatin structure changes occurred within the 

domains. In keeping with previous studies
6
 we observed that between time points large 

portions of interactions increase or decrease within stable domains (Fig. 1c, d). This 

suggests that a subset of TADs undergo concerted, domain–wide rearrangements and/or 

changes in interaction frequencies as an early response to the morphogen. Interestingly, 

the comparison of the initial chromatin architectures of F9 and P19 cells indicated large 

differences in domain structures, suggesting that these cells are lineage-committed already 

at the non-differentiated state. 



Unexpectedly, we observed massive reorganization of long-range chromatin 

interactions (Fig. 2a) during differentiation of F9 and P19 cells along the endodermal and 

neuronal lineages, respectively. Several dynamic trends can be seen: initial long-range 

interactions are almost completely erased and replaced with transient loops after 6 hours 

of RA treatment and finally new long-range chromatin interactions are established at 48 

hours of differentiation (Fig. 2b, c). Interestingly, we remarked a phenomenological trait 

that during endodermal differentiation the length of interactions connected to genes 

decreases, while during neuronal-like differentiation P19 cells tend to gain longer 

interactions (Extended Data Fig. 1b). This global rearrangement is not only due to the 

change in contact preferences of distinct regions, but also due to appearance of entirely 

new ones that form long-range interactions (Fig. 2a). Common interactions between F9 

and P19 represent the minimum of all observed interactions at any time point (Extended 

Data Table 1), with the majority of them being erased during differentiation.  

In attempt to understand the different RA-induced cell fate acquisitions of F9 and 

P19 cells, we asked whether the promoters of (key regulatory) genes of F9 and P19 

specific programs, decorticated in our previous study
2
, can be distinguished by their 

divergent chromatin connectivity. Surprisingly, the promoters (defined as 3kb around the 

transcriptional start site, TSS) of  genes belonging to the F9-specific program participated 

in long-range chromatin interactions in both cell lineages; the same was true for the P19-

specific program (Fig. 3a). Moreover, in both cell lineages, independently of the program, 

some of the contacts were formed with regions marked by the presence of RXR, 

identifying them as direct targets in both cell types. However, for a given promoter the 

identity of these loops appeared to be strikingly different between F9 and P19 lineages, as 

shown by the example of Tal2, which is specifically expressed only during neuronal 

differentiation. While the TAD borders in this particular region appear to be rather similar 

between two cell lineages, the special preferences of Tal2 promoter connections are 

evident (Fig. 3b), as the Tal2 promoter interacted preferentially with upstream regions in 

F9, while it generated only down-stream interactions in P19 cells. Integration with 

temporal epigenetic data indicated that in F9 cells ultra-long-range interactions (> 5 Mb) 

of Tal2 connect to regions that are depleted of open chromatin or marked as repressed 

(ChromHMM annotation, see Methods), while the opposite was observed in P19, where 

Tal2 interacts with chromatin regions annotated as open chromatin (Fig. 3c). Long-range 

chromatin interactions (60 Kb to 5 Mb) reveal a divergence between F9 and P19 cells for 

the occupancy of the distal anchor sites by RXR and chromatin accessibility. In particular, 



for the short-range loops ‘a’ and ‘b’, which pre-exist before induction in both in F9 and 

P19 and both marked as accessible but repressed by H3K27me3 chromatin before 

treatment, only in P19 cells the distal site anchors in a region marked by RXR binding 

during the differentiation. No RXR binding is seen in F9 cells. In addition, the P19-

specific loop ‘f’ is marked by RXR presence, while the RXR is absent in this region in F9 

and the loop is not formed. This corroborates the concept of the positive gene regulatory 

role of chromatin interactions anchored to holo-RAR/RXR-bound enhancers. However, 

the presence of the RA-induced loop ‘d’ in both in F9 and P19 cells, which connects to a 

region bound by RXR in F9 but not in P19 cells, is not readily explainable with a model 

where holo-RAR/RXR provides a priori positive transcription-regulatory input. Further 

scrutiny of this anchor site will reveal if the transcription activation domains of the 

heterodimer are incapacitated, for example by co-binding of another TF or by swapping of 

the RXR partner
7
, or alternatively, if holo-RAR/RXR can act both as repressor and 

activator of transcription in a locus/loop-specific context. In addition, the increasingly 

repressive chromatin region where Tal2 is embedded, may affect the efficiency of a TF 

activation domain (note the differential abundance of H3K27me3 marks in F9 and 919 in 

the lower panels of Fig. 3c).  Note also that the complexity of this relatively simple 

interactome of a single gene promoter is further increased by the presence of several loops 

that anchor at sites of open, accessible chromatin (‘c’, ‘h’ and ‘i’); These loops could, in 

principle, provide additional regulatory input on Tal2 gene expression via TFs that interact 

with these regions. Clearly, in addition to  validating ‘key loops’ with higher precision by 

3C-related approaches, the impact of these various sites on the RA-dependent regulation 

of Tal2 and other key factors
2
 needs to be assess by gain and loss-of-function experiments. 

Experiments using CRISPR–mediated mutation of TF binding sites are ongoing.  

One of the major challenges of the present study, as for functional genomics in 

general, is the meaningful integration of the different types of datasets with the aim of 

understanding the molecular features of the particular biological system and to predict its 

response to effectors. Towards this goal we have developed a regulatory network approach 

that integrates in addition to the classical transcription factor-target gene (TF-TG) 

relationships, such as CellNet
8
, the information derived from TF ChIP-seq data present in 

the public domain and extracted and quality-graded by the NGS QC approach
9
 (www.ngs-

qc.org; comprising >41,000 non-selected ChIP-seq data sets) and complemented these 

data with our FAIRE-seq and HiC information (for details see Methods). Briefly, we 

match experimentally (ChIP-seq) identified TF and ‘open’ chromatin (i.e., FAIRE-seq 

http://www.ngs-qc.org/
http://www.ngs-qc.org/


positive) sites retrieved within anchor regions (hereafter referred to as Genomic 

Associated Platforms, GAPs) of highly confident (1%FDR) loops emanating from the 

promoters (3kb around the TSS) of differentially expressed genes (DEGs). Using this 

approach we could identify long-range chromatin interactions of DEG promoters with 

GAPs and the potential TF(s) involved in the regulation of DEG genes through chromatin 

interaction. The resulting reconstructed temporal transcriptional regulatory landscapes of 

RA-driven neuronal/endodermal cell differentiation comprised a large number of GAPs, 

which acted as direct mediators to link TFs and cognate DEGs (Fig 4a). This 

transcriptional regulatory landscape is composed of 19,661 nodes (i.e. genes; TFs; GAPs) 

and 53,910 interactions, representing (i) RXRa short (less than 10kb around TSS) and 

long-range interaction events; (ii) TFs associated to GAPs; (iii) GAPs associated to DEGs 

in both cell differentiation model, as well as (iv) TF-TG associations retrieved as part of 

the CellNet collection 
8
.  

The ability of this extended GRN (eGRN) to reconstitute the temporal 

transcriptional regulatory cascade deriving into neuronal/endodermal cell fate acquisition 

was validated by using of a ‘signal propagation strategy’
2
 in which each node is evaluated 

by its capacity to induce (all or parts of) the cell-fate specific programs (Fig. 4b). In this 

manner, the node corresponding to RXR (denoted as RXR-P19) presented the highest 

yield for the propagation towards the P19-specific gene regulatory program (84%), in 

agreement with this nature of master regulator during the RA-driven neuronal cell fate 

induction. Importantly, this analysis predicted multiple other factors - most of them 

presented in our previous study
2
, but in addition multiple GAPs were shown to present 

significant yields for driving transcriptional regulatory cascades towards neurogenesis 

(Fig. 4c). This observation can be explained by their association with major master TFs, 

supporting a model in which several of them might act in a long-range chromatin 

interaction manner.  

An example of such propagation of initial RA signal through GAPs towards the TFs is 

illustrated in the subset of the reconstructed network (Fig 4d). Through the long-range 

chromatin interactions with GAPs, the expression of Pax6 - one of key TFs in the 

development of neural tissues (reviewed in 
10

) - is activated under RA treatment (Fig. 4e). The 

propagation of signal continues through CellNet-predicted interaction with Neurod1.  

Neurod1 in turn binds to a GAP on Chromosome 18 according to ChIP-seq datasets imported 

from the public domain. In turn, the latter GAP interacts through looping with the promoter of 

the TF-encoding Zfp516; note that Zfp516 RNA is specifically upregulated in P19 cells (Fig. 



4d, e). Overall this example shows the connectivity between TFs, GAPs and target genes and 

illustrates the propagation of the signal in such a eGRN for neuronal differentiation. The 

validation of key GAPs predicted by the presented above approach using CRISPR–mediated 

mutation are ongoing. 

 

METHODS SUMMARY 

Cell culture. F9 cells were cultured in Dulbecco’s modified Eagle’s medium (DMEM) 

supplemented with 10% fetal calf serum (FCS) and 4,5 g/l glucose; P19 cells were grown 

in DMEM supplemented with 1 g/l glucose, 5% FCS and 5% delipidated FCS. Both media 

contained with 40 µg/ml Gentamicin. F9 or P19 EC cells were cultured in monolayer on 

gelatine-coated culture plates (0.1%). For cell differentiation assays, RA was added to 

plates to a final concentration of 1µM for different exposure times. 

Transcriptome and Epigenome assays. The data of transcriptome dynamics and 

chromatin immunoprecipitation assays used in the current study has been assessed in our 

previous study
2
 and are available from the Gene expression Omnibus database 

(GSE68291).  

HiC. The original HiC protocol has been improved, increasing the ligation yields and 

modifying the steps that favor chromatin de-crosslinking (see details in Extended Data 

Methods), while keeping the conventional HiC workflow
11

. 

Chromatin structure, epigenome and transcriptome integration. We have annotated 

open-chromatin regions - defined by FAIRE-seq assay - retrieved on the promoters'-

associated distal GAPs. Furthermore, FAIRE localization sites were then compared with a 

comprehensive collection of TF ChIP-seq assays retrieved from the public domain
9
. Note 

that the TF collection in use in this study includes a large amount of datasets in addition to 

those provided by the ENCODE consortium, thus representing a comprehensive 

comparative study regarding not only the number of datasets used but also with respect the 

diversity cellular systems. Transcriptome, RXR binding sites from ChIP-seq, TF 

annotations from public datasets and HiC long-range chromatin interactions were 

integrated and visualized using the Cytoscape platform (version 2.8.3). The signal 

propagation was performed multiple times using a randomized network as control. 

 

REFERENCES 



(1). Lancaster, M. A. et al. Cerebral organoids model human brain development and 

microcephaly. Nature 501, 373-379 (2013).  

(2). Mendoza-Parra, M. A. et al. Reconstructed cell fate-regulatory programs in stem cells 

reveal hierarchies and key factors of neurogenesis. Genome Res (2016).  

(3). Dekker, J. & Mirny, L. The 3D Genome as Moderator of Chromosomal Communication. 

Cell 164, 1110-1121 (2016).  

(4). Dixon, J. R. et al. Topological domains in mammalian genomes identified by analysis of 

chromatin interactions. Nature 485, 376-380 (2012).  

(5). Nora, E. P. et al. Spatial partitioning of the regulatory landscape of the X-inactivation 

centre. Nature 485, 381-385 (2012).  

(6). Dixon, J. R. et al. Chromatin architecture reorganization during stem cell differentiation. 

Nature 518, 331-336 (2015).  

(7). Mendoza-Parra, M. A., Walia, M., Sankar, M. & Gronemeyer, H. Dissecting the retinoid-

induced differentiation of F9 embryonal stem cells by integrative genomics. Molecular 

systems biology 7, 538 (2011).  

(8). Cahan, P. et al. CellNet: network biology applied to stem cell engineering. Cell 158, 903-

915 (2014).  

(9). Mendoza-Parra, M. A., Van Gool, W., Mohamed Saleem, M. A., Ceschin, D. G. & 

Gronemeyer, H. A quality control system for profiles obtained by ChIP sequencing. Nucleic 

Acids Res 41, e196 (2013).  

(10). Simpson, T. I. & Price, D. J. Pax6; a pleiotropic player in development. Bioessays 24, 

1041-1051 (2002).  

(11). Belton, J. M. et al. Hi-C: a comprehensive technique to capture the conformation of 

genomes. Methods 58, 268-276 (2012).  

 

FIGURE LEGENDS 

Figure 1. Dynamics of chromatin associating domains (TADs) in F9 (a) and P19 (b) 

with corresponding examples of specific TADs. (c) and (d) show the examples of intra-

domain changes in interactions frequencies during the differentiation in case of stable 

TADs. (e) Comparison of P19 and F9 chromatin domains at non-differentiated state. 

Yellow arrows point at the differences in domain architecture between different 

conditions. In (a,b and e) HiC maps show normalized frequencies of interactions. In (c and 

d) the difference of normalized interactions maps is shown.  

Figure 2. Dynamics of long-range chromatin interactions along the differentiation 

process of F9 and P19 cell lineages. (a) shows the main trends of interactions temporal 

dynamics. (b) and (c) show in details different dynamics patterns of interactions in F9 and 

P19, respectively.  

Figure 3. Cell type-specific long-range chromatin interactions. (a) Comparison of 

long-range interactions of genes of common and specific F9 and P19 regulatory programs 



after 6 and 48 hours of RA treatment. Direct targets (repressed and induced) indicate on 

interactions of DEGs with the sites that possess RXR binding signal annotated in F9 

and/or P19. Interactions of indirect targets do not possess RXR binding signal, but do 

change their expression in response to RA treatment. (b) Selective directional preferences 

of Tal2 interactions in F9 and P19 cells. HiC map shows normalized interaction 

frequencies. (c) Integration of long-range (+/- 50kb) and ultra-long range  (+/- 5Mb) 

interactions with corresponding epigenetic landscapes. Precise chromatin states of the 

distal regions in case of ultra-long range interactions were defined by ChromHMM. 

Figure 4. Reconstruction of extended Gene Regulatory Network (eGRN). (a) 

Schematic representation of the integration principles. (b) Temporal signal propagation 

model fro evaluation of coherence between the reconstructed eGRN and the temporal gene 

expression changes. (c) Predicting key GAPs and TFs by signal propagation model 

initiated at a downstream layers of reconstructed eGRN. Nodes and GAPs are ranked 

according to their performance in reconstructing the ultimate level of the P19-specific 

program. GAPs with relatively high yield of reconstruction are marked in red. The 

performance of reconstruction key regulatory TFs is precised in blue. (d) Subset of the 

reconstructed eGRN showing the example of signal propagation through the connections 

of TFs Pax6, Neurod1 and Zfp516 and GAPs.(e) Pax6 and Zfp516 interactome in the 

epigenetic context. 

Extended Data Figure 1. Dynamics of genome interactome. (a) TADs size variations 

during F9 and P19 differentiation. (b) Changes in length of chromatin interactions during 

cellular transformation. (c) and (d) Show the proportions of genome involved in 

interactions, involvement of new interacting GAPs and disappearance of others along the 

differentiation process. Statistically significant differences has been confirmed by 

Kolmogorov-Smirnov test, p-value < 0.001 
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ABSTRACT 

The evolution of tumors involves alterations at multiple regulatory levels, due to 

mutations in key factors, such as transcription factors, proto-oncogenes, 

epigenome/chromatin architecture modulators, or metabolic enzymes/key factors. 

Investigating the very initial steps of tumorigenesis is hampered by the potential 

existence of previous tumor clones in clinical samples and the consequences of 

genome instability in established tumors at diagnosis. Here we have set out to 

understand the net consequences of cell immortalization and c-Myc protooncogen-

induced tumorigenesis on the global chromatin structure of normal primary human 

cells in a stepwise tumorigenesis model. Our results reveal a dramatic global re-

wiring of the chromatin during tumorigenesis. 

 

INTRODUCTION 

Cancer is a heterogenic disease, which originates from somatically acquired (sets of) 

mutations, can be accelerated by genetic predisposition, showing very different latencies 

and tissue preferences. The systemic changes that can be initiated by single or up to an 

estimated 6 mutations have been described as hallmarks of cancer 
1
. The mutations can 

affects different layers of gene regulation, generally affecting master regulators, such as 

transcription factors, regulators of cell proliferation, cell death/survival regulators, 

regulatory metabolic enzymes, components of signalling pathways, epigenetic modulators 

or factors shaping cellular structures like the actomyosin skeleton or the 3D architecture of 

chromatin. At diagnosis, in particular solid tumors often reveal a heavy burden of 

mutations, some of which are causally related to the tumorigenic events in this particular 

tumor clone (‘drivers’) 
2
, while others (‘passengers’) accumulate most likely as 

consequence of acquired genetic instability at later stages of the tumorigenic process. 

Moreover, several features of the genome structure and dynamics make it particularly 

prone to the acquisition of genetic aberrations, such as the somatic rearrangement of 

immunoglobulin genes in leukemia, which bears the risk of the generating oncogenic 

fusions (e.g. IGH/MYC 
3,4

) or the androgen-dependent vulnerability of the TMPRSS2 

locus to fuse to ERG genes in prostate cancertomlins 
5
. This development of complex 

mutational burden in cancer cells makes it extremely difficult, if not impossible, to 

investigate the temporal order of events and the effects of the driver mutations on the 

(de)regulation of the various regulatory signalling platforms in the cell.  



To monitor the effects of a minimal amount of steps that transforms a normal human cell 

to a tumor cell, while remaining genetically stable, stepwise primary cell transformation 

systems have been created 
6
. At early passages these cells remain genetically stable, 

particularly if compared to established cell lines 
7
, and the net effects of the genetic events 

leading to a tumor cell can be studied individually at every step. Using this approach we 

have recently revealed the altered gene regulatory networks during tumorigenesis and 

discovered novel deregulated chromatin modulators 
7
. Thus, given the inherent limitations 

of mouse models, this approach –albeit in vitro, is the only possibility to monitor in a 

human system the effects of defined oncogenic events on a particular regulatory platform.  

Here we embarked on a study asking for the changes in the chromatin architecture, which 

may be affected by cell immortalization due to expression of exogenous large and small T 

from the SV40 early region and the subsequent tumorigenic transformation by the 

overexpression of the c-Myc transcription factor (TF). c-Myc, as well as its other family 

members (N-Myc, L-Myc, S-Myc), all of which act as heterodimers with a number of 

partners (Max, Mxi, Mad3, Mad4, Mnt/Rox), can be a powerful oncogene if mis-

expressed, as it is the case in leukemia due to chromosomal translocations and non-

physiological regulation/expression in many other cancers  
8
. Myc is an exceptionally 

pleiotypic TF, as it has been reported to be critically involved in (uncontrolled) cell 

growth and proliferation 
9-11

, angiogenesis 
12

, stem cell renewal, maintenance and 

differentiation 
13-15

, genome instability 
16

 and response to DNA damage 
17

. This may be 

linked to effects of Myc on the global chromatin structure 
18

 and cancer cells can display 

very different chromatin interactions at the 8q24 locus harbouring the c-Myc gene 
19-23

.  

The 3-dimensional structure of cancer cell chromatin has become an interest of recent 

research but the focus has been so far on the effect of frequent chromosomal translocations 

(e.g., BCR-ABL, MYC-IGH) or on mutations in key architectural factors, like the subunits 

of the cohesion complex, which were found in a diverse set of cancers 
24

. One of the 

insights gained from these studies is that the distribution of chromosomal alterations is 

related to the positioning of these alterations in the 3D chromatin architecture 
25

. Only 

very recently comparative direct global 3D chromatin structure studies between a 

particular cancer and the normal cells of origin have been reported, as for prostate cancer 

26
. Yet, in all these studies normal tissue is compared with very late stages of the 

tumorigenic evolution, including the development of multiple clonal cancer cell lineages 

and major chromosomal aberration (i.e., loss/gain of parts of chromosomes/alleles 



including LOH, generation double minutes, chromosomal translocations) due to genomic 

instability.  

Here we have defined the changes in chromatin architecture during each of the steps, 

immortalization and c-Myc overexpression in human BJ fibroblasts, which do not show 

any of the major consequences of genome instability. We describe the very early 

alterations in chromatin architecture due to two precisely defined immortalizing and 

oncogenic insults.  

RESULTS 

Domain level chromatin dynamics 

We examined higher-order chromatin structure at a sub-chromosomal scale and observe 

that introduction of transforming genetic elements induce extensive chromatin 

reorganization in each stage of stepwise tumorigenesis (Figure 1A). Though the overall 

organization of the chromatin in topologically associating domains (TADs) is conserved 

and TADs exhibit a rather stable size (Figure 1A, B), specific domains are seriously 

affected such that up to 27% of them are unique in every cell line. Interestingly, the 

immortalisation by the SV40 early region that expresses the large T antigen which cause 

inhibition of the p53 and Rb-family of tumor suppressors and the small T antigen which 

action on the pp2A phosphatase 
27

 induces the complete reorganization of some chromatin 

domains which is seen only in immortalized cells, while others are progressivel generated 

in a stepwise manner along the differentiation process (Figure 1C). It will be interesting to 

correlate the transcriptional activities of genes in these affected domains and of the known 

targets of the SV40 early region with the altered chromatin re-wiring at these loci. 

Moreover, the integration epigenetic information that we have previously reported 
7
 may 

reveal altered functional characteristics of these regions.  

In addition, numerous chromatin structure changes occur within the stable domains. In 

agreement with previous studies 
28

 we observe large portions of interactions to increase or 

decrease across the stable domain (Figure 1D, E) between different transformation states. 

Altogether this indicates that immortalizing and oncogenic signals induce concerted 

domain–wide rearrangements and extensive changes in the chromatin interactome. 

 



Dynamics of long-range chromatin interactions 

Even though the global organization of chromatin into TADs is largely maintained, we 

observe massive reorganization of long-range chromatin interactions within TADs during 

the stepwise cellular transformation. Of a major importance is the observation that the 

interactomes of normal, immortalized and bona fide cancer cells are almost exclusive with 

only minor overlaps (Figure 2A). At the same time, immortalized cells are closer to 

normal cells (10% of shared contacts) while cancer cells interactome is unique with only 

2.4% of interactions left from previous stages of transformation. Interestingly, the distance 

of gene-centric interactions under the MYC overexpression dramatically increased in 

comparison to the interactions in normal and immortalized cells (Figure 2B). These results 

indicate a major role of MYC as a regulating factor of chromatin organization. 

 

COMMENTS AND PERSPECTIVES 

The capacities of MYC as a transcription factor, capable of inducing such a global 

reorganization of chromatin is astonishing. However it goes in line with previous 

numerous studies, showing that MYC acts (among other mechanisms) through regulation 

of chromatin remodelers 
29-32

. In our previous study we described a number of CRMs that 

were previously unrecognized as the mediators of MYC tumorigenic action 
7
. Thus, one 

could expect that MYC impairs the interactome of normal cells by changing the 

accessibility of DNA and rewiring large regions of chromatin. However, the scale of such 

reorganization was previously unknown. 

In this respect we are currently integrating chromatin structure data of the current study 

with our previously described transcriptome and epigenetic landscape (GSE72533) 
7
 

coupled with the analysis of chromatin accessibility (FAIRE-seq) for each step of 

tumorigenic transformation. This will reveal the mechanisms through which MYC is 

acting as a global chromatin remodeler inducing the acquisition of aberrant (tumorigenic) 

cell fate. 

 

METHODS  

Cell culture. Primary human diploid BJ foreskin fibroblasts were obtained from the 

American Type Culture Collection (ATCC). Genetically defined cells of BJ stepwise 



system (BJ and BJEL) - were generously provided by Drs. Hahn and Weinberg. BJELM 

cells were produced previously in our laboratory by retroviral transfection of BJEL cell 

with pBabe-MYC-ER[46]. Cells were cultured in monolayer conditions in Dulbecco’s 

modified Eagle’s medium (DMEM)/M199 (4:1) (with 1 g/l glucose) supplemented with 

10% of heat inactivated fetal calf serum (FCS) and gentamicin. The medium for BJEL was 

supplemented with G-418 (400 μg/μl) and of hygromycin (100 μg/μl). The medium 

for BJELM was supplemented with G-418 (400 μg/μl), hygromycin (100 μg/μl) and 

puromycin (0,5 μg/ml) and continuously grown with 10
-6

M 4-hydroxytamoxyfen (4-

OHT). 

 

FAIRE-seq. Isolation of active regulatory elements was performed as previously 

described 
33

 using 0.5 mln cells. See details in extended Data Methods. All FAIRE assays 

were validated using positive and negative controls by quantitative real-time PCR (qPCR, 

Roche LC480) using Quantitect kit (Qiagen). 

 

Massive parallel sequencing and quality control. qPCR-validated FAIRE assays were 

quantified (Qubit dsDNA HS kit; Invitrogen); 10ng of the material was used for preparing 

multiplexed sequencing libraries (Supplemental Methods). Sequence-aligned files were 

qualified for enrichment using the NGS-QC Generator 
34

. Briefly, this methodology computes 

enrichment quality descriptors discretized in a scale ranging from “AAA” (best) to “DDD” 

(worst). Based on this quantitative method, all FAIRE datasets described in this study 

presented quality grades at least “BBB”; integrative studies were thus performed exclusively 

with high quality datasets. 

 

Enrichment pattern detection and intensity profile normalization. Relevant binding sites 

in all ChIP-Seq and FAIRE-Seq datasets were identified with MeDiChISeq 
35

; multi-profile 

comparisons were done after quantile normalization 
36

 (Supplemental Methods).  

Transcriptome and Epigenome assays. The data of transcriptome dynamics and chromatin 

immunoprecitpitation assays used in the current study has been assessed in our previous study 

7
 and are available from the Gene expression Omnibus database (GSE72533).  

 

HiC. The original HiC protocol has been improved, increasing the ligation yields and 

modifying the steps that favor chromatin decrosllinking (see details in Extended Data 



Methods), while keeping conventional HiC workflow 
37

.  Per HiC essay 10-20 mln cells 

has been used. 
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FIGURE LEGENDS 

Figure 1. Dynamics of chromatin associating domains (TADs) in stepwise 

tumorigenesis. (a) Statistical comparison of unique and common TADs between BJ, 

BJEL and BJELM cells (b) TADs size stability during the cell transformation. Statistically 



significant differences has been confirmed by Kolmogorov-Smirnov test, p-value < 0.001.  

(c) Corresponding examples of TADs for BJ, BJEL or BJELM TADs.  (d) and (e) show 

the intra-domain changes in interactions frequencies during the differentiation in case of 

stable TADs. Yellow arrows point at the differences in domain architecture between 

different conditions. In (c and d) HiC maps show normalized frequencies of interactions. 

In (e) the difference of normalized interactions maps is shown.  

Figure 2. Dynamics of long-range chromatin interactions along the differentiation 

process of F9 and P19 cell lineages. (a) The main trends of interactions temporal 

dynamics. (b) Changes in length of chromatin interactions during cellular transformation. 

Statistically significant differences has been confirmed by Kolmogorov-Smirnov test, p-

value < 0.001.  
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DISCUSSION 

 

FROM SIMPLE SIGNALS TO COMPLEX REGULATORY SYSTEMS 

How can a higher organism, like a mammal, acquire the enormous complexity in cell diversity 

(at least several hundred different cell types), functional cooperation (signal exchanges between 

organs, like through the (neuro)endocrine system) and compartmentalization (organelles within 

cells and organs within the organism) upon development from a single fertilized oocyte? At the 

very beginning, decisions are imposed (e.g., by the mother in flies or gravity in plants) during 

early embryogenesis, which generate asymmetry. For example, in Drosophila it is a maternally 

transduced signal, the local asymmetric deposition of bicoid RNA, which imposes polarity onto 

the egg. Diffusion of this RNA and its translation generates a Bicoid gradient that is interpreted 

by other (transiently expressed) transcription factors, the gap genes, and subsequently by the 

pair-rule genes. This cascade of (sometimes interacting) TFs ultimately defines segment 

identities within the embryo. Thus, local molecular information provided by the mother is 

transformed by simple physical means into increasingly complex, temporally organized 

molecular information that initiates the generation of complex structures.  

Obviously this process has from a certain moment on to be temporally coordinated and needs 

increasingly complex regulatory mechanisms that define cell and organ identities and 

functionalities, which are established successively early in embryogenesis. These processes 

involve systems of high molecular complexity and selectivity to properly interpret genetic 

information. They involve for example pleiotypic actors (i.e., TFs, regulatory RNAs), regulatory 

mechanisms and the corresponding machineries (i.e., epigenetic modification together with the 

cognate enzymes, machineries and targeting principles) and structural organization (i.e., 

ribosomes, chromatin, organelles, organs). All this information is encoded in nuclear and 

mitochondrial DNA and includes the information for the (self-)organization of these multiple 

structures.  
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1. HOW IT BEGINS:  INITIATION OF DECISIONS THAT DETERMINE 

CELL FATES 

Transcription factors are believed to be master regulators of cell fate determination/acquisition. 

However, the fact that some cells have master regulators differentially expressed, while other 

cells not, raises the question why and how these differences are established, suggesting that there 

are mechanisms of regulation of master regulators. Together with many other types of studies 

chromatin conformation capture-based experiments suggest that the evolution of the chromatin 

modification and architecture has spatially connected (super)enhancers that are likely to have co-

evolved with the cognate TFs in common modulable compartments, thus providing a dynamic 

superstructure of high plasticity and sufficient complexity to organize the expression of GRNs 

with cell type-relevant genetic information. 

While this view provides a scaffold for the temporal organization of cell type-selective GRNs, 

this does not solve the question of why in some cells a particular regulatory element would be 

active or repressed viii, but not in other cells. 

As any chemical/biological event has a physical basis that generally leads to energy 

minimization of the system ix, one could assume that the differences in TF expression between 

the cells of an organism should derive ab initio from a simple physical cause. These differences 

have to be established early in embryo development, when for the first time a 

heterogeneity/asymmetry of the cells comprising the embryo is observed. Assuming that the first 

commitment is established at this stage, the initial driver signal has already pre-defined different 

sets of key regulators x that will subsequently shape the fate of a (group of) cell(s). But what is 

(are) the principle(s) linking the physical or chemical signal to the landscape of the regulatory 

elements that will define the gene regulatory network of the cell?  

                                                                    
viii or, alternatively, accessible to the cognate TF or not, perhaps due to epigenetic modification. None of all these 

reflections provides a solution to the “chicken-or-egg” conundrum.  
ix Energy minimization may have multiple manifestations, concerning, for example, surface energy 135,259, the 

membrane composition (fluidity, ‘rafts’) and charges, interactions (covalent, electrostatic, dipolar, hydrogen 

bonding, hydrophobic, etc.) between the atoms of molecules (in case of protein structure such interactions can lead to 

protein conformational changes resulting in lower energy states), … 
x whatever these regulators are in physical or chemical nature 
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Let’s assume that an external signal – a key fate regulator - is generated to specify a particular 

cell fate. Candidates for such “simple” signals that serve as initial driver could be (the gradient 

of) a chemical compound around/in the embryo, physical constraints e.g. from surrounding cells, 

differences in the membrane charge or simply gravity. The orchestration of these signals will 

afterwards spatially organize embryo cell fates such that they adopt/adapt to “patterns” (see 

above for the case of Drosophila and bicoid). Yet, one of the most fundamental questions is: 

what is the molecular mechanism underlying the formation of these patterns and how are the 

gene-regulatory programs established and regulated? 

The most influential ideas in this field are embedded in the “Reaction-Diffusion” model 

formulated by Alan Turing 
212

 and the “Positional Information” model of Lewis Wolpert 
213,214

. 

Turing came up with the intrinsically non-intuitive idea that diffusion itself can create a pattern; 

he developed a two-equation system, a simple mathematical model of interacting morphogens 

(short-range activator and long-range inhibitor) that could spontaneously produce a 

pattern/dissimilarity within a uniform field of cells/nuclei. The formation of palatal ridges is an 

example of such reaction-diffusion system 
215

. The space between ridges is self-controlled by the 

activator-inhibitor pair of Fgf and Shh.  

In contrast to Turing Wolpert didn’t try to find a way of self-organization of an organism but 

rather defined how a complex organism can arise from initial heterogeneity or polarity of a 

driver signal across the tissue. In this model the morphogen concentrations can act as specific 

positional coordinates (raising the term “positional information”) that differ in space and are 

interpreted by molecular actors of the cell that sense morphogen concentrations, thus defining its 

fate. The proof of this concept came with the discovery of the maternally initiated bicoid 

gradient in Drosophila 
216

 that provides distinct inputs to the gap gene network, which in turn 

converts these smooth spatial differences into more discrete molecular patterns and provides the 

positional information for the next level of gene regulation (by the segment polarity genes). 

While conceptually different, these two main models of early embryo development have often 

been considered as opposing ideas. However, these models are in fact complementary and work 

together in several possible cooperation modes, with reaction-diffusion providing self-organized 

regularity and positional information being a flexible way to interpret regional differences and 

tune them into proper pattern formation during evolution (reviewed by 
217

).  
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Whereas several examples of cause-consequence relationship between the initial signal and the 

resulting cellular phenotype are known (i.e., endocrine chemical signals/hormones specifying 

cell types and cellular responses; TFs driving myogenesis, osteogenesis, adipogenesis or 

hematopoiesis), we know very little about the establishment and dynamics of gene regulatory 

networks initiated by external or/and internal signal(s) and which interpret the information 

provided by the signal. In the context of the current study we have reconstructed two types of 

gene regulatory networks, one for the process of cell differentiation initiated by the chemical 

morphogen retinoic acid and a second for a cellular model of tumorigenesis in response to the 

introduction of defined genetic elements.  

2. EPIGENOME 

From the breakthrough discoveries and conceptual advances in epigenetics, molecular hallmarks 

of epigenetic control emerged that are important for cell-type identity, cellular reprogramming 

and tumorigenesis 
218

. One of the key features of chromatin marks is their reversibility, which is 

an important aspect for the development of epigenetic drugs. In the frame of the current project 

our results have shown that chromatin undergoes global epigenetic restructuration during the 

stepwise transformation process and suggested the direct implication of chromatin remodelers in 

the tumorigenesis. In this respect we discovered several CRMs 
xi

 that have not been previously 

associated with tumorigenic cell transformation 
26

. 

However most of the studies are generally showing a descriptive correlation between the 

transcriptome and epigenome dynamics, keeping the causality question open. Epigenetic 

modifications could be consequence of signaling pathways (directed by TFs that recruit 

epigenetic writers or erasers); thus epigenetic modifications would be a step within the signaling 

cascade, which has the capacity of signal diversification by regulating sets of genes in response 

to a single trigger. For example, ER signal diversification into gene sub-programs occurs due to 

the interplay between two ER-recruited epigenetic factors, the histone acetyltransferases CBP 

and P300 and the methyltransferase PRMT4/CARM1 – the net result is the diversification of 

estrogen-regulated gene sub-programs 
219

. This case of signal diversification highlights a 

mechanism of complexity generation from a simple single chemical signal – estrogen. Notably 

this signal itself is the result of a complex chain of events (chemical synthesis – steroidigenesis -  
                                                                    
xi in particular, PRMT3 and GTF3C4  
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in specified cells) and uses another principle of diversification, namely the endocrine principle, 

where a specified organ generates a chemical signal that is transported though the bloodstream 

and captured by specified proteins (hormone receptors); the endocrine system itself uses 

chemical synthesis as means of diversification, to ultimately provide highly specific chemical 

structure-based information to target cells/organs that express the (co-evolved) cognate 

receptors. 

Another question is how the epigenetic information (marks) is selectively targeted to specific 

sites in the genome. Some epigenetic writers associate “off” and/or “on” the DNA/chromatin 

with TFs, which recognize specific DNA sequences and transport the chromatin remodelers to 

their target sites, thus modifying the (surrounding) epigenetic landscape. Indeed, in the presence 

of agonists some nuclear (holo) receptors 
xii

 recruit CoAs 
xiii

, which in turn recruit HATs 
xiv

. 

Some non-liganded (apo) receptors 
xv

 can bind CoRs 
xvi

, which associate with HDACs. 

However, in most cases – like for the extensively studied PRC2 complex, which deposits 

H3K27me3 marks through its EZH2 subunit – the mechanism(s) of targeting and the modulation 

of this process by altered chromatin accessibility and histone modification have remained largely 

elusive, albeit several options are being discussed 
220

.   

A conceptually different mechanism involves non-coding RNAs, which similarly to TFs could 

be able to target cargos to sequence specific loci 
221,222

. Several groups have reported the 

involvement of small RNAs in interacting with, and presumably directing of chromatin 

modifying activities to genomic targets 
223,224

.  

Several of the above mentioned points can now be rather easily addressed by using the CRISPR 

technology in gain and loss-of-function approaches 
xvii

.  

 

 

                                                                    
xii e.g., the estrogen receptor (homodimer) 
xiii like members of the SRC family  
xiv like CBP or P300 
xv e.g., the retinoic acid receptor (heterodimer with RXR) 
xvi like NCoR or  SMRT 
xvii for example, by deletion of a particular epigenetic writer, or by targeting of an eraser or writer to a selective site 
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3. 3D ORGANIZATION: CAUSE OR EFFECT? 

Integrative chromatin structure/transcriptome/epigenome studies have undoubtedly revealed a 

strong correlation between linear (DNA accessibility, chromatin modifications) and spatial 

chromatin architecture, modification and gene expression. However, the causality of events 

remains unclear: the open questions are (i) does the conformational change bring forth the 

changes in gene expression patterns, or (ii) does the process of RNA transcription change the 

conformation of the involved loci; (iii) does this “crosstalk” go in both directions or could there 

be a dominant sequence of events that defines this relationship and finally (iv) what are the 

factors/features that regulate the chromatin conformation dynamics?   

In the case of Polycomb complex (PRC)-mediated repression the epigenetic landscape has been 

extensively studied 
225

. Proteins of this complex regulate stem cell pluripotency 
226

 by repressing 

hundreds of genes through the assembly of the PRC1 and PRC2 complexes, which results in the 

dynamic deposition of H3K27me3 and H2AK119ub1 marks and concomitant chromatin 

condensation. To determine whether PRC1 components have a causal role in the regulation of 

gene networks, Schoenfelder et al. 
227

 performed the KO of RING1A alone and with RING1B in 

mouse ESCs. While the loss of RING1A weakened the PRC1 network contacts, double KO 

disrupted the Hox gene network followed by massive de-repression of Hox genes. In contrast, 

the pluripotency network was not perturbed by ablation of RING1. These data show that the 

PRC1 complex and in particular RING1 proteins are central to the maintenance of hard-wired 

target gene networks and chromatin organization can be a cause rather than an effect, at least in 

the above case.  

At the same time there are examples of the opposite situation when transcription affects genome 

conformation. It is long known that RNA polymerase II acts as a molecular motor and, with the 

help of other enzymes/factors 
xviii

 is able to separate DNA strands, displace nucleosomes, and 

arrange the local chromatin into a more open conformation 
228

. These effects are generally not 

widespread, and are mostly limited to the ‘looping out’ of chromatin, affecting antisense 

transcripts and nearby genes, only rarely spreading along entire topological domains. However, 

inhibition of RNA transcription in a cell by the RNA Polymerase II/III inhibitor α-amanitin, 

                                                                    
xviii such as the helicase family 
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RNA Polymerase I inhibitor actinomycin D or CDK9 inhibitor flavopiridol has profound effects 

on nuclear structure. Flavopiridol causes disintegration of the nucleolus and triggers a 

widespread re-localization of several proteins and RNA species, such as the spliceosome 

complex or the small nucleolar ribonucleoproteins of the dark nucleolar caps 
229

. Thus, spatial 

location truly matters for both genes and regulatory elements. Locally, looping interactions are 

one of the most important ways to modulate gene activity, through enhancer/silencer elements or 

co-localization with a transcription factory. On a larger scale topological domains are regulating 

large sections (hundreds of kilobases or even megabases) of chromatin and potentially function 

as delimiters of enhancers action landscape. 

To reveal the role of chromatin structure dynamics in cell fate decision processes and try to 

answer the question of causality, we applied a systems biology approach integrating the 

transcriptome, epigenome and chromatin structure from temporal series of experimental data 

during early steps of cell differentiation and stepwise cell transformation process.  

We observe a previously unrecognized highly dynamic re-wiring of chromatin domains during 

cell differentiation and tumorigenesis (see Publication N° 5, Malysheva et al. 2016. ‘Chromatin 

dynamics during tumorigenic transformation’, manuscript in preparation). Long-range chromatin 

interactions are massively reorganized. Integration of chromatin interactions together with 

temporal epigenetic and transcriptome data indicated key regulatory elements that respond to the 

initial signal. Corresponding validation experiments are ongoing. Our data reveal an enormous 

capacity of the morphogen to reorganize long-range chromatin interactions as a means to “read” 

distant epigenetic signals to drive cell fate acquisition and suggest that the differential 

establishment of chromatin contacts directs the acquisition of the two cell fates (see Publication 

N° 4, Malysheva et al. 2016. ‘Chromatin structure dynamics directs cell fate acquisition’, 

manuscript in preparation).  

4. LIMITATIONS OF PROXIMITY LIGATION METHODS 

The current research on the regulation of cell fate processes extends largely beyond a mere 

identification of the involved genes and asks for the annotation of gene-regulatory elements as 

positive and negative trans-regulatory DNA elements, such as (super)enhancers, 

enhanceosomes, locus control regions or insulators, as the proper association of those elements 
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to the corresponding genes is a crucial step. In the pre-C era this was done using the linear 

proximity criteria, using the assumption that an enhancer regulates the most proximal gene, 

generally using a custom threshold of 10 or 50 kb; if the TF is known one can also establish 

cumulative distribution functions for differentially regulated genes relative to non-regulated 

control genes to monitor “preferred” distances for the definition of thresholds. However, ChIA-

PET and 3C-based studies showed that this assumption of proximity criteria is very naïve and we 

know now that enhancer – promoter interactions can span even Mb distances 
230,231

. Moreover, it 

is estimated that hundreds of thousands of enhancers exist in the human genome 
92,232

, vastly 

outnumbering protein-encoding genes. Thus, single enhancers can regulate multiple genes and 

vice-versa one promoter can interact with several enhancers, with estimated number of 4 

enhancers per gene per cell type 
233

. To add even more complexity, some intergenic enhancers 

can act as alternative promoters 
234

 while some enhancers may have a dual function and act as 

insulator, rendering the distinction of regulatory elements landscape very difficult 
235

.  

Chromosome conformation-based techniques combined with integrative epigenetic studies could 

clarify this blurry situation. However, these techniques possess a number of limitations, which 

have to be carefully considered to assure proper association of regulatory elements with their 

cognate genes. These limitations can be of both, technical and biological origin. Some of the 

technical limitations originate from the requirement of chemical crosslinking in the C protocols 

and the effects of crosslinking on the interactomes map, as discussed below.  

Limitations originating from crosslinking. Formaldehyde is a zero-length homobifunctional 

crosslinker 
236

 that exists in aqueous solution predominantly as methylene glycol 
xix

 with residual 

carbonyl formaldehyde 
xx

; this equilibrium is pH, concentration and temperature-dependent and 

long-standing methylene glycol polymerizes to polyoxymethylene glycol; all these factors may 

affect crosslinking efficiency. In presence of extracts/cells/tissue it reacts with proteins, 

glytcoproteins, nucleic acids and polysaccharides. The most reactive sites are primary amines 

(e.g., lysine), purines (in DNA, e.g., cysteine) and the subsequent crosslinking of these functional 

groups to less reactive groups, such as primary amides (e.g., glutamine, asparagine), guanidine 

groups (e.g., arginine) and tyrosine ring carbons is a favored process.  Depending on fixation 

                                                                    
xix hydrated formaldehyde, which penetrates tissue and cells rapidly 
xx which fixes tissues slowly 
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time and conditions smaller or larger cross-linked protein-DNA complexes can be created; most 

likely also the local composition and component density (e.g., of proteins and RNAs) affects the 

crosslinking reaction. While nucleosomes are present at relatively uniform density, structural and 

regulatory proteins occupy selectively certain regions of the genome, introducing variability in 

the size of complexes. This in turn influences the range of interaction partners, such that 

elements in larger complexes are likely to interact with more targets than elements in smaller 

complexes. One possible way to confront these effects is to sequence individual complexes in a 

go, and look specifically at the number of DNA fragments, and the types of interactions they 

establish within and outside of the complex.  

Restriction fragment-dependent limitations. Another source of technical limitations originates 

from the use of restriction enzymes for chromatin digestion. Two characteristics of restriction 

enzyme are the frequency of cutting and the distribution of restriction sites within the genome; 

these features will invariably define the theoretically possible resolution of the essay. The more 

frequent are the restriction sites, the higher is the resolution of the essay. For genome-wide 

studies the most frequently used enzymes are the 6bp-recognizing HindIII, which generates 

average fragment sizes of 3kb, and the 4bp-recognizing DpnII or MboI, which cut the DNA on 

average every 300-400bp. Essentially, the larger the fragment, the less genes and regulatory 

elements can be resolved. Furthermore, some of the genes may not contain the restriction site 

and in these cases the enhancer – promoter interactions are impossible to define with the current 

method. For example, ~5000 of genes in mouse genome do not have HindIII sites and cannot be 

resolved when using this enzyme. Albeit the resolution of the essay with 4bp-recognizing 

enzymes is conceptually much better, the high frequency of cutting and thus the larger amount of 

DNA fragments demands a much higher depth of sequencing, as the number of possible ligation 

events increases in a non-linear manner. Thus, the final choice of the enzyme is a compromise 

between the resolution required for a particular study and the affordable depth of sequencing, 

particularly for the studies conducted with organisms of large genome sizes.  

Additional biological limitations are imposed by the intrinsic characteristics of gene structures. 

Indeed, irrespectively of the method used for fragmentation of crosslinked chromatin - with 

restriction enzymes or by physical means, like sonication - genes that share promoters, overlap 

on different DNA strands or are juxtaposed cannot be resolved, neither with 3C-based methods 
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nor by ChIP-seq. Altogether these factors constrain the complexity of the library and must be 

taken into consideration during data analysis.  

Limitations due to chromatin dynamics. Furthermore, due to the dynamic nature of chromatin 

and the fact that at single cell level transcriptional activity occurs in bursts, regulatory 

interactions may exist only in a small percentage (~2-3%) of a given cell population, thus 

making them difficult to detect by analysis of chromatin conformation data alone. Indeed, in 

“bulk C essays” the regulatory signal present in a minority of cells will be diluted by the absence 

of that signal in other cells and may remain undetected. These considerations may explain the 

discrepancy between the results obtained from single-cell microscopy-based experiments and the 

interaction frequencies detected by molecular assays. With the development of a single-cell Hi-C 

it is now possible to determine how much of this discrepancy is technology-dependent and how 

much single cell assays resolve (stochastic, programmed) cell-to-cell variability that is not seen 

in cell populations.  

5. CHALLENGES IN GENE REGULATORY NETWORK RECONSTRUCTION 

One of the approaches of network reconstruction is the integration of information that can be 

obtained from (various types of) interaction databases (CellNet, MiMI, etc.). This way it is 

possible to pinpoint the interacting partners/factors of genes/proteins of interest, e.g. as 

differentially expressed genes, and then to define high-degree nodes in this network. With this 

approach a more comprehensive network can be established than when restricting the analysis to 

only those interactions that occur between query nodes. This way the network gets ‘enriched’ 

with potentially functionally relevant information, which facilitates the definition of relevant 

sub-networks and/or non-differentially expressed nodes that are topologically important in the 

network but would otherwise not be identified. This being said, such integration of external 

information necessitates validation, which can be done by a ‘signal propagation’ test 
207

 and 

system perturbation (e.g., CRISPR-based gain or loss-of-function or similar).  

However, identification of hubs in these networks can be biased towards favoring nodes that are 

in general highly connected. This may concern promiscuous, ubiquitous or well-studied nodes, 

as nodes with many interactions in the query database have a higher probability of being 

included in the network. A more targeted analysis is needed to determine key regulatory nodes in 
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the network. The ‘signal propagation’ approach that we developed recently 207 is particularly 

useful, as it verifies the correct flux of information from the initial signal to the final pattern of 

target nodes. Indeed, this procedure ‘cleans’ the network from potential artefactual interactions, 

which do occur in the context of other cells/conditions but are irrelevant for the actual study.  

Moreover, one of the salient features of the ‘signal propagation’ concept is that it ranks nodes 

according to their ability to generate the final pattern of nodes or, in other words, it identifies the 

key nodes/master regulators within the network.   

A limitation of the use of the graph theory for the analysis of biochemical networks is the static 

feature of graphs. All real biological networks are dynamic, as the activity of nodes and their 

links within the biochemical networks change over time. Thus the abstraction to graphs can mask 

temporal aspects in the flux of information. Moreover, static sub-networks are not sensitive to 

the amount of initial substrates or enzymes or, for example, to the gradient of a chemical signal, 

while real systems respond to these quantitative parameters. Thus static network generalizes the 

outcome assuming a certain threshold of presence/absence of gene/protein that oversimplifies the 

fine-tuning in the propagation of certain types of signals xxi. Nevertheless, while static graph 

representation of a system is a prerequisite for building detailed networks 237, dynamic modeling 

approaches (e.g., Petri nets238) can be used to simulate network dynamics; to establish such 

dynamic networks the graph representations can serve as useful skeletons of the model. As 

modeling of the dynamics of biochemical networks recapitulates more accurately in silico the 

dynamic features of a biological system, it will be more valuable for developing quantitative 

hypotheses.  

However, the challenge with building dynamic models of biochemical/biological networks is 

that they require the integration of kinetic and quantitative parameters, which are difficult to 

obtain experimentally and are frequently not available/reported. Another obstacle is the 

computational resources necessary for dynamic analyses, as time and memory requirements for 

computation increase exponentially with the number of steps in a path and/or the number of 

nodes in a graph. This computational bottleneck discourages most laboratories from calculating 

the static and dynamic properties of large regulatory biochemical networks. One of the ways to 

overcome this challenge is sampling 239 and/or parallelization of algorithms 240. Another 

                                                                    
xxi i.e., the response of the cell to the bicoid gradient will a priori not be reflected in a static network 
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approach involves the abstraction from exact chemical constants and factors and evaluate the 

signal propagation efficiency using a Boolean concept 
241

. Finally, a comparative analysis with 

the temporal transcriptome changes may significantly improve the identification of key 

regulatory factors. 

In summary, we are just starting to decipher the rules of the dynamics of complex biochemical 

systems and to develop concepts for in silico modeling, in which the graph theory plays an 

important role for organizing the accumulated knowledge. GRN reconstructions have proven 

their utility (i) for providing an overview of the organization of different types of biochemical 

networks across species, (ii) for the analysis of multivariate data when lists of genes or proteins 

can be placed in the context of prior knowledge, (iii) for the development of hypotheses about 

the cooperation of multiple factors, including to generate complex phenotypes and (iv) for the 

identification of ‘master regulators’ involved in the investigated biological processes.  

6. THOUGHTS ABOUT THE BEGINNING, NON-EQUALITY AND 

DIVERSIFICATION 

Reflecting on the above described multiplicity of interconnected mechanisms 
xxii

 and large 

number of different types of actors 
xxiii

 that are modulating regulatory systems at various levels 

xxiv
, the question arises if there could be a common unifying principle that defines the initiation 

and diversification of cellular systems in higher organism. Indeed, one of the most profound 

questions in nature [is] – how complexity arises from initial simplicity 
242

, or in other words, 

how the complex structures of an adult derive from a (simple) fertilized egg.  

It appears that nature has invented different pathways to generate this complexity. As discussed 

above, in Drosophila the maternally transduced Bcd RNA establishes a gradient of the 

morphogen and TF Bcd that defines the anterior pole of the embryo and controls transcription of 

target genes in a concentration-dependent manner. Another type of gradients, like the differential 

nuclear localization of the TF Dorsal, defines a dorsal-ventral axis and thus, additional positional 

                                                                    
xxii information transfer and diversification through signaling involving a multitude of levels like the 
metabolomes, transcriptomes, epigenomes, chromatin interactomes, etc. 
xxiii  chemical signals like hormones, TFs, epigenetic modulators, actors that spatially organize chromatin and 
its dynamics 
xxiv transcription and translation, epigenetics, diverse types of ncRNA functions, metabolism, catabolism, etc. 
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information. These TFs gradients are interpreted by target genes that execute the positional 

information resulting in increasingly complex segmentation, which is then complemented by the 

information exchanged between adjacent (non-identical) cells to shape the final pattern. Taken 

together, in this species a maternally defined physical gradient provides (positional) information 

to make cells non-identical. 

In mice no morphogen gradient has been described to operate at the very early times of 

embryogenesis. Moreover, the first unsolved question is why a fertilized egg starts to divide 
xxv

. 

Most likely, the actors and mechanisms involved in cell division are maintained operative in the 

egg and activated upon formation of the zygote. In contrast to Drosophila, where 13 rounds of 

extremely rapid chromosome duplications and mitosis occur in nuclei in the absence of 

cytokinesis/cellularization
xxvi

, mouse zygotes undergo 4 cell divisions (Figure 7), which occur 

without significant cell growth (leading to smaller cells); the first cell division occurs 4h to 10h 

post fertilization, is twice as long 
xxvii

 as the second and starts in the male pronucleus. Zygotic 

gene activity starts in the long G2 phase 
xxviii

of the second division. The resulting 16 identical 

cells are developing under physical laws, particularly that of surface energy minimization, which 

results in the formation of a ball-like structure. During the 5
th

 division, two cell populations are 

formed, polarized external cells (giving rise to trophectoderm) and apolar internal cells that will 

give rise to the inner cell mass and then segregate into the epiblast and primitive endoderm. 

Upon implantation in the uterus (most likely receiving maternal signals) the embryo undergoes 

gastrulation during which the three embryonic layers are committed and organized in three 

dimensions. Taken this information together, physical laws 
xxix

 govern the first rounds of cell 

division to generate a ball of identical cells, with the 5
th

 division introducing non-identity. The 

fact that this coincides with implantation infers instructive signals from the mother; this is 

conceptually similar as the maternal information instructing the Drosophila embryo.  

Taking everything together, different organisms have developed different ways to generate 

complexity from the initial simplicity of the fertilized egg. However, it appears that – at least in 

                                                                    
xxv this questions bears resemblance to the question concerning the initiation of the Big Bang 
xxvi This syncytium contains thousands of nuclei 
xxvii 120 min 
xxviii 12 to 16 h 
xxix in particular minimization of surface energy 
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invertebrates - instructive maternal signals are required to generate initial non-equality of cells. 

In the mouse an alternative possibility to generate non-identical cells is that energy minimization 

of surface tension at the 8-cell stage is sufficient for (stochastic) polarization 
xxx

 of some cells, 

which then divide to generate two outer polar cells, while the less superficial cells divide to give 

one outer and one inner cell, thus leading to a compartmentalization that forms the blastocyst. 

Once non-identity of cells and cell communication are established additional cell autonomous 

and non-autonomous actions can be established resulting in further diversification and pattern 

formation of the organism. This may involve both physical 
xxxi

 and morphogenetic 
xxxii

 

mechanisms 
243

 but also self-organizing principles, such as the (re)formation of TADs during 

mitosis after the S phase.  

In this context it is worth noting the insight of Alan Turing in how “… a system, although 

originally it may be quite homogenous 
xxxiii

, may later develop a pattern or structure due to an 

instability of the homogeneous equilibrium, which is triggered off by random disturbances 
xxxiv

 ” 

and that “this theory does not make any new hypotheses; it merely suggests that certain well-

known physical laws are sufficient to account for many of the facts” 
212

. He even suggested that 

hormones may be morphogens – a notion which is firmly justified by the fact that all-trans 

retinoic acid is now regarded as a morphogen for limb formation and possible other 

morphogenetic processes. 

It will be interesting to consider cell or chromatin states or cell patterns from the point of 

physical laws, as extrapolated from Turing’s reflections. For him these entities are “stable” but 

some (stochastic) deviations from this stability are essential to drive the entity into another stable 

state, much so in a Waddington sense 
245

, thus predicting that the process of cell fate acquisition 

involves an (induced) instability that leads to a new stable (lower energy) equilibrium of the cell.  

                                                                    
xxx to maximize intercellular contact as a consequence of physical compaction, which initiation the formation 
of cell junctions 
xxxi cell responses due to mechanosensing or shear forces, the letter of which contribute to tissue organization 
during cardiovascular development 
xxxii diffusion-reaction model of Turing for Drosophila embryogenesis but also for limb development triggered 
by the “zone of polarizing activity (ZPA)” which generates a directionally instructive gradient of the 
morphogen retinoic acid 
xxxiii like the syncytium of the Drosophila embryo or the 8-cell stage of a mouse embryo 
xxxiv like the stochastic polarization of some mouse embryo cells at the 8-cell stage 
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Identifying the causes and sensitive targets of such a destabilization  
xxxv

 could facilitate changing 

cell fates, as we have demonstrated in the case of trans-differentiation of F9 cells towards the 

neuronal lineage 
207

. Thus as the cell fate appears to be flexible (either in natural conditions as in 

case of newt’s eye 
9,10

 or experimentally forced) and sensitive to the environment the cell fate 

sensu stricto doesn’t exist as the cell development not only directed by internal (epi)genomic 

information but also tuned by external stimuli. 

                                                                    
xxxv Probably hormones, TFs, epigenetic modulators, and similar actors are potential sources of such 
destabilization 

 

During the 8-cell stage, individual cells polarise, maximise intercellular contact (compaction) and initiate junctional 

formation. Some polarised 8-cells (*) have “more superficial positions than others and divide conservatively to 

generate two outer polar cells at the 16-cell stage, whereas the less superficial 8-cells divide to give one outer polar 

and one inner non-polar cell. After a further round of cell divisions to the 32-cell stage, formation of the nascent 

blastocoel (NB) occurs and the inner cells (purple) are separated from the nascent blastocoel by trophoblastic 

processes. With full expansion of the blastocoel (B), division to the 64-cell give two committed tissue lineages: 

inner pluriblast (P, purple) and outer trophoblast, which is designated mural (MT) adjacent to blastocoel and polar 

(PT) over the pluriblastic cells that make up the inner cell mass (ICM). Over the next 12–24 h the embryo’s cells 

continue to increase in number, the blastocoel expands further, the trophoblastic processes overlying the ICM 

withdraw, and a layer of hypoblast (H) cells derived from the pluriblast cells is evident on the surface of the ICM. 

The remaining cells of the ICM are now called epiblast (E). The embryo sheds its outer acellular coating (the zona 

pellucida—not shown) and initiates attachment to the uterine epithelium. [Taken from 
244

]   

 

Figure 7. Schematic outline of some key events during pre-implantation mouse development. 
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PERSPECTIVES AND CONCLUSIONS 

Despite all the efforts in developmental biology the question of embryo development and cell 

lineage establishment is open. Why, in response to what stimulus and how can different parts of 

an early embryo start to acquire their specific traits? How is the chromatin architecture set up 

during early embryogenesis and what drives this process; is it a slow process or is it already fully 

established xxxvi or is this a completely dynamic process; if the latter is the case what are the 

instructive signals? How this information is transmitted to the cell progeny? What is the memory 

capacity of the chromatin organization and whether it acts in concert with epigenetic memory? 

Single cell HiC, CHiC and HiChIP should help us to understand the mechanism of these 

processes.  

RNA world. Additional layers of information can be added to get closer to a holistic analysis of a 

cell.  This includes RNA analyses (miR expression and other regulatory ncRNAs and their 

targets) in the data integration effort. It is important also to reveal whether and how different 

types of RNA (e.g. lncRNA, eRNA) instruct the structuring of chromatin 246.  

Metabolomics. The metabolomics should not be ignored in the integrative studies as metabolites 

can act as co-factors of regulators, like in the case of iron- and α-ketoglutarate (α-KG) dependent 

JmJC-domain containing proteins. Indeed, in gliomas tumor-derived IDH1 and IDH2 mutations 

reduce α-KG and accumulate an α-KG antagonist, 2-hydroxyglutarate, leading to genome-wide 

histone and DNA methylation alterations 247–249. Moreover, succinate dehydrogenase mutations 

in paragangliomas result in a hypermethylator phenotype, associated with downregulation of key 

genes involved in neuroendocrine differentiation 250. In addition, succinate accumulation in 

SDH-deficient mouse chromaffin cells leads to DNA hypermethylation by inhibition of 2-OG-

dependent histone and DNA demethylases establishing a migratory phenotype 250. These results 

reveal the interplay between the Krebs cycle, epigenomic changes, and cancer and argue for the 

need of data integration, which should be as comprehensive as possible.  

De novo genome assembly and haplotype phasing. Finally, C-type data could have applications 

beyond genome structure studies. There have been promising studies using long-range chromatin 

interactions from HiC datasets for the purpose of de novo genome assembly and haplotype 

                                                                    
xxxvi e.g., as a scaffolding matrix – the Mb TADs – at the 4 cell stage and then gets refined  
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phasing 
251–255

. The main concept in these approaches is to link contigs by Hi-C contacts in order 

to assemble the scaffolds of entire chromosomes in the genome. This approach is less expensive, 

as it involves high-throughput short read sequencing, which is more affordable than expensive 

long read technologies, such as traditional Sanger sequencing, PacBio real time single molecule 

256
 or recently developed nanopore sequencing 

257
. The automation of the assembly process is a 

necessary step 
254

 which would enable a higher number of species genome to be assembled at 

high quality.  

Identifying the functionality of disease associated SNPs.  Knowing the spatial organization of 

chromatin in a large number of different cell types would also enable a better understanding of 

the regulatory role(s) of non-coding regulatory DNA elements, associated with important traits 

or diseases in Genome-Wide Association Studies (GWAS). To reveal the full interaction 

landscape of regulatory elements and distal SNPs one could imagine to apply the capture-HiC 

from another angle and instead of using a promoter-centric approach, use the regulatory elements 

themselves as baits. That would allow monitoring the entire spectrum of regulatory interactions 

of any particular region; in addition to unraveling the functionality of disease-associated SNPs, 

this would be particularly attractive for structure-function studies on super-enhancers, 

enhanceosomes or locus-control regions. 

To give a comprehensive response to mentioned above questions we need to improve the 

existing methods of analysis as well as the quality evaluation of the produced datasets as a 

necessary key step in integrative studies. As very little attention is devoted to the quality of the 

chromatin (epigenetic) structure datasets generated, we invested in the development of a method 

for their quality assessment 
105

. However further effort should be done to make this tool 

accessible for the quality evaluation of the user-generated data sets in real time. 

Qualitative and quantitative technological improvements will facilitate integrative studies. With 

the progress in DNA sequencing technologies and advances in molecular biology, C-based 

experiments will undergo quantitative and qualitative improvements. In this respect we expect an 

increase in the number of cell types, tissues and organisms for which the chromatin interactomes 

will be established to relate common and cell/developmental stage/disease-specific architectural 

chromatin features with gene-regulatory events. Functional insight will particularly come from 

comparative temporal analyses of various (patho)physiological processes (stress response, cell 
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cycle, embryo development, tumorigenesis), conditions (wild types vs. KO) and related species. 

To understand cell-to-cell variations more single cell studies have to be performed. As the spatial 

regulation is not functioning on its own but in a tight crosstalk with the epigenome more 

integrative systems biology studies are required, with 3D FISH, super-resolution microscopy and 

rapidly evolving CRISPR technologies helping in establishing the causal link between regulatory 

factors and chromatin architecture and revealing the link between regulatory and structural long-

range chromatin interactions. Pluripotency factors have been shown to play an important role in 

chromatin organization (discussed by 
258

); nevertheless, future studies will be necessary to 

distinguish between the direct effects of a loss or gain-of-function of these factors on genome 

organization and secondary effects due to changes in gene expression of other factors of the 

chromatin landscape. 

Ways to improve the resolution of chromatin interactome assays. From the qualitative side, the 

progress in sequencing technologies will help to increase the resolution of HiC and CHiC 

methods. However, C-type experiments have the resolution of restriction enzymes used in a 

study, thus new methods such as sonication/tagmentation-based HiC and other methods that do 

not rely on fixation-digestion-ligation approaches need to be developed. All these improvements 

will help us gaining a much better molecular insight in the processes at the different functional 

levels (i.e., TF-dependent signaling, epigenome function, chromatin organization and 3D 

architecture) that ultimately define the acquisition of a particular cell fate. Later some of these 

methods could be applied in a personalized medicine perspective to understand the aberrations in 

an individual cancer sample, and choose the combination of therapies that might have the highest 

likelihood of success. High-resolution CHiC methods are crucial in this application.  
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Altogether, the most fascinating perspective that derives from the studies of us and others of the 

decryption of the molecular basis of,  and the mechanism(s) for the acquisition of a specific cell 

fates is the possibility to follow all the processes in their full complexity from the initial driving 

force(s) to the ultimate functional organism, and describe it as a roadmap of gene regulatory 

networks, in which each edge that links the genes/proteins would be explained from the 

(bio)chemical and (bio)physical points of view. We are thus experiencing a most exciting era of 

biosciences: the possibility to integrate the knowledge from various disciplines with the support 

of powerful computational resources and sophisticated tools to approach an understanding of 

the ontogenesis and homeostasis of multicellular organisms.  
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APPENDIX I: FRENCH THESIS ABSTRACT 
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RECONSTRUCTION DES RESEAUX DE REGULATION GENIQUES RESPONSABLES 

DU DESTIN CELLULAIRE 

 

ETAT DE L’ART 

D’importants progrès ont vu le jour ces dix dernières années dans l’identification d’altérations 

génétiques impliquées dans le développement de nombreux cancers, et agissant à différents 

niveaux de la régulation génique. Alors que de nombreuses études se sont concentrées sur le 

rôle prépondérant des voies de signalisation dans ce phénomène, des recherches récentes ont 

montré que les cellules cancéreuses ont un épigénome qui diffère de manière drastique de 

celui de cellules normales. Ces modifications épigénétiques, qui incluent la méthylation de 

l’ADN, les modifications post-traductionnelles des histones et les variants d’histones, 

influencent la transcription des gènes. Durant la tumorigenèse une dérégulation globale du 

transcriptome est observée, ainsi que des changements drastiques du paysage chromatinien. 

Comment sont opérés ces changements, et comment ils régulent la transformation de l’identité 

cellulaire sont deux questions majeures aujourd’hui. 

Les interactions longue distance de la chromatine ont potentiellement une fonction importante 

dans la pathogenèse du cancer [1]. En effet, certains oncogènes régulateurs de la transcription 

peuvent induire des changements de la structure de la chromatine, conduisant à des altérations 

génomiques [2], et à l’expression aberrante de facteurs de transcription. Toutefois les 

différentes relations entre la dérégulation globale de l’architecture de la chromatine, du 

transcriptome, et de l’épigénome lors des changements de l’identité cellulaire (différenciation 

cellulaire ou transformation tumorale) restent à élucider. 

QUESTIONS POSEES 

L’étude présentée ici révèle les interactions mises en jeu entre l’épigénome et le transcriptome 

lors de changements du destin cellulaire tels que la différenciation et la tumorigenèse. Ainsi 

nous avons adressé les questions suivantes : (i) comment l’expression globale des gènes et 

l’organisation de l’épigénome sont modifiées lors de ses évènements cellulaires; (ii) quelle est 

la fonction régulatrice des protéines de remodelage de la chromatine pendant la 

tumorigenèse ; (iii) quelles sont les altérations globales de l’architecture chromatinienne 

durant la différenciation et la transformation cellulaire ; et (iv) comment le transcriptome, 

l’épigénome et la structure globale de la chromatine se coordonnent durant l’acquisition de 
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l’identité cellulaire dans des lignées de cellules normales, quelle est leur degré de plasticité, et 

comment est altérée cette coordination dans des cellules cancéreuses. 

APPROCHES EXPERIMENTALES 

La première étape vers l’analyse des relations complexes entre transcriptome, épigénome, et 

structure de la chromatine dans l’acquisition de l’identité cellulaire, a été de caractériser les 

modifications dynamiques de l’expression des gènes, et de l’état de la chromatine en utilisant 

trois systèmes cellulaires différents. Les deux premiers modèles cellulaires utilisés sont des 

lignées de cellules de carcinome embryonnaire F9 et P19 qui se différencient respectivement 

en cellules neuronales et endodermales après traitement à l’ATRA (all-trans retinoic acid). En 

parallèle nous avons utilisé un modèle cellulaire isogénique pour l’induction par étape de la 

tumorigenèse [3], dans le but d’étudier l’organisation dynamique de la chromatine lors de la 

transformation tumorale des cellules. Celle-ci est induite par l’introduction de gènes 

responsables de l’immortalisation (hTERT : la sous-unité catalytique de la télomérase, et 

SV40 : antigène t) et de la transformation (l’oncogène c-MYC) des cellules souches en 

cellules primaires humaines. 

Ce dernier modèle a été sélectionné pour étudier les changements transcriptomiques, 

épigénomiques, et de l’organisation de la chromatine accompagnant la transformation de 

cellules humaines normales en cellules tumorales. En effet une telle étude comparative n’est 

pas facilement transposable à des cellules tumorales primaires ou à des lignées cellulaires 

cancéreuses bien établies qui sont caractérisées par un nombre très important d’altérations 

génétiques, alors que notre système présente un nombre plus limité de modifications 

génétiques. De plus, dans ce modèle les cellules sont quasi isogéniques, ce qui permet de 

comparer les cellules immortalisées et tumorales directement avec les cellules normales. 

Afin de réaliser une analyse systématique des réseaux de régulation géniques impliqués dans 

la transformation cellulaire physiologique (différenciation) et pathologique (tumorigenèse), 

nous avons utilisé une nouvelle approche combinatoire visant à (i) intégrer les données 

transcriptomiques aux données de l’état de la chromatine durant les différentes étapes de 

transformation, (ii) identifier les facteurs de transcription clés dans la transformation cellulaire 

en utilisant des bases de données montrant des associations établies entre facteurs de 

transcription et gènes cibles, et, dans le cas de la tumorigenèse (iii)  compléter l’étude avec 

une analyse des protéines de remodelage et de modulation de la chromatine (CRM pour 

Chromatin Remodelers and Modulators) impliquées dans ce processus. 
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Dans le but d’établir l’interactome de la chromatine dans ces systèmes, nous avons réalisé des 

captures de conformation chromosomique sur tout le génome (HiC) à différents temps de 

traitement par l’ATRA, dans les cellules F9 et P19, et à chaque étape de la transformation 

cellulaire. L’intégration des données de l’organisation de la chromatine avec les données 

épigénomiques et transcriptomiques a permis de faire une caractérisation fonctionnelle des 

interactions longue distance de la chromatine en connectant les facteurs régulateurs clés aux 

éléments régulateurs de l’ADN. 

 

RESULTATS 

La reconstruction des réseaux de régulation géniques, modifiés durant les étapes de 

tumorigenèse dans des lignées cellulaires humaines, nous a permis d’identifier un large 

nombre de nouveaux régulateurs de ce phénomène (Malysheva Valeriya, Marco-Antonio 

Mendoza-Parra, Mohamed Ashick Mohamed Saleem and Hinrich Gronemeyer. 

Reconstruction of gene regulatory networks reveals chromatin remodelers and key 

transcription factors in tumorigenesis. Genome Medicine. (2016) 8, 1–16 2016). Grâce à 

l’intégration des données de séquençage haut-débit, nous avons pu prédire puis valider le rôle 

clé de plusieurs facteurs de transcription dans l’établissement de l’identité tumorale des 

cellules transformées (Figures 1). Notre analyse a aussi indiqué que les CRMs sont largement 

impliqués dans la transformation tumorale induite par l’expression d’oncogènes, et a identifié 

de nouveaux CRMs ayant une fonction dans ce procédé (Figure 2).  

Enfin nous avons caractérisé la dynamique de l’architecture chromatinienne lors de la 

transformation des cellules normales en cellules tumorales (Figure 3) (Malysheva Valeriya, 

Marco-Antonio Mendoza-Parra, Matthias Blum and Hinrich Gronemeyer. Chromatin 

dynamics during tumorigenic transformation. Manuscrit en cours de préparation). Dans ces 

travaux nous décrivons les altérations globales de l’architecture de la chromatine qui sont 

établies très tôt lors de la transformation cellulaire. L’analyse des changements drastiques de 

l’interactome de la chromatine observés pendant la tumorigenèse après l’étape 

d’immortalisation cellulaire, et la transformation oncogénique par l’activité de c-MYC, est 

actuellement en cours. Cette analyse inclut l’intégration de données de la structure de la 

chromatine avec nos données transcriptomiques et épigénomiques précédemment décrites 

(Malysheva et al. 2016), ainsi qu’avec des données sur l’accessibilité de la chromatine 

(FAIRE-seq). Le but de cette étude est de mieux comprendre l’impact des facteurs de la 

tumorigenèse sur la structure de la chromatine, et en particulier les mécanismes par lesquel le 
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facteur c-MYC agit comme un facteur global du remodelage de la chromatine lors de la 

transformation tumorigénique des cellules. 

A notre connaissance il s’agit de la première étude intégrative de réseaux de régulation 

géniques lors de la différenciation cellulaire, et de la tumorigenèse par étape, dans un système 

virtuellement isogénique. 

Cette approche systématique pour caractériser la différenciation des cellules F9 et P19 révèle 

comment ATRA active un réseau spécifique de facteurs de transcription qui va guider 

l’organisation temporelle de réseaux de régulation géniques et induire la différenciation 

neuronale / endodermale des cellules. La modélisation de la transduction du signal en utilisant 

des réseaux de régulation géniques reconstruits à partir d’études génomiques globales a mis 

en lumière les facteurs de transcriptions clés dans la spécification de l’identité neuronale des 

cellules. Leurs fonctions ont ensuite été validées par édition du génome en utilisant le système 

CRISPR/Cas9 (Marco-Antonio Mendoza-Parra, Valeriya Malysheva, Mohamed Ashick 

Mohamed Saleem, Michele Lieb, Aurelie Godel, and Hinrich Gronemeyer. Reconstructed cell 

fate-regulatory programs in stem cells reveal hierarchies and key factors of neurogenesis. 

Genome Research. (2016). doi:10.1101/GR.208926.116).  

L’analyse des données HiC a montré que les cellules F9 et P19 subissent des changements 

importants dans leur organisation chromatinienne après traitement avec l’ATRA. De façon 

surprenante nous avons observé des modifications hautement dynamiques d’interactions entre 

domaines chromatiniens, ce qui n’avait jamais été reporté jusqu’alors (Figure 4). Ainsi un 

traitement par un seul composé chimique est capable d’induire une réorganisation globale de 

la chromatine. Les validations expérimentales sont actuellement en cours. Elles consistent à 

invalider les régions régulatrices de l’ADN en induisant des mutations par la technologie 

CRISPR.  

La capacité d’un réseau de régulation génique à reconstituer la cascade de régulation 

transcriptionnelle aboutissant à la differentiation neuronale ou endodermique, est validée en 

utilisant la stratégie de “la propagation du signal” (Mendoza-Parra et al. 2016). Cette méthode 

évalue la capacité de chaque intersection à induire tout ou partie des programmes types 

cellulaires – spécifiques (Figure 4). Il est important de noter que cette analyse a permis de 

prédire de nombreux facteurs clés de la differentiation cellulaire, dont la pluspart sont 

présentés dans la publication de Mendoza-Parra et al. (2016). De plus nous avons mis en 
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lumière le rôle de plusieurs GAPs (Genome Associated Platforms) dans l’activation des 

cascades transcriptionelles pour la neurogenèse (Figure 5).   

Pour conclure nos données ont révélé les grandes capacités d’un seul morphogène à 

réorganiser les interactions longues distances de la chromatine lors de l’acquisition du destin 

cellulaire. Nous suggérons que ces changements de points de contact de la chromatine 

influencent l’acquisition de l’identité cellulaire (Malysheva Valeriya, Marco-Antonio 

Mendoza-Parra*, Matthias Blum and Hinrich Gronemeyer*. Chromatin structure dynamics 

directs cell fate acquisition. Manuscrit en cours de préparation). 

 

CONCLUSIONS ET PERSPECTIVES 

Nous avons reconstruit les réseaux de régulation géniques altérés durant les étapes de 

tumorigenèse dans des cellules humaines. L’analyse de ces réseaux nous a permis de prédire 

puis valider le rôle clé de plusieurs facteurs de transcription dans l’acquisition du caractère 

tumoral des cellules transformées. Notre étude suggère que les CRMs sont directement 

impliqués dans ce phénomène, et de nouveaux CRMs critiques pour la transformation 

tumorale ont été identifiés. Des expériences complémentaires sont maintenant requises afin 

d’identifier des cibles thérapeutiques potentielles parmi ces facteurs. 

Notre étude sur la différenciation cellulaire a montré qu’un seul composé chimique, tel que le 

morphogène ATRA, peut activer des réseaux complexes de régulation géniques permettant 

d’induire la différenciation d’une cellule souche/précurseur en une cellule avec une identité 

spécifique (dépendante de son origine). Notre approche systématique pour caractériser 

l’acquisition de l’identité cellulaire, combinée à la modélisation de la transduction du signal, 

renforce nos connaissances sur les mécanismes responsables de la plasticité cellulaire, ce qui 

pourrait être utilisé pour induire artificiellement la différenciation cellulaire.    

Nous poursuivons aujourd’hui nos efforts en terme de bioinformatique afin de délivrer une 

analyse fonctionnelle de la dynamique des interactions longue distance de la chromatine en 

intégrant les données relatives à l’organisation de la chromatine, aux données épigénomiques 

et transcriptomiques. Pour conclure ce travail apporte une compréhension globale du rôle, 

mais aussi des interactions entre transcriptome, épigénome et organisation chromatinienne qui 

tous façonnent l’identité cellulaire. 
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LEGENDES DES FIGURES 

Figure 1. Réseau de régulation génique (GRN pour Gene Regulatory Network) du 

système de transformation cellulaire par étape BJ. a. GRN de cellules BJEL 

immortalisées. b, GRN de cellules BJELM transformées. Les intersections où sont localisés 

les facteurs de remodelage ou de modulation de la chromatine  sont représentés par des 

losanges. Les noeuds les plus connectés, et ceux qui ont un effet d’entonnoir sont représentés 

par des cercles. A chaque intersection, les niveaux d’expression différentielle à l’étape 

d’immortalisation cellulaire (cellules BJEL), puis à l’étape de transformation tumorigénique 

(cellules BJELM) sont représentés par un gradient de couleurs, permettant de visualiser les 

changements d’expression de façon dynamique. Les traits en pointillés séparent les GRNs en 

7 parties (i à vii) regroupant des gènes co-exprimés. Les gènes avec des fonctions similaires 

(d’après la classification GO pour Gene Ontology) sont groupés dans un même cercle (outils 

bioinformatique DAVID, p < 0.05).   

 

Figure 2. Validations des prédictions. a. Test de croissance indépendante à l’ancrage en 

milieu agar mou. Toutes les conditions de cellules BJELM transfectées, mis à par le contrôle, 

montrent une diminution drastique de leur capacité à former des colonies en milieu agar mou. 
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b. Colonies formées par les cellules BJELM après 3 semaines d’incubation sur un milieu agar 

mou.  

 

Figure 3. Dynamique des domaines d’association de la chromatine (TADs) lors de la 

tumorigenèse par étape. a. Comparaison statistique de TADs uniques et communs entre les 

cellules BJ, BJEL, et BEJLM. b. Stabilité de la taille des TADs lors de la transformation des 

cellules. Les différences statistiquement significatives ont été confirmées par le test 

Kolmogorov-Smirnov, p-value < 0.001. c. Exemples correspondant aux TADs les cellules BJ, 

BJEL ou BJELM. d et e. Visualisation des changements des fréquences d’interactions intra-

domaine dans le cas de TADs stables lors de la différenciation cellulaire. Les flèches jaunes 

mettent en évidence les différences dans l’architecture des domaines entre les différentes 

conditions. Dans c et d les cartes HiC montrent la fréquence normalisée des interactions. Dans 

e la différence entre les cartes d’interactions normalisées est présentée.  

 

Figure 4. Dynamique des domaines d’association de la chromatine (TADs) dans les 

cellules F9 (a) et P19 (b). c et d. Exemples de changements de la fréquence d’interactions 

intra-domaines lors de la différenciation cellulaire dans le cas de TADs stables. e. 

Comparaison des domaines chromatiniens dans les cellules P19 et F9 non-différenciées. Les 

flèches jaunes mettent en évidence les différences dans l’architecture des domaines entre les 

différentes conditions. Dans a, b et e, les cartes HiC montrent la fréquence normalisée des 

interactions. Dans c et d, la différence entre les cartes d’interactions normalisées est présentée.  

 

Figure 5. Reconstruction d’un réseau de régulation génique étendue (eGRN pour 

extended GRN). a. Représentation schématique des principes d’intégration. b. Modèle 

temporel de transduction du signal pour l’évaluation de la cohérence entre les eGRNs 

reconstruits et les changements temporels d’expression génique. c. Prédiction des facteurs de 

transcription et GAPs (Genome Associated Platforms) clés par le modèle de propagation du 

signal. Les nœuds et les GAPs sont classifiés en fonction de leur capacité à induire la totalité 

des programmes de différenciation P19-spécifiques. Les GAPs présentant de fortes capacités 

de reconstruction sont indiqués en rouge. Les facteurs de transcriptions présentant de fortes 

capacités de reconstruction sont indiqués en bleu. d. Portion de eGRN reconstruite montrant 

l’exemple de la propagation du signal au travers des connections des facteurs de transcription 

Pax6, Neurod1, Zfp516 et GAPs. e. Interactomes de Pax6 et Zfp516 dans un contexte 

épigénétique. 
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Valeriya MALYSHEVA 

RECONSTRUCTION DES RESEAUX DE REGULATION GENIQUES 

RESPONSABLES DU DESTIN CELLULAIRE 

Résumé 

L’établissement de l’identité cellulaire est un phénomène très complexe qui implique pléthore de 

signaux instructifs intrinsèques et extrinsèques. Cependant, malgré les progrès importants qui ont été 

faits pour l’identification des régulateurs clés, les liens mécanistiques entre facteurs de transcription, 

épigénome, et structure de la chromatine lors de la différenciation cellulaire, et de la transformation 

tumorigénique des cellules, sont peu connus. Pour résoudre ces problématiques nous avons utilisé deux 

modèles de transition de l’identité cellulaire : la différenciation neuronale et endodermique induites par 

un même morphogène, l’acide rétinoïque. Concernant la transformation tumorale des cellules nous 

avons utilisé un système de tumorigenèse par étape de cellules primaires humaines. Nous avons 

conduit des études intégratives incluant des données transcriptomiques, épigénomiques, et  des 

données concernant l’architecture de la chromatine. Notre approche systématique pour caractériser 

l’acquisition de l’identité cellulaire, combinée à la modélisation de la transduction du signal, renforce 

donc nos connaissances sur les mécanismes responsables de la plasticité cellulaire. Une meilleure 

compréhension des mécanismes régulateurs de l’identité cellulaire non seulement nous éclaire sur les 

relations de cause à effet entre les différents niveaux de régulation dans la cellule, mais aussi ouvre de 

nouvelles possibilités en terme de transdifférenciation dirigée. 

Mots clés : Identité cellulaire, Tumorigenèse, Biologie des systèmes, Réseaux de régulation 

géniques.   

 

 

Résumé en anglais 

The cell fate acquisition is a highly complex phenomenon that involves a plethora of intrinsic and 

extrinsic instructive signals. However, despite the important progress in identification of key 

regulatory factors of this process, the mechanistic links between transcription factors, epigenome and 

chromatin structure which coordinate the regulation of cell differentiation and deregulation of gene 

networks during cell transformation are largely unknown. To address these questions for two model 

systems of cell fate transitions, namely the neuronal and endodermal cell differentiation induced by the 

morphogen retinoic acid and the stepwise tumorigenesis of primary human cells, we conducted 

integrative transcriptome, epigenome and chromatin architecture studies. Through extensive 

integration with thousands of available genomic data sets, we deciphered the gene regulatory networks 

of these processes and revealed new insights in the molecular circuitry of cell fate acquisition. The 

understanding of regulatory mechanisms that underlie the cell fate decision processes not only brings 

the fundamental understanding of cause-and-consequence relationships inside the cell, but also open 

the doors to the directed trans-differentiation. 

Key words: Cell fate, Tumorigenesis, Systems Biology, Gene Regulatory Networks 
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