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Résumé

Durant de nombreux processus dans la nature et l’industrie, l’écoulement de fluides
transforme le milieu poreux (réservoir) qui les contient. En fonction des mécanismes
impliqués, ces processus de transformation peuvent être rapides, durant quelques
secondes ou moins, ou lents, d’une durée allant d’heure à des milliers d’années. Le
projet de cette thèse se focalise sur les processus rapides et lents de transformation
des réservoirs sous l’effet d’écoulements fluides, qui sont importants à compren-
dre notamment dans les domaines des transports de contaminant, d’exploitation
améliorée (Enhanced Recovery) de gaz et d’hydrocarbures liquides, de séquestration
de carbone, ou de mobilisation de sédiments souterrains. Sur la base d’expériences
de laboratoire légères, nous étudions l’écoulement de fluides dans des fractures et mi-
lieux poreux en évolution, comment l’écoulement provoque cette transformation, et
l’interaction entre la transformation et les caractéristiques de l’écoulement lui-même.

Les processus de transformation rapide des réservoirs incluent la déformation
mécanique rapide et la fracturation dues aux fortes surpressions dans le fluide po-
ral. Dans le cas où la pression de fluide est suffisamment élevée pour ouvrir des
fractures dans le solide, une instabilité d’écoulement apparentée à celle de Rayleigh-
Taylor s’initie alors que l’écoulement se concentre dans les fractures les plus longues,
où la perméabilité et les gradients de pression sont plus grands aux extrémités, ce
qui amène les fractures les plus développées à se propager au détriment des moins
développées. Le mécanisme de stabilisation de ce type d’écoulement est la résistance
du matériau à se déformer plus avant, qui augmente dans un réservoir confiné quand
le matériau est compacté durant la déformation. Nous étudions ce phénomène en
effectuant des expériences de laboratoire où nous injectons de l’air à surpression con-
stante dans un milieu poreux saturé ou sec confiné dans une cellule de Hele-Shaw.
Ce système simplifié est un analogue de roche/sol quasi-bidimensionnel (2D) con-
finé entre deux plaques de verre. Le système est optiquement transparent, et nous
enregistrons l’écoulement et les processus de déformation à l’aide d’une caméra à
haute vitesse à un taux de 1000 images par second. Le traitement d’images post-
expérimental et l’analyse de la séquence d’images résultante produit de l’information
sur la croissance et la forme des motifs de fracturation et d’invasion au cours du
temps. Nous utilisons les résultats pour caractériser les propriétés typiques des struc-
tures émergentes, telles que leur dimension fractale, l’épaisseur de la déformation
et la profondeur d’invasion des surpressions, la dynamique de croissance, les lois
d’échelle en espace et en temps, ainsi que la classification des régimes d’écoulement
et déformation en fonction des pressions d’injection et des conditions aux frontières.
Par ailleurs, les milieux granulaires utilisés sont ensemencés de particules-traceurs
qui permettent d’obtenir des informations sur les déplacements et déformation ayant
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lieu dans le milieu poreux environnant au cours du temps. Cette information est
quantifiée en traitant des séquences d’images par intercorrélation image-par-image,
ce qui nous autorise à caractériser la déformation dans le matériau et son évolution
temporelle. La force motrice de la déformation est le gradient de pression de pore
à travers le solide, et nous calculons numériquement l’évolution du champ de cette
pression intersticielle dans le milieu poreux. Dans le cas de deux fluides immisci-
bles dans un milieu poreux déformable saturé en fluide peu compressible, comme
durant l’injection d’air dans un milieu saturé en eau, la surpression diminue à
travers le milieu saturé, depuis la poche interne d’air comprimé vers l’extérieur
moins pressurisé. Cette configuration stationnaire du champ de pression est évaluée
en résolvant l’équation 2D de Laplace avec des conditions de pression fixe sur la
frontière de la poche d’air et à la frontière externe. Par ailleurs, lorsqu’un même
fluide compressible que celui initialement présent dans le poreux est injecté (comme
dans l’aérofracturation par injection ponctuelle), la surpression imposée au cen-
tre diffuse dans le milieu poreux, avec une constante de diffusion dépendant de la
perméabilité et porosité du milieu, et de la compressibilité et viscosité du fluide. Ce
champ de pression est calculé en résolvant au cours du temps l’équation de diffusion
avec la méthode de Crank-Nicholson. Finalement, le champ de pression atteint un
état stationnaire, au bout d’un temps caractéristique évalué en comparant la solu-
tion de l’équation de diffusion à celle de l’équation de Laplace. En comparant les
données de déformation obtenues et les champs de gradients de pression à travers
le milieu poreux, nous développons des modèles théoriques de déformation et de
dynamique de fracturation.

Dans un projet intimement relié, des émissions acoustiques émises durant les
expériences d’injection d’air dans des granulaires sont enregistrées avec des acc-
éléromètres de choc piézoélectriques. Par analyse de Fourier des signaux obtenus,
l’évolution des émissions dans le domaine de fréquence est caractérisée durant diff-
érentes étapes de la déformation et la fracturation, et le processus de création des
différents types de signaux, sont discutés, en liaison avec les données optiques. De
plus, les évènements microsismiques causés par le réarrangement de particules dans
les étapes tardives des expériences sont comptées en fonction du temps, et ce com-
portement est comparé à des évènements de grande échelle lors d’injections en puits.
En combinaison avec des données de déformation optiques, on développe également
une méthode de localisation des sources basée sur l’énergie des signaux enregistrés.

Les processus de transformation lents des réservoirs incluent l’évolution chimique
de réseaux de fracture existants due aux réactions entre le fluide s’écoulant et la roche
hôte, i.e. la dissolution et la précipitation. De tels processus peuvent augmenter
et diminuer la perméabilité du système, et peuvent changer la contrainte dans le
matériau entourant les fractures. Dans l’étude de ces processus lents, nous faisons
des expériences d’écoulement à travers des carbonates fracturés. Des échantillons
de craie de forme cylindrique de 3.8 cm de diamètre et 1.7 à 2.6 cm de hauteur
sont fracturés en deux le long de leur axe principal, en chargeant les échantillons à
travers leur diamètre dans un appareil de test d’essais brésiliens. Les échantillons
fracturés sont remis en place de façon jointive et monté dans une cellule de Has-
sler (confinement cylindrique), et un fluide réactif est injecté à travers. Ici, nous
injectons de l’eau distillée à débit constant de 0.1 ml/min à travers les échantillons
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fracturés pour différentes durées. Un profil topographique local des surfaces de frac-
ture dans les échantillons est mesuré avant et après l’écoulement réactif en utilisant
un interféromètre à lumière blanche, donnant une résolution normale de l’ordre du
micromètre. En analysant la topographie mesurée et en comparant les mesures
avant et après, nous déterminons l’évolution de la rugosité et de l’ouverture de la
fracture pour différentes durées d’écoulement, et étudions d’impact de la direction
de l’écoulement sur l’évolution. Pour l’étude des contraintes environnantes nous
construisons un appareil de test permettant de charger les fractures de façon par-
allèle et normale à la fracture durant l’écoulement, afin de mesurer l’évolution de la
contrainte dans le matériau en fonction de l’orientation.

Le travail effectué durant cette thèse fait globalement partie d’avancées sur la
compréhension des mécanismes fondamentaux des processus complexes impliqués
dans les réservoirs en transformation sous l’effet des écoulements de fluide, et est
impliqué dans le développement de techniques de localisation acoustique, qui peu-
vent avoir des applications industrielles.
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Abstract

During many subsurface processes in nature and industry, the flow of fluids trans-
forms the surrounding porous medium (reservoir) containing them. Depending on
the involved mechanisms, these transformation processes can be fast, lasting only a
couple of seconds or less, or slow, lasting from a few hours to several weeks or more.
The project of this thesis focuses on both the fast and slow processes of transforming
reservoirs due to fluid flow, which are important aspects in for example contami-
nant transport, improved oil and gas recovery, carbon storage, enhancement of water
well and geothermal energy production, or subsurface sediment mobilization. Based
on tabletop experiments and numerical simulations, we study the flow of fluids in
evolving fractures and porous media; how the flow drives the transformation of the
media, and the interplay between the transformation and the flow behavior itself.

Fast transformation processes of reservoirs include sudden mechanical deforma-
tion and fracturing due to high overpressure in the pore fluid. In cases where the fluid
pressure is high enough to open fractures in the solid, a flow instability (Raleigh-
Taylor) is initiated where the fluid flow concentrates into the longest fractures, where
there is higher permeability and larger pressure gradients on the tips, such that the
more developed fractures propagate on expense of the less developed ones. The sta-
bilizing mechanism of this flow behavior is the resistance of the surrounding material
to deform further, which increases in confined reservoirs when the material is com-
pacted during deformation. We study this phenomen by performing lab experiments
where we inject air at a constant overpressure into saturated or dry granular me-
dia confined inside Hele-Shaw cells. This simplified system is a quasi-2-dimensional
rock/soil analog confined between two glass plates. The setup is optically transpar-
ent, which facilitates direct observations during experiments, and we record the flow
and deformation processes with a high speed camera at a framerate of 1000 images
per second. Post-experiment image processing and analysis of the resulting image
sequences yield information about the growth and shape of the fracturing/invasion
patterns over time. We use the results to characterize typical properties of the
emerging structures, such as their fractal dimension, typical thickness and invasion
depth, scaling exponents, growth dynamics, as well as flow regimes depending on
injection pressure and boundary conditions.

Furthermore, we have tracer particles in the granular packing which provide in-
formation of the surrounding displacement and deformation in the porous media
over time. This information is quantified by processing the image sequences with
frame-to-frame image correlation software, and enables us to characterize the de-
formation in the material and how it evolves over time. The driving force of the
deformation is the pressure gradient across the solid, and we calculate the evolution
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of the pressure field in the porous medium numerically. In the immiscible case, e.g.
when air is injected into a water saturated porous medium, the overpressure is dissi-
pated across the saturated medium, from the overpressured air cluster towards the
less pressurized outer boundary. This is a steady-state configuration of the pressure
field, which is estimated by solving the 2D Laplace equation with fixed pressures in
the air cluster and at the outlet boundary. On the other hand, in a porous medium
where the same fluid is injected, the imposed pressure initially diffuses into the pore
space with a diffusion constant that is calculated by knowing the porosity of the
material and the viscosity of the fluid. This pressure field is calculated over time
by solving the 2D diffusion equation with the Crank-Nicholson method. Eventually,
the pressure field reaches steady-state, so the diffusing pressure field is compared
with the corresponding Laplace solution at each timestep to determine when this
happens. By comparing the obtained deformation data and gradients of pressure
fields across the porous media, we develop theoretical models of the deformation
and fracturing dynamics.

In a closely related project, where the work in this thesis is also involved, acous-
tic emissions during experiments with air injections into dry granular media are
recorded with piezo-electric shock accelerometers. By fourier analysis of the ob-
tained signals, the evolution of the emissions in the frequency domain is charac-
terized during the different stages of deformation and fracturing, and the processes
creating the various types of signals are discussed in comparison with the optical
data. In addition, microseismic events caused by particle rearrangement in the later
stages of the experiments are counted and fitted with real world events. In combi-
nation with the optical data of deformations, an energy based localization technique
of the sources of these microseismic events is developed.

Slow transformation processes of reservoirs include chemical evolution of exist-
ing fracture networks due to reactions between the flowing fluid and host rock, i.e.
dissolution and precipitation. Such processes further increase or decrease the perme-
ability of the system, and may change the stresses in the material surrounding the
fractures. In the study of such slow processes, we perform reactive flooding exper-
iments through fractured carbonates. Chalk samples, cylinders of 3.8 cm diameter
and 1.7 to 2.6 cm in length, are fractured in two pieces through their principal axis,
by loading the samples across their diameter in a brazilian strength test appara-
tus. The fractured samples are put back together, mounted inside a Hassler cell
(cylindrical confinement), and flooded with a reactive fluid. Here, we inject dis-
tilled water at constant flow rate of 0.1 ml/min through the fractured samples for
various amounts of time. A local topographical profile of the fracture surfaces in
the samples are measured before and after the reactive flooding by using a white
light interferometer, giving a height resolution of a few microns. By analyzing the
measured topography and comparing the before/after measurements, we investigate
the local evolution of roughness and fracture aperture after different durations of
flooding, and investigate the impact of flow direction on the changes. For the study
of the surrounding stresses we are constructing a setup to load the samples parallell
and normal to the fracture plane during flooding, in order to measure the evolution
of stresses in the material depending on these orientations.

The work done in this thesis project is ultimately a part of further understanding
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the fundamental mechanisms of complex processes involved in transforming reser-
voirs due to fluid flow, and is also involved in the development of acoustic localization
techniques which may have industrial applications.
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Daniel, Eirik G. Flekkøy and Knut J. Måløy
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la source . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2 Introduction 22
2.1 Context and motivation . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.2 Experimental study of flow in complex systems . . . . . . . . . . . . 23
2.3 The focus of this thesis . . . . . . . . . . . . . . . . . . . . . . . . . . 25

3 Basic concepts and methods 28
3.1 Flow in porous media . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.2 Pattern formation and analysis . . . . . . . . . . . . . . . . . . . . . 31
3.3 Image processing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

3.3.1 Binary images: Extracting patterns to analyze . . . . . . . . . 34
3.3.2 Digital Image Correlation: Obtaining displacement fields . . . 34

4 Invasion patterns during two-phase flow in deformable porous me-
dia 37
4.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
4.2 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

4.2.1 Experimental setup . . . . . . . . . . . . . . . . . . . . . . . . 37
4.2.2 Three cases of boundary conditions . . . . . . . . . . . . . . . 38

4.3 Main results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
4.4 Paper 1: Invasion patterns in deformable porous media . . . . . . . . 46

5 Pneumatic fractures in confined granular media 62
5.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
5.2 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

5.2.1 Experimental setup . . . . . . . . . . . . . . . . . . . . . . . . 62

xii



5.3 Main results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
5.4 Paper 2: Pneumatic fractures in confined granular media . . . . . . . 73

6 Pressure evolution and deformation of confined granular media dur-
ing pneumatic fracturing 91
6.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
6.2 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

6.2.1 Experimental setup . . . . . . . . . . . . . . . . . . . . . . . . 91
6.2.2 Pressure simulation . . . . . . . . . . . . . . . . . . . . . . . . 92

6.3 Main results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
6.4 Paper 3: Pressure evolution and deformation of confined granular

media during pneumatic fracturing . . . . . . . . . . . . . . . . . . . 105

7 Reactive flow in fractured chalk 125
7.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
7.2 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125

7.2.1 Samples and sample preparation . . . . . . . . . . . . . . . . . 125
7.2.2 Reactive flooding . . . . . . . . . . . . . . . . . . . . . . . . . 126
7.2.3 Obtaining local surface profiles . . . . . . . . . . . . . . . . . 128

7.3 Analysis and results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
7.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

8 Conclusion and perspectives 138

9 Co-authored papers 141
9.1 Paper 4: Bridging aero-fracture evolution with the characteristics of

the acoustic emissions in a porous medium . . . . . . . . . . . . . . . 141
9.2 Paper 5: NOTE: Localization Based On Estimated Source Energy

Homogeneity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159

Bibliography 165



Chapter 1

Résumé français du contenu
scientifique

1.1 Article 1 - Pattern d’invasion en écoulement

diphasique à travers un milieu poreux déformable

Dans cet article nous avons étudié les motifs d’invasion qui se forment au cours de
l’injection d’air dans un milieu poreux déformable saturé par une solution liquide.
Des échantillons sont préparés en répartissant une mono-couche the billes de verres
á l’intérieur d’une cellule de Hele-Shaw circulaire de 40 cm de diamètre placée hor-
izontalement et avec un interstice de 1 ou 1.4 mm. Les échantillons sont préparés
en suivant 3 conditions aux bords différentes : (i) non-déformable (ND) - les billes
sont fixes et forment un milieux-poreux rigide; (ii) confiné-déformable (CD) - les
billes peuvent se déplacer à l’intérieur de la cellule mais ne peuvent s’en échapper
grâce à un filtre placer au bord; (iii) ouvert-déformable (OD) - les billes peuvent
à la fois se déplacer à l’intérieur de la cellule et de s’échapper de la cellule à son
extrémité. Le milieux poreux est saturé par une solution visqueuse de glycerol-eau
(80% en masse). Au cours de la manipulation, de l’air est injectée au centre de la
cellule avec une surpression constante comprise entre 25 et 100 mbar, tandis qu’une
caméra rapide Photron SA5 capture le processus d’invasion en vue de dessus avec
une résolution de 125 images par secondes. Chaque expérience dure entre 0.9 et 9.7
s, le temps d’observation diminue lorsque la pression d’injection, ou la déforméabilité
augmentent. Les motifs d’invasion ainsi que la déformation du milieu est analysée
par traitement numérique des images en appliquant un seuil sur la palette de gris.
La déformation est obtenue par correlation d’images (DIC).

Des motifs de déformation caractéristiques obtenus pour chaques conditions aux
bords sont présenté sur la figure 1.1 avec le graph de l’épaisseur moyenne de la dig-
itation en fonction du rayon dans le système de coordonnées axi-symmétrique. On
peut observer à l’échelle de la cellule une chactéristique commune : une structure
dentritique ramifiée se développant du centre vers les bords, principalement dans la
direction radiale, les ramifications les plus avancées se développant au dépens des
ramifications les moins avancées. Les motifs d’invasion présentent néanmoins des
différences locales si on observe en détail à l’aide du graph présentant l’épaisseur
moyenne de la digitation. Les motifs obtenus avec les conditions aux bords ND
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Figure 1.1: En haut : Motifs obtenus à l’instant de la rupture avec des conditions de
type non-déformable (ND) (A), confiné déformable (CD) (B), et déformable ouvert
(C), avec une pression d’injection de 25 hPa. L’échelle de couleurs utilisée indique
l’instant où le pixel à été envahie par l’air en secondes aprés le début, allant du
bleu au commencement vers le rouge foncé au moment de la rupture. Le cercle vert
indique le bord de la cellule. En bas : profil de épaisseure moyenne de la digitation
en fonction du rayon à différents instants correspondant aux motifs du dessus.

présentent une digitation allongée et fine, l’épaisseur des doigts apparâıt approxi-
mativement indépendente de la coordonnée radiale, en dehors de la zone d’injection.
Les motifs obtenus avec des conditions aux bords CD présentent au centre un faible
nombre de doigts épais qui deviennent plus nombreux et plus fins à mesure que l’on
s’éloigne du centre. Enfin, les conditions aux bords OD produisent une digitation
raréfiée et épaisse au centre, devenant plus dense et fine avant de redevenir raréfié
et épaisse proche du bord de la cellule. Les variations de l’épaisseur de la digita-
tion dans un motif d’invasion à travers un milieu poreux déformable proviennent
de la compétition entre les intéraction de surface, déterminée par les effets de cap-
illarité, et la friction déterminée par les contraintes granulaires. Dans le matériau
déformable, la pression capillaire est bien plus faible que la surpression dans le clus-
ter d’air. Ainsi nous observerons systématiquement une invasion de pore (digitation
fine) lorsque les contraintes entre les grains dominent les effets de capillarité. À
l’inverse, si le déplacement des billes devient plus aisé que l’invasion d’un pore, le
doigt aura la possibilité de s’élargir.

La contrainte granulaire est liée à la déformation du milieu, lorsque la quantité de
grains compacté devient plus difficile à déplacer. La cartographie des déformations
obtenues dans le cas de conditions aux bords de type CD et OD, avec une pres-
sion d’injection de 100 hPa, sont présentée sur la figure 1.2. Le nombre total de
déplacements radiaux, aisi que les déformations volumiques sont présentée au com-
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mencement, à mi-course, en fin de l’expérience et au moment de la rupture. Les
déplacements radiaux dans les deux expériences sont dirigés vers l’extérieur à partir
du centre d’injection, sans atteindre initialement le bord extérieur. Dans l’expérience
de type CD, la zone de déplacement s’étale progressivement sans atteinde le bord
extérieur de la cellule qui reste stable. Le champ de déformation volumique corre-
spondant montre que à l’extérieu du cluster d’invasion le milieu est progressivement
compacté. On observe une transition entre l’invasion par élargissement de la digita-
tion et l’invasion de pores dans la deuxième partie de la manipulation. Dans le cas
de conditions aux bords de type OD, les déplacements radiaux en dehors du clus-
ter d’invasion augmentent en intensité dans le temps, pour finalement atteindre de
bord extérieur de la où les billes quittent la cellule. La déformation volumique corre-
spondante montre que le milieux est initialement compacté, et qu’une décompaction
progressive se développe proche du bord. Dans cette expérience l’élargissement des
doigts ne montre pas de transision vers un phénomène d’invasion de pores. Dans les
expériences obtenues avec des pressions d’injection plus faibles la compaction ini-
tiale semble être responsable d’une transition vers une invasion de pores, alors que
la décompaction extérieure provoque une seconde transition vers un élargissement
des doigts. La figure 1.3 contient un cliché caractéristique des déplacements tan-
gentiels autour de l’élargissement des doigts, ce qui montre que les billes s’éloignent
perpendiculairement des doigts.

Les valeurs de dimension fractales du motif à l’instant de la rupture sont présentées
sur la figure 1.4 pour les expériences réalisées avec une pressiion d’injection de 25
hPa pour chaque condition au bords. Pour chaque motif obtenus la dimension de
box-counting Db calculée apparâıt dans une gamme de valeurs comprises entre 1.55
et 1.63. Ceci correspond aux valeurs attendues dans le cas d’une digitation visqueuse
dans un milieu poreux rigide, indiquant une strucutre commune avec le présent motif
d’invasion à l’échelle de la cellule. Pour les motifs obtenus avec des conditions aux
bords de type ND, la dimension de masse Dm correspond à la fois à la dimension
de box-counting, et à la dimension locale DL + 1. Ces valeurs de dimensions sont
approximativement indépendente de la coordonnée radiale sur les zones stabilisées
suffisamment éloignées des bords de la cellule. Ceci montre que ces motifs ont une
dimension fractale bien définie à l’échelle de la cellule, ce qui est cohérent avec de
précédents travaux dans ce domaine [1, 2]. Les valeurs de dimension de masse pour
des motifs obtenus dans un milieu déformable présentent généralement un écart avec
la dimension de box-counting ou la dimension locale, ce qui signifie que la méthode de
mesure est sensible à l’épaisseur décroissante de la digitation avec la coordonnée ra-
diale á l’intérieur de la cellule. Cependant dans les zones stabilisées du motif obtenu
avec des conditions aux bords de type CD, à des pressions d’injection comprises entre
25 et 75 hPa, la dimension de box-counting suivent relativement bien les valeurs de
dimension locale, ce qui signifie que les zones du motifs stabilisé ont une dimension
fractale bien définie, proches des valeurs obtenues avec des conditions aux bords de
type ND. Pour les observations réalisées avec des conditions aux bords de type CD
avec une surpression de 100 hPa, ainsi que pour toutes les observations réalisées avec
des conditions aux bords de type OD, la dimension locale présente une décroissance
avec la coordonnées radiale, et l’adéquation avec la dimension de box-counting n’est
obtenue que pour un rayon intermédiaire. Ceci indique que les motifs des systèmes
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Figure 1.2: Déformation totale à différents instants au cours de l’injection :
Déplacement radial (A) et déformation volumique (B) avec des conditions aux
bords de type confiné déformable (CD) et une pression d’injection de 100 hPa.
Déplacement radial (C) et déformation volumique (D) pour des conditions ouvert
déformable avec une pression d’injection 100 hPa. Les clichés sont obtenus de gauche
à droite pour les lignes (A) et (B) à 20, 54, 77 et 100% du temps de rupture, et
pour les lignes (C) et (D) à 18, 43, 75, et 100% du temps de rupture. la zone grisée
sur la ligne (D) correspond à la région où les effets de bords dus à la fuite des billes
perturbent fortement les calculs de déformations et ont été volontairement omis.

les plus déformés n’ont pas de dimension fractale bien définie à l’échelle de la cel-
lule, mais possède une dimension fractale définie localement, avec une transition
vers une classe d’universalité lorsque la coordonnée radiale augmente. Initialement,
les parties vides des digitations épaisses présentent une dimension locale de 1.7 ce
qui correspond à la même dimension fractale que pour un processus d’aggrégation
par diffusion (DLA), ainsi que pour un processus de digitation visqueuse. Pour des
valeurs intermédiaires DL + 1 ≈ 1.6, ce qui est cohérent avec les valeurs obtenues
avec une digitation visqueuse dans un milieu poreux. Pour les zones extérieures avec
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Figure 1.3: Exemple du comportement du déplacement tangentiel sur l’intervalle de
temps [448 − 488] ms ([50 − 54]% du temps de rupture) pour des conditions aux
bords de type confiné déformable avec une pression d’injection de 100 hPa.

des conditions aux bords de type OD, DL + 1 prend des valeurs proches de 1.4, ce
qui à la dimension fractales 1.43 mesurée dans le cas de fractures dans une colle [3].
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Figure 1.4: Les symboles bleus indiquent la dimension fractal locale DL + 1 en
fonction du rayon dans la cellule pour un motif obtenu avec des conditions aux
bords non-déformables (A), confiné déformable (B), et déformables ouvertes (C) à
l’instant de la rupture et pour un pression d’injection de 25 hPa. La dimension de
masse Dm est indiquée en trait plein rouge, les deux bandes rouge pâle représentant
l’incertitude, et la dimension de box counting Db en trait pointillé vert, les deux
bandes vert pâle représentant l’incertitude.

En considérent la dynamique de croissance, ont trouve que la masse N et le rayon
r du motif augmente dans le temps comme :

N(t) = Nb(t/tb)
α, and r(t) = rb(t/tb)

β, (1.1)

avec Nb, rb et tb correspondant respectivement aux valeurs de la masse, du rayon,
et du temps atteintes au moment de la rupture. Ainsi à un instant donné, la loi
d’échelle pour la masse et le rayon est donnée par :
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N(r)

Nb(t/tb)α
=

(

r

rb(t/tb)β

)Dm

. (1.2)

La figure 1.5 montre les clichés de la loi d’échelle pour une experience en milieu
défomable avec une pression d’injection de 100 hPa (CD100 et OD100), qui montre
comment la masse dépend du temps et de rayon en suivant la loi de Family-Vicsek.
Ce qui donne la loi d’échelle suivante pour la dimension de masse:

Dm = α/β. (1.3)

Pour une condition aux limites de type CD100 on trouve α = 1.58 et β = 1.02,
et pour OD100, α = 1.73 et β = 1.10. En applicant les paramétres de la loi d’échelle
sur ces deux dernières conditions aux bords CD100 et OD100 dans l’équation (1.3),
on obtient respectivement les dimensions de masse Dm = 1.55 et Dm = 1.57, ce qui
est similaire à leur dimensions de box counting, et cohérent avec la dimension fractale
d’une digitation visqueuse en milieu poreux. En outre, nous avons découvert que
l’exposant dynamique α pour la zone envahie au cours du temps augmente avec la
déformabilité du milieu. Ceci implique que l’évolution de la zone envahie en fonction
du temps possède une grande dépendance avec la déformabilité.

Une présentation détaillée des méthodes et résultats de cette étude se trouve
dans l’article corrsepondant présenté au chaptire 4. Cet article a été publié dans la
revue Frontiers in Physics en 2015.
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Figure 1.5: (A) Courbes de rayon-masse à différents instants pour des conditions
confinées déformables à 100 hPa (à gauche), et pour des conditions déformable
ouvert (à droite). Au commencement de chaque courbe la ligne grisée la plus à
gauche marque une distance de 1 mm en dehors du rayon de cutoff inférieur. Le
trait discontinu noir montre la dimension de masse estimée à partir de la pente pour
les motifs obtenus au moment de la rupture. Le trait discontinu grisé possède une
pente de 2, et est un guide pour l’oeil indiquant la dimension de l’espace occupé
par une bulle vide. (B) Loi d’échelle Family-Vicsek de la même courbe de rayon-
masse qu’en (A), excepté pour le plus petit des clusters d’air avec une masse totale
inférieure à 10 % de la masse à l’instant de la rupture, c’est-à-dire avant que le
régime d’instabilité par digitation ne commence. Sur les axes T = (t/tb) correspond
au rapport du temps sur l’instant de rupture, r étant la coordonnée radiale, rb le
rayon de la cellule, N(r) correspond à la masse incluse dans un rayon r, Nb est la
masse totale à l’instant de la rupture, α et β sont les paramètres de la loi d’échelle.
Ici, pour des conditions aux bords de type CD100 : α = 1.58 et β = 1.02, et de type
OD100 : α = 1.73 et β = 1.10
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1.2 Article 2 - Fracturation pneumatique dans des

milieux granulaires confinés

Dans cette étude, nous caractérisons les canaux formés durant l’injection d’air dans
un milieu granulaire sec et dense confiné dans une cellule de Hele-Shaw linéaire et
horizontal. La cellule présente une séparation inter-plaques de 1 mm, et est remplie
avec un ensemble de billes de polystyrène non expansé de 80 microns de diamètre
(fraction solide initial de 0.44 à 0.5). Le milieu granulaire dans la cellule occupe 70
cm de long et 32 cm de large, et il est empêché de sortir de la cellule par la présence
d’un filtre perméable à l’air au niveau du côté de sortie. Sur le côté de l’injection,
le milieu présente initialement une interface air-solide linéaire perpendiculaire à la
direction de l’écoulement moyen. Durant les expériences, de l’air est injecté coté
amont à surpression constante dans la gamme de 5 - 250 kPa, forçant l’air à couler
à travers le milieu vers le bord de sortie. Une caméra rapide Photron SA5 capture
le processus d’invasion depuis le surplomb de la cellule à un taux de 1000 images/s.
Les expériences durent typiquement entre 1 et 5 s. Les canaux d’invasion résultant
sont analysés par traitement d’images, durant lequel les motifs sont binarisés en
seuillant les valeurs de niveaux de gris.

En fonction de la pression d’injection (et de la contrainte solide reliée à la fraction
solide), nous observons que le milieu présente soit un comportement analogue à
un solide, ou une transition d’analogue à fluide vers un comportement analogue à
solide durant l’injection d’air. Dans le régime analogue à solide, il n’y a pas de
déplacements apparents de grains et l’air atteint la sortie de la cellule en s’infiltrant
à travers le réseau de pores entre les grains. D’autre part, dans le régime analogue
à fluide, on observe une déformation significative, où les billes sont déplacées d’une
quantité correspondant à plusieurs tailles de grains, par échange de quantité de
mouvement entre les molécules d’air et les grains. A une surpression suffisante, le
milieu granulaire a un comportement très semblable à celui d’un liquide visqueux
envahi par de l’air, car le flux ouvre des canaux vides de grains, une instabilité de type
Saffman-Taylor entrâınant des motifs d’invasion dendritiques [4]. Un mécanisme
de stabilisation de cette instabilité est la création de châınes de frottement et de
contrainte entre les billes pendant la compaction et, en raison des conditions aux
limites, on arrive toujours à un milieu au comportement de type solide à la fin d’une
expérience.

Pour explorer les régimes d’écoulement, nous avons varié la surpression appliquée
dans la plage de 5 kPa à 250 kPa, et pour effectuer les moyennes des résultats observ-
ables pour des expériences similaires, nous définissons six catégories de flux typiques
dans cette gamme de surpressions. Les structures finales typiques sont indiquées
pour chaque catégorie sur la figure 1.6. Les comportements typiques d’écoulements
dans les 6 catégories sont décrits comme suit:
Catégorie 1 - Pas de déformation.
Catégorie 2 - Le milieu est d’abord compacté sans formation de canaux d’invasion.
Catégorie 3 - Un canal court est formé, où la longueur finale du canal est inférieure
à la moitié de la longueur du milieu initial.
Catégorie 4 - Un canal long est formé, où la longueur finale du canal est plus de la
moitié de la longueur du milieu initial.
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Figure 1.6: Structures finales typiques par catégorie, où le milieu granulaire est
en gris et les zones vides de grains sont en noir, montrant que pour des pressions
d’injection Pin croissantes, les doigts deviennent plus longs et plus épais.

Table 1.1: Catégories d’écoulement avec valeurs de pressions reliées ; surpression
moyenne avec deux déviations standards Pin±2σ, et nombre d’expériences analysées
N par catégorie.

Category Pin ± 2σ [kPa] N
1 9± 5 3
2 26± 18 5
3 64± 50 5
4 110± 44 6
5 134± 43 10
6 213± 50 4

Catégorie 5 - Un canal long est formé avec un canal principal plus épais que les
doigts en branche en raison de l’érosion à l’intérieur du canal.
Catégorie 6 - Un canal épais et long avec quelques branches est formé. De l’érosion
et la fusion des canaux adjacents se passent pendant la croissance. Les gammes typ-
iques de pression d’injection pour chaque catégorie sont indiquées dans le tableau 1.1.

La figure 1.7 montre les dimensions fractales évaluées localement (DL + 1) en
fonction de la profondeur dans le milieu granulaire pour les structures finales. Les
courbes montrent un comportement plus ou moins constant sur la plupart des pro-
fondeurs (la dimension haute initiale est due à une plus grande surface initiale vide
de billes et la dimension inférieure finale est due à des effets de taille finie des mo-
tifs), ce qui indique que les motifs ont des dimensions fractales locales bien définies,
constantes, dans la partie développée des canaux. Les modèles de catégorie 3, 4
et 5 ont des dimensions locales typiques correspondant aux dimensions globales D
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Figure 1.7: A gauche: Dimensions fractales locales (DL + 1) en fonction de la
profondeur dans le milieu pour les structures finales moyennées par catégorie. Nous
voyons que les motifs dans toutes les catégories ont des dimensions locales plus
ou moins constantes et bien définies en fonction de la profondeur. Les principales
parties des motifs des catégories 3 à 5 ont des dimensions locales correspondant
aux valeurs établies pour les doigts visqueux dans les milieux poreux saturés (entre
les lignes en pointillés). Pour les motifs de la catégorie 6, les dimensions locales
correspondent à des valeurs plus proches de la dimension fractale pour les motifs
DLA et les motifs d’écoulement dans une cellule Hele-Shaw saturée (ligne continue).
A droite: Exemples de pentes par comptage de bôıte local à différentes profondeurs
d’une même expérience.

= 1.53, 1.58, 1.60, respectively. respectivement. Ceci est dans la gamme des di-
mensions visibles pour les doigts visqueux dans les milieux poreux rigides, où D
= 1.53 - 1.62 [1, 2, 5]. Pour les motifs de catégorie 6, la dimension locale est plus
élevée, avec une valeur typique correspondant à D = 1.76, ce qui est plus proche
des dimensions observées pour les amas d’agrégation limitée par diffusion (DLA) et
les doigts visqueux dans une cellule Hele-Shaw saturée vide (D = 1.71) [6, 7].

Dans la figure 1.8 A) on voit que la longueur du canal crôıt linéairement avec le
temps initialement avant de décélérer vers une longueur finale, et que la vitesse
de croissance et la profondeur finale des structures d’invasion augmentent avec
l’augmentation de la pression d’injection. Le taux de croissance constant initial

semble être une loi d’échelle de la pression d’injection en P
3

2

in. Dans la figure 1.8

B), le graphe logarithmique de la vitesse de pointe v(t)/(P
3/2
in ) en fonction du temps

indique que lorsque la vitesse de la pointe des doigts diminue, elle suit une équation
en loi de puissance du temps, v(t) ∝ t−α, où α = 2.5 ± 0.2. Ainsi, la vitesse de
croissance est constante initialement, avant de transiter vers une décroissance en loi
de puissance avec le temps. Ce comportement est étudié plus en détail, la vitesse
initiale constante v0 est une l’échelle de la pression d’injection Pin en

v0 = C · P
3

2

in, (1.4)

où C ≈ 10−
3

2 cm/(s·kPa 3

2 ) est obtenu à partir de la partie initiale des courbes
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Figure 1.8: A) Position de la pointe des doigts x(t) en fonction du temps, moyennée
pour toutes les expériences par catégorie. Les courbes ont typiquement une crois-
sance linéaire initiale avec le temps qui transite vers une décroissance avec le temps.
Les motifs se développent plus rapidement et plus longtemps pour des pressions
d’injection croissantes, et la croissance linéaire initiale est observées comme suivant
une loi d’échelle proportionnelle à P

3/2
in comme indiqué par les lignes en pointillés. B)

Tracé bilogarithmique de la vitesse v(t) de la pointe des doigts en fonction du temps,
moyennée par catégorie. Les données sont regroupées suivant l’axe des ordonnées en

divisant v(t) par P
3

2

in, où Pin = 64, 110, 134 and 213 kPa, pour les catégories 3, 4, 5
et 6 respectivement. Le plateau constant initial correspond à la période à croissance
linéaire avec le temps, qui transite ensuite vers une loi de puissance, droite de pente
descendante proche de -2.5 (ligne en tirets) pour toutes les catégories, montrant que
la décélération de la vitesse de croissance suit une loi de puissance avec le temps
d’exposant.

cumulées v(t)/P
3

2

in sur l’axe des ordonnées de la figure 1.8 B). En insérant la valeur
de C dans l’équation (1.4), nous pouvons à la place regrouper les courbes le long de
l’axe des ordonnées avec v(t)/v0 résultant en unités sans dimension et normalisées
pour la vitesse. Afin de regrouper les courbes le long de l’axe temporel, on définit
un temps critique t = tc comme le moment où la vitesse de croissance passe d’une
constante à une décroissance de la loi de puissance avec le temps. Au moment
critique, la position de pointe de doigt peut être décrite comme

xc = x(tc) = v0 · tc, (1.5)

ce qui donne

tc =
xc

v0
=

xc

C · P
3

2

in

. (1.6)

De plus, nous vérifions si xc peut être décrit comme une fraction typique R de
xf , la longueur finale du canal, résultant en xc = R · xf , ce qui donne

tc =
R · xf

C · P
3

2

in

. (1.7)
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Figure 1.9: A) Tracé logarithmique des vitesses de pointe de doigts regroupées
en données réduites v′ = v(t′)/v0 en fonction de t′ = t/tc pour des expériences
individuelles avec diverses pressions d’injection. La ligne verticale pointillée indique
la transition en t′ = 1, et la courbe en tirets montre la fonction proposée fv(t

′).
Rappelons que les paramètres utilisés pour le regroupement des courbes sont donnés

par la pression d’injection, comme v0 = C ·P
3

2

in et tc = ((α− 1)/α) · (xf/v0(Pin)), où

C = 10−
3

2 cm/(s·kPa 3

2 ) et α = −2.5. B) Les positions de pointe de doigt regroupées
en données réduites x′ = x(t′)/v0 · tc en fonction de t′ = t/tc, pour les mêmes
expériences individuelles. La ligne verticale pointillée indique la transition en t′ = 1,
et la courbe en tirets montre la fonction proposée fx(t

′).

En traçant v(t∗)/v0 en fonction de t∗ = t · (v0/xf ) = R · (t/tc) dans un graphe
log-log, on constate que les courbes se regroupent le long de l’axe temporel avec un
point de transition correspondant à R ≈ 0.6. Puisque nous avons maintenant les
constantes C et R, on peut calculer v0 et tc pour les expériences individuelles en
insérant les Pin et xf respectifs dans les équations (1.4) et (1.7). La figure 1.9 A)
montre des tracés en log-log échelonnés de v′ = v(t′)/v0 en fonction de t′ = t/tc pour
les expériences individuelles avec des pressions d’injection dans la plage de 50 à 250
kPa, qui suivent la même courbe sans dimension donnée par la fonction

fv(t
′) =

{

1, if t′ ≤ 1

t′−α, if t′ > 1, where α = 2.5.
(1.8)

De la même façon, nous regroupons la position de la pointe de doigt x′ = x(t′)/xc

et nous la représentons en fonction de t′ = t/tc pour les mêmes expériences indi-
viduelles, comme le montre la figure 1.9 B). Ici, les données regroupées suivent la
courbe donnée par la fonction

fx(t
′) =

{

t′, if t′ ≤ 1
1

1−α
t′1−α + α

α−1
, if t′ > 1,

(1.9)

Qui est trouvée en intégrant chaque partie de l’équation (1.8), en exigeant que
fx(t

′ > 1) → 1 lorsque t′ → 1. De plus, fx(∞) = α/(α − 1) = xf/xc = 1/R, ce
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Figure 1.10: La longueur finale du canal xf est tracée en fonction de (Pin − Pcat,1),
où Pcat,1 = 9 kPa est la pression d’injection moyenne pour la catégorie 1, où xf = 0.
On observe une certaine dispersion (due à la variabilité des configurations initiales
de grains d’une expérience à l’autre), mais également une tendance croissante dans
xf pour des pressions d’injection Pin croissantes, et que la longueur de canal final
pour les pressions d’injection les plus élevées est limitée par la frontière extérieure
fermée. Une relation (Pin−Pcat,1)

0.68 a été déterminée à partir des valeurs moyennes
de xf par pression pour Pin ∈ [20, 150] kPa et suggèrent une en loi de puissance.
Alternativement, le modèle linéaire 0.46 · (Pin − Pcat,1) est tout aussi efficace. La
longueur maximale moyenne des canaux xmax,avg a été trouvée en faisant la moyenne
de xf sur les expériences avec Pin ≥ 200 kPa, pour indiquer l’influence de la taille
finie des cellules.

qui donne R = (α− 1)/α = 0.6, ce qui correspond très bien à nos observations. En
substituant α dans l’équation (1.7), on obtient

tc =
α− 1

α
· xf

C · P
3

2

in

. (1.10)

Avec les équations (1.4 - 1.10), nous proposons une description de la dynamique
fondamentale du système. Puisque nous avons estimé expérimentalement α et avons
l’équation (1.4) reliant la vitesse de croissance initiale à la pression d’injection, nous
pouvons estimer l’évolution de la longueur de canal pendant l’invasion pour une
pression d’injection donnée et une longueur de canal finale. Pour une description
complète, l’étape suivante consiste à caractériser la dépendance de xf sur Pin Pin
de sorte que le résultat attendu d’une injection d’air puisse être estimé par la seule
pression d’injection. Une brève discussion à ce sujet est présentée à la figure 1.10.

Une présentation plus détaillée des méthodes et des résultats de cette étude
est donnée dans l’article connexe présenté au chapitre 5. L’article a été soumis à
Physical Review E en octobre 2016.
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1.3 Article 3 - Évolution de la pression et déformation

des milieux granulaires confinés lors de frac-

turation pneumatique

Nous présentons ici une étude sur l’évolution des déformations et de la pression
interstitielle dans un milieu granulaire dans les mêmes expériences que dans la section
précédente. Les champs de déplacement du milieu granulaire sont obtenus à partir
d’images expérimentales par corrélation d’image numérique (DIC), et l’évolution de
la pression de fluide poreux est estimée numériquement en résolvant une équation
de diffusion pour la surpression de la phase air. En outre, nous évaluons la solution
de l’équation de Laplace pour le champ de pression à chaque instant pour vérifier
si, quand et où le champ de pression diffusante peut être approché par l’équation de
Laplace.

Typiquement, le processus de déformation pendant les expériences peut être
séparé en 3 étapes; La mobilisation initiale des grains, la formation des canaux
et la compaction autour, et l’étape en instabilités de glissement dans un milieu
compacté. Parce que le système devient bloqué en raison des conditions aux limites,
peu d’activité a lieu après 5 s. En comparant la différence entre la pression de
pore diffusante et pression solution de Laplace, nous avons constaté que les deux
solutions sont pratiquement égales après 0.8 - 1 s. La partie gauche de la figure
1.11 montre des instantanés de l’amplitude de la vitesse granulaire pendant des
fenêtres temporelles de 10 ms pour une expérience avec une pression d’injection de
200 kPa. Les instantanés sont centrés sur t = 100, 200, 300, 400, 500 et 600 ms,
montrant des déplacements typiques pendant les étapes initiales de mobilisation et
de chenalisation. Le premier instantané, à t = 100 ms se trouve dans la dernière
partie de l’étape de mobilisation initiale. Il n’y a toujours pas de canal formé, juste
une interface légèrement incurvée air-solide avec une zone de grains mobilisés devant
elle, couvrant environ la moitié de la cellule. Le déplacement se fait principalement
dans le sens de l’écoulement, et est plus rapide le long du centre de la cellule et plus
proche de l’interface air-solide. Le reste des instantanés, t = 200 − 600 ms, sont
pris au cours de l’étape d’instabilité et de compaction. Au cours de cette étape,
les doigts s’ouvrent et forment un canal d’invasion croissant dans le temps. La
zone initialement grande et étalée de grains mobilisés devant l’interface air-solide se
rétrécit en taille et amplitude au fil du temps, en se concentrant autour des pointes
des plus longs doigts. Les déplacements sont les plus importants près et à l’avant des
doigts les plus longs, et les mouvements derrière l’extrémité des doigts les plus longs
sont très modérés. La partie droite de la figure 1.11 montre les valeurs absolues
du gradient de pression |∇P |, à la fois pour les champs de pression diffusante et
de pression laplacienne, aux mêmes instants que ceux décrits ci-dessus. Au cours
de la croissance du canal (avant même que la pression diffusante converge vers la
solution de Laplace), la pression diffusante est similaire à la pression de Laplace en
ce qui concerne l’écrantage des gradients de pression derrière les pointes de doigt les
plus longues, et sur la présence des gradients de pression les plus élevés devant les
plus longs doigts. De plus, au cours de l’expansion rapide des canaux, l’amplitude
des gradients de pression dans le champ de pression diffusante semble être jusqu’à
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1.5 - 2 fois supérieure à ceux de la solution de Laplace dans la région entourant les
pointes de doigt les plus avancées (entre 5 et 8 cm). Nous voyons que les régions
les plus déplacées du milieu cöıncident bien avec les gradients de pression les plus
élevés, tandis que |∇P | et |~vg| tendent vers 0 derrière les plus longs doigts.
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Figure 1.11: Gauche : Magnitude de vitesse moyenne |~vg| durant des fenêtres en
temps de largeur ∆t = 10 ms, centrées sur t = 100, 200, 300, 400, 500 et 600 ms
pour les instantanés A-F respectivement. La pression d’injection est de Pin = 200
kPa. La zone de grains mobiles crôıt initialement jusqu’à l’échelle de la cellule, puis
ensuite se focalise sur le doigt le plus avancé lorsque le milieu se compacte. Les grains
derrière le canal le plus avancé ne sont pas significativement déplacés (Noter que nous
avons retiré les données dans le canal, cependant du bruit provenant du mécanisme
d’érosion dans le canal apparâıt en C - E). Droite : valeur absolue du gradient de
pression pour les deux solutions de pression dans les instantanés A-F. La différence
principale entre les champs diffusant et Laplacien est que la pression diffusante
présente des gradients plus forts autour de l’interface air-solide et des extrémités
de doigts, alors qu’elle présente des gradients moins forts autour de l’interface de
sortie. A partir de ’instantané F, les gradients commencent à sembler similaires en
magnitude autour des canaux. Dans les deux solutions, le gradient de pression est
écranté derrière les doigts les plus avancés, et les magnitudes les plus élevées sont
présentes autour des doigts les plus longs.
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La direction de la force motrice (opposée au gradient de pression) se trouve bien
en corrélation avec la direction du déplacement granulaire. Pour les déplacements
au-dessus du seuil de bruit de 0.1 pixel, nous montrons, en évaluant le coefficient de
corrélation normalisé pour les directions, que les grains se déplacent plus ou moins
toujours dans la direction opposée au gradient de pression. De plus, on trouve la
zone de compaction à partir des champs de déplacement total en tant que zone où
les billes ont été déplacées de plus d’un dixième de pixel (70 ➭m), c’est-à-dire comme
zone où les billes qui été déplacées par rapport à la configuration initiale. La zone
de compaction crôıt dans la direction de l’entrée vers la sortie, et dans toutes nos
expériences, elle atteint la limite de sortie peu de temps après le début de l’injection,
typiquement après t = 170 à 250 ms.

L’amplitude de la vitesse dans la région en avant des canaux en développement
est trouvée comme présentant une relation linéaire par rapport au gradient de pres-
sion moyen, dispersée mais assez claire. Le coefficient α des fits linéaires

|~vg| = α|∇P |+ c (1.11)

décrivant la croissance moyenne de la vitesse due à une croissance de ∇P est
représentés en fonction du temps pour les expériences à pression d’injection Pin =
150, 200 and 250 kPa dans le graphe de gauche de la figure 1.12. Pour regrouper les
données le long de l’axe des temps, on utilise le temps normalisé t′ = t/tc où tc est
le temps auquel la zone compactée atteint le bord de sortie dans les expériences re-
spectives. Nous observons pour toutes les expériences que pour les temps précédant
celui où la zone compacte atteint la sortie, α augmente linéairement avec le temps.
Ensuite, après que le front de compaction ait atteint le bord de sortie, α semble
présenter une décroissance exponentielle avec le temps. L’insert dans la figure de
gauche sur la figure 1.12 montre qu’il y a une seuil de transition en gradient de
pression ∇Pc tel que |~vg| = 0 si ∇P < ∇Pc, i.e. aucun mouvement de grains n’est
observé en dessous de ce seuil. Le gradient seuil est lié à l’équation(1.11) en écrivant
|~vg| = α(∇P − ∇Pc), où ∇Pc = −c/α. Les seuils ∇Pc ne viennent pas des forces
exercées par l’air, mais de la contrainte solide le long des plaques, qui dépendent des
contraintes solides normales et des configurations de grains, ainsi que des contrainte
dans le plan. C’est donc essentiellement une manifestation de la contrainte solide
transmise dans les contacts entre les grains et entre grains et plaques, que nous
ne modélisons pas ici, mais que nous mesurons indirectement globalement à travers
∇Pc. Les forces déplaçant les grains dans le milieu granulaire sont reliées au gradient
de pression intersticielle −∇P , ainsi que les contraintes solides normales et de ci-
saillement entre billes et plaques. Nous ne résolvons pas directement les contraintes
solides à partir des expériences, mais si la force motrice principale ressentie est due
à l’échange de quantité de mouvement avec l’air, −∇P , ceci suggère une rhéologie
de type non-Newtoniennes pour le milieu granulaire entre les plaques. Supposant
une rhéologie de type Bingham où

~vg = − h2

µB

(∇P −∇Pc), (1.12)

et où h est l’écart entre plaques, la pâte granulaire a une viscosité de Bingham
effective µB ∝ 1/α. Si la force principale ressentie par le milieu est due à −∇P ,
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nos résultats suggèrent une décroissance en µB ∝ t−1 avant que la zone compactée
atteigne le bord de sortie, et une viscosité de Bingham effective croissant exponen-
tiellement en temps µB ∝ eβt après que la zone compactée ait atteint le bord de
sortie. Le seuil ∇Pc évolue durant les expériences comme montré dans la figure de
droite sur la figure 1.12 pour les expériences avec pressions d’injection Pin = 150,
200 et 250 kPa. Une fois de plus, les données ont été regroupées le long de l’axe en
temps en normalisant par le temps auquel la zone compactée atteint le bord externe.
Nous observons que les seuils moyens∇Pc diminuent de façon similaire lorsque avant
que la zone compacté atteigne le bord, décroissant à partir de ∇Pc entre 10 et 15
kPa/cm initially, intialement, jusqu’à un minimum autour de 1 - 2 kPa/cm autour
du temps auquel la zone compactée atteint le bord. Après cet instant, les seuils
commencent à augmenter, d’autant plus rapidement que la pression d’injection est
élevée. Ceci dépend probablement de la pression d’injection et de la vitesse de crois-
sance du canal d’invasion, i.e. du taux de compaction et des forces disponibles pour
compacter le milieu plus encore. Lorsque l’augmentation de ∇Pc ralentit (autour
de t/tc vers 2.5 - 3), les seuils approchent le gradient de pression dans la zone en-
tourant les doigts les plus longs. En conséquence, le milieu devient progressivement
similaire à un solide avec une partie mobile se réduisant aux alentours des doigts les
plus longs puis disparaissant, et on transite vers le régime compacté.

Une présentation plus détaillée des méthodes et résultats dans cette étude est
donnée dans l’article relié présenté au chapitre 6. L’article est un manuscrit proposé
pour être soumis à Physical Review E dans un futur proche (2017).
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Figure 1.12: Gauche : évolution du paramètre de fit linéaire α avec le temps,
décrivant la relation moyenne |~vg| ≈ α · |∇P | + c entre l’amplitude de la vitesse
granulaire |~vg| et la norme du gradient de pression |∇P |. Les figures pour α provi-
ennent d’expériences où la pression d’injection vaut Pin = 150, 200 et 250 kPa, où
les données ont été regroupées le long de l’axe en temps en normalisant par tc, temps
où la zone compactée atteint le bord de sortie. Avant cet instant (t < tc), α aug-
mente linéairement avec le temps (relation linéaire α = 9.8 · (t/tc)), alors que pour
t > tc, α présente une décroissance exponentielle avec le temps (fit exponentiel α =
41.68 ·e−1.61(t/tc)). Dans l’insert : Exemples de fits linéaires de la norme de la vitesse
moyenne en fonction du gradient de pression. Noter qu’au cours du temps, apparâıt
un décalage depuis l’axe des ordonnées, correspondant au seuil ∇Pc = −c/α. Pour
les expériences avec pressions d’injection Pin = 150, 200 et 250 kPa, la valeur de tc
est respectivement 240, 250 et 170 ms. Droite : Evolution des seuils ∇Pc en fonction
du temps normalisé t/tc pour les expériences avec Pin = 150, 200 et 250 kPa. Pour
t/tc ≤ 1, les seuils décroissent depuis 10 - 15 kPa/cm initialement jusqu’autour de
1 à 2 kPa/cm (indiqués par les lignes horizontales). Après que la zone compactée
ait atteint le bord de sortie, pour t/tc = 1, ∇Pc commence à augmenter en temps,
plus rapidement pour des pressions d’injection croissantes. Ensuite, pour t/tc autour
de 2.5 3, l’augmentation du seuil avec le temps ralentit. Après cet instant, ∇Pc

approche les valeurs de gradient de pression de pore |∇P | dans la zone entourant
les doigts les plus longs.
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1.4 Article 4 - L’évolution de l’aero-fractures et

les caractéristiques des émissions acoustiques

dans un milieu poreux

Dans cet article, les émissions acoustiques (issues du même type d’expérience présentée
dans l’article 2 et 3) sont enregistrées et analysées simultanément aux données op-
tiques. Les émissions acoustiques sont enregistrées en utilisant des capteurs piézo-
électriques et des accéléromètres. Tous les capteurs sont attachés sur la plaque du
bas de la cellule de Hele-Shaw. Durant les expériences, les interactions entre la partie
solide et la partie fluide (l’air) dans la cellule génèrent des émissions acoustiques qui
sont transmises par les plaques en verre et enregistrées par les différents capteurs.
Les différents événements acoustiques sont caractérisés et comparés dans le domaine
de Fourier. Finalement, on a défini deux différents types d’événements, le type 1
et le type 2. Le type 1 correspond à des événements qui ont les caractéristiques
suivantes: ils sont émergents, c’est à dire non impulsifs, ils sont dominés par les
basses fréquences et ils durent plus longtemps que le type 2. Les événements de
type 1 sont générés durant la formation des canaux et la compaction du milieu
poreux. Au contraire, les évènements de type 2 ont une fréquence moyenne plus
haute, ils sont impulsifs et de courte durée. Ils commencent à apparaitre vers la
fin de la formation des canaux pendant le réarrangement des grains. Par ailleurs,
on a remarqué que la fréquence moyenne du signal (dans une fenêtre temporelle
d’environ 5 ms) évolue pendant la formation des canaux. Le nombre cumulatifs des
événements de type 2 suit une loi ”d’Omori modifiée” de la même manière que les
aftershocks après un tremblement de terre. Cet article a été publié dans Frontiers
in Physics en Septembre 2015 et a été ajouté dans le chapitre final de cette thèse.

1.5 Article 5 - Localisation basée sur l’homogénéité

d’énergie estimée de la source

Dans cet article on propose une nouvelle méthode de localisation de la source d’un
signal basée sur l’énergie de la source. La méthode est développée et testée avec
des données synthétiques et expérimentales. Une bille en acier est lancée sur des
points marqués sur une plaque en verre (ou en plexiglass selon les expériences). La
distance entre la position estimée et la position réelle a été enregistrée pour plusieurs
points. La nouvelle méthode de localisation a été comparée avec les méthodes pré-
existantes. On a conclu que la méthode proposée est polyvalente et qu’elle donne de
meilleurs résultats que les autres méthodes. La méthode utilise les signaux arrivant
à plusieurs capteurs (4 dans le cas présent) et calcule l’énergie de la source grâce
à une grille couvrant tout l’espace où peut être positionnée cette source. Sur la
grille, le meilleur ajustement (best fit) des positions estimées par tous les capteurs
montre la position finale estimée de la source. La qualité de l’estimation avec cette
méthode a été comparée pour différentes fréquences d’échantillonnage, pour des
plaques dispersives ou non dispersives et avec ou non des ondes réfléchies sur les
côtés des plaques (plaques infinie ou finie). Il est possible d’adapter cette méthode
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en 3D dans le cadre d’un futur projet. Cet article a été publié in Review of Scientific
Instruments en Septembre 2016 et a été ajouté dans le chapitre final de cette thèse.
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Chapter 2

Introduction

This thesis is article based, so the text is intended to wrap up the work and results
covered in the papers, making it easier to read the work as a whole. This first chapter
gives a general introduction to the topic of flow in transforming porous media in
the field of experimental geophysics and physics. The problem is put into context,
and various challenges and motivations for studying such processes are introduced.
Chapter 2 introduces basic concepts and analysis methods. Then, the work of this
thesis is presented in separate chapters for each paper, including the main questions,
methods and results. In the final chapter, future perspectives are discussed. The
thesis also has an appendix including the scientific articles where I contributed as a
co-author with experiments and discussions.

2.1 Context and motivation

During many subsurface processes in nature and industry, the flow of fluids trans-
forms the surrounding porous medium containing them (reservoir), e.g. when fluids
flow at a high rate between the grains of soil or chemically react with the solid within
pore networks in rocks. Depending on the involved mechanisms, these transforma-
tion processes can be fast, lasting only a couple of seconds or less, or slow, lasting
from a few hours to several weeks or more. Fast transformation processes of reser-
voirs include sudden mechanical deformation, fracturing and channel formation due
to sufficient overpressure or flow rates in the pore fluid. Slow transformation pro-
cesses of reservoirs include chemical evolution of existing fractures or pore networks
due to reactions between the flowing fluid and host medium, i.e. dissolution and
precipitation. Reservoir transformation processes further increase or decrease the
permeability of the system, which influences the flow of pore fluids and may change
the stresses in the material surrounding the deformations. Thus regardless of rate,
reservoir transformations due to fluid flow change the boundary conditions of the
flow which itself is causing the changes on the host medium. These are cases where
the deformations and fluid flow are coupled processes, which makes a system very
challenging to fully understand. Even as separate problems, fluid flow in porous
media and deformation of granular media are complicated processes, for example
granular materials may have a behavior that resemble solid-, liquid-, or gas-like ma-
terials depending on the flow regime. This is one of the special properties of granular
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materials [8]. In addition, the rheology of dense granular fluids is very complex and
is still an open research topic [9]. Another example is immiscible flow in porous
media, i.e. flow involving at least two fluids that cannot mix, where one fluid is
displacing the other. This adds interfacial forces to the system, which influences the
flow path taken by the fluids.

Since flow and deformations in porous media often occur in nature and industry,
this is a heavily researched topic in many fields of earth sciences. In some cases,
for example, the research is focused on understanding and preventing dangerous
situations due to high pressures and deformations, while in other cases it is studied
for situations where such processes are desirable to induce in a controlled manner.
In physics, a motivation for studying this topic is to increase the fundamental un-
derstanding of these complex systems, and in geology further knowledge of such
processes help to explain active natural systems or structures formed in soil and
rocks. Furthermore, increased knowledge of the fast transformation processes may
have applications in earth science and industry where multiphase flow and solid
deformation occur; Several processes in engineering, industry and earth sciences in-
volve pneumatic (gas) or hydraulic (liquid) fracturing of the soil, which occurs when
fluids in the ground are driven to high enough pressures to deform, fracture and
generate porosity in the surrounding soil or rock. For example in environmental
engineering, pneumatic or hydraulic fracturing is done to enhance the removal of
hazardous contaminants in the vadose zone (soil remediation) [10,11], for soil stabi-
lization injection to ensure a solid foundation for structures [12], or in packer tests for
project planning, risk assessment and safe construction of dams and tunnels [13].
In industry, hydraulic fracturing is done to enhance oil and gas recovery [14–16],
CO2 sequestration [17], water well- and geothermal energy production [18–20]. Re-
lated natural processes such as subsurface sediment mobilization are studied in earth
sciences, where sand injectites, mud diapirs and mud volcanoes are formed due to
pore-fluid overpressure [21–26]. For example, the Lusi mud volcano in Indonesia
is the biggest and most damaging mud volcano in the world [27], having displaced
40 000 people from their homes, and has been active since May 2006. There is an
ongoing debate about how it was triggered, i.e. whether it formed naturally by an
earthquake or geothermal process [28–31], or that it is a man-made consequence of a
nearby drilling operation by a company probing for natural gas [32]. The evolution
of faults and fractures at crustal scale can also be affected by fluid flow [33–35] as
well as the rheology of fluid saturated faults [36–38].

2.2 Experimental study of flow in complex sys-

tems

There are many methods and challenges in researching flow of fluids in complex
systems such as granular materials. However, real-world systems are difficult to
analyze; obviously we can not directly see what is going on in the soil during such
processes, and we cannot completely recreate such systems at the lab scale. In
experimental geophysics and complex matters physics, this topic is widely studied
in experiments where a complex system is decomposed into simpler analog models

23



such that one can observe and investigate isolated fundamental processes which play
a role in the bigger picture. A widely used tool for simplified flow experiments is
the Hele-Shaw cell, which is a thin cell made up of two glass plates separated by
a very small gap (usually 0.1 - 1 mm) compared to their surface area. In a Hele-
Shaw cell, the geometry of the problem is reduced from 3-D to quasi-2-D, the cell
orientation can be used to effectively adjust or remove the influence of gravity, and
perhaps most importantly one can directly see what is going on during experiments.
In such a simplified system, a sample can be prepared to represent a transparent
quasi-2-dimensional rock/soil analog. Experimental data can be captured in the
form of time-lapse image sequences, such that post-experiment image processing
and analysis yield information about the growth and shape of the flow patterns
over time, as well as eventual deformation fields in the host medium. Similarly,
numerical models may be created and validated in 2-D before expanding to the
more complicated 3-D case.

In early research on the flow of two immiscible fluids in Hele-Shaw cells, it was
found that the invasion by a less viscous fluid into a more viscous fluid results in
a displacement instability where viscous fingering patterns form [4]. This means
that the invading fluid displaces the more viscous one in separated finger-like intru-
sions, while leaving the fluid inbetween the fingers less or not displaced. Following
an increased interest in this phenomenon, two-phase flow have been widely studied
in quasi-2-dimensional porous media confined in thin cells with radial and linear
geometries [2, 39–50]. In horizontal cells containing rigid disordered porous media,
the unstable invasion patterns during drainage are found to be fractal and either
form an invasion percolation cluster [51] in the capillary fingering regime [52,53], or
long thin fingers resembling Diffusion Limited Aggregation (DLA) patterns in the
viscous fingering regime [1, 54]. The flow regime depends on the ratio between the
driving and stabilizing forces involved in flow and pore-invasion. In systems where
air is injected with high enough overpressure into dry dense granular media in thin
cells, granular fingering patterns (channels empty of particles) emerge as a result
of pneumatic fracturing [55–59]. This granular fingering instability is also observed
in liquid saturated dense porous media where the same fluid is injected [60]. The
patterns formed during fluid injection into a granular medium, and evolution of the
fluid-solid interface, have been found to resemble viscous fingering [57]. The decom-
paction, fluidization regimes, and coupling between air and granular flow have been
studied for air injection at different overpressures in cells with open outer bound-
ary [56,58]. A similar confined system, where the granular medium cannot leave the
cell, was studied in numerical simulations in [59,61]. During air injection at different
overpressures they found that fractures grow faster, longer, as well as coarsen with
increasing injection pressure. Further, by varying the interstitial fluid viscosity, two
flow regimes were identified; one with finely dispersing bubbles and large scale col-
lective motion of particles, the other one with build-up of a compaction front and
fracturing. These flow regimes depend on whether the medium is primarily deformed
by the imposed pressure gradient in the fluid, or interactions through particle con-
tacts. This in turn depends on the diffusivity of the interstitial fluid pressure in the
granular medium. The main difference between the viscous- and granular fingering
instabilities is the absence of interfacial tension in the granular case [58]. However,
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both instabilities are driven by the pressure gradient across the defending medium,
which is largest on the longest finger tips. Therefore, more advanced fingers grow
on expense of the less advanced ones. Another notable difference between air injec-
tion into a dry granular medium and a liquid saturated one is that the overpressure
initially diffuses into the packing in the dry case (compressible flow), while it is
already a steady-state Laplace field over the defending liquid in the saturated case
(incompressible flow).

Moreover, combinations of immiscible and granular flow in thin cells have been
studied, during air injection into liquid saturated granular media and suspensions.
The characteristics of emerging patterns and behavior of the media depend on
injection rate and the competition between mobilized friction and surface forces
[5, 40, 43, 51, 62–71]. For example, one observes flow regimes such as two phase flow
in rigid porous media [40,51,69–71], capillary fracturing [63], stick-slip bubbles and
labyrinth patterns [5,43,62–68]. In the opposite case, during liquid injection into dry
granular media [42], the flow behavior goes from stable invasion towards granular
fingering for increasing flow rate and viscosity of the invading fluid. At intermediate
conditions, fractures open up inside the invaded region. The same trend is shown in
numerical studies for gas injection into granular media containing the same gas [59].
Granular fingering instabilities have also been studied in closed vertical cells, where
gravity drives the flow as heavier beads fall down from a granular layer at the top of a
lighter fluid layer [45,47,48,72–74]. When the beads detach at the front, they form
fingers of falling granular material surrounding finger-like bubbles of rising fluid.
These fingers are found to coarsen over time until they reach a typical wavelength
depending on the interstitial fluid and bead size.

The motivation for investigating fundamental properties of flow in porous media
in table-top experiments is to develop theoretical models describing the mechanisms
of deformation, dynamic evolution and structure of flow patterns on pore- and sam-
ple scale, as well as how these phenomena scale with e.g. size, time and driving
forces. Later on, such models can be considered when investigating more complex
systems such as in 3-D geometry and natural phenomena.

2.3 The focus of this thesis

Based on table-top experiments and numerical simulations, we study the fast pro-
cesses of fluid flow in deforming granular media and evolving fractures. Air is in-
jected at constant overpressure into saturated or dry granular media confined inside
Hele-Shaw cells. We vary boundary conditions, injection pressure and initial satu-
rating fluid of the medium. In addition, we present a sub-project focused on slow
processes with experiments on reactive flow in fractured calcite samples. The rest
of this section presents a summary of the specific experiments we performed.

We present an exploratory study where we experiment with the combination
of two-phase and granular flows by performing air injection into saturated mono-
layers of beads. Here, we study the formation of viscous fingering and fracturing
patterns that occur when air at constant overpressure invades a radial Hele-Shaw
cell containing a liquid-saturated deformable porous medium, i.e. during the flow
of two non-miscible fluids in a confined granular medium at high enough rate to de-
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form it. The sample is created by preparing monolayers of glass beads in cells with
various boundary conditions, ranging from a rigid disordered porous medium to a
deformable granular medium with either a semi-permeable or a free outer boundary.
By injecting air at constant overpressure into a deformable saturated monolayer of
beads, we have a system where particles may be displaced by a viscous pressure
gradient and/or interfacial forces between the two fluids. Since it is a single layer
of beads without imposed confining pressure, granular stress is expected to depend
on the boundary condition and number of particles in contact ahead of the flow,
rather than build-up of normal stress against the plates. As a result of competi-
tion between viscous and capillary forces, and build-up/relaxation of friction during
flow, we observe transitions between finger opening and pore invasion in the vis-
cous fingering regime, for example during initial compaction or outer decompaction
during flow in the open cell. The resulting patterns are characterized in terms of
growth rate, average finger thickness as function of radius and time, and fractal
properties. Based on experiments with various injection pressures, we identify and
compare typical pattern characteristics when there is no deformation, compaction,
and/or decompaction of the porous medium. We show that the patterns formed
have characteristic features depending on the boundary conditions. The study is
part of fundamental research on pattern morphology in various deforming systems,
which is important for increased understanding of flow in any deformable porous
medium.

Next, we present an experimental study on flow regimes and pattern formation
during air injection into confined granular media. In this experiment, we inject
air at constant overpressure into a dry dense granular medium inside a linear Hele-
Shaw cell, where air escapes at the outlet while beads cannot. As opposed to similar
experiments with open outer boundary conditions [56,58,60], after the flow compacts
the medium there is no decompaction. Due to the confined nature of the experiment,
it is thought to be a laboratory analog to pneumatic and hydraulic fracturing of
tight rock reservoirs where the free boundary at the surface is very distant from
the injection zone, i.e. in a situation where fracture propagation stops long before
reaching a free surface, such that the surrounding medium is not decompacted.
We thus observe the material behavior (at high enough overpressure to displace
beads) to have a transition from fluid-like to solid-like during experiments, and that
eventual invasion patterns initially expand like viscous fingering in the fluid-like
regime, crossing over to stick-slip propagation of the tips as the medium becomes
more solid-like, until it reaches a final structure when the compacted medium has
reached a completely solid-like behavior. What is less obvious, is how the flow
patterns in this system change with the injection pressure. By varying the imposed
overpressure, we identify and describe the different flow regimes. The motivation
of this setup is to study the granular fingering instability in compacting granular
media. We characterize typical properties of the emerging structures, such as their
fractal dimension, typical thickness and invasion depth, growth dynamics, as well
as flow regimes depending on injection pressure.

Then, with the same experimental setup as above, we present a study where we
focus on characterizing the deformations and the evolution of the pressure in the
medium surrounding the channel growth. Displacement fields are found experimen-
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tally with a Digital Image Correlation technique, while we calculate the evolution
of the pressure field in the porous medium numerically. Two solutions of the pres-
sure field are evaluated; A steady-state configuration of the pressure field, which is
estimated by solving the 2D Laplace equation with fixed pressures in the air cluster
and at the outlet boundary. The other one is a solution where the imposed pressure
initially diffuses into the pore space with a diffusion constant based on the poros-
ity of the material and the viscosity of the fluid. This pressure field is calculated
over time by solving the 2D diffusion equation with the Crank-Nicholson method.
The two solutions for the pressure are compared to check if, when and where the
diffusing pressure field satisfies the Laplace solution. By investigating the obtained
deformation data and pressure gradients across the granular medium, we discuss the
deformations, growth dynamics and rheology.

Finally, we present preliminary results in a chapter about a sub-project studying
slow transformation processes, where we perform reactive flooding experiments in
fractured carbonate reservoir rock. Here, calcite core samples (cylinders of 3.8 cm
diameter and 1.7 to 2.6 cm in length) are fractured into two pieces through their
principal axis by loading them across their diameter until failure. After being frac-
tured, the pieces are put back together and mounted inside a Hassler cell (cylindrical
confinement). During the experiments the system is flooded with a reactive fluid at
a constant flow rate parallel to the fracture plane. Here, we inject distilled water at
a constant flow rate of 0.1 ml/min through the fractured samples in experiments of
various durations. A local topographical profile of the fracture surfaces is measured
before and after the reactive flooding by using a white light interferometer, which
in principle has a height resolution down to a few nanometers. With this data we
compare the initial and final profiles to investigate the evolution of surface roughness
and fracture aperture for different durations of flooding, and investigate the impact
of flow direction on the changes.

In a closely related project, where the work in this thesis also contributes, acous-
tic emissions during experiments with air injections into dry granular media are
recorded with piezo-electric shock accelerometers. Scientific papers discussing the
results are shown in the appendix of this thesis. In Fourier analysis of the obtained
signals, the evolution of the emissions is characterized in the frequency domain dur-
ing the different stages of deformation and fracturing, and the processes creating
the various types of signals are discussed in comparison with the optical data. Here,
it is shown that different stages of the invasion process can be identified acous-
tically in terms of characteristic frequencies and distinct microseismic events. In
addition, microseismic events caused by particle rearrangement in the later stages
of the experiments are counted and fitted with characteristics of real world seismic
events [75]. In combination with the optical data of deformations, an energy based
localization technique for the sources of these microseismic events is developed [76].

The work done in this thesis project is ultimately a part of further understanding
the mechanisms of complex processes involved in transforming reservoirs due to
fluid flow, and is also partly involved in the development of acoustic localization
techniques which may have industrial applications.
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Chapter 3

Basic concepts and methods

3.1 Flow in porous media

Porous materials can be divided into two parts, the solid part forming the porous
matrix, and the pore-space which is the interstitial space where fluids can be present.
If the pore-space is interconnected, the porous material is permeable, i.e. the pores
are connected and fluids are able to flow through the material using these pathways.
In a granular medium, like soil, the space between grain contacts is connecting the
whole pore-space making it very permeable. Porosity is the ratio of the volume of
the pore-space to the total volume of a porous sample and is given by

φ =
Vpores

Vtot

= 1− ρs, (3.1)

where ρs is the solid fraction. The porosity is a measure of how porous a solid
is, and is a dimensionless number between 0 and 1. Permeability describes the
ability of fluid flow through a porous medium and is often related to the porosity.
In granular media, the average permeability in a sample is given by the Kozeny-
Carman relation [59, 62,75] (in this case for a packing of spherical beads)

κ =
a2φ3

180(1− φ)2
, (3.2)

where a is the bead diameter.
Fluid flow is driven by pressure, viscous and external forces as described in the

Navier-Stokes fluid equations of motion:

ρ

(

∂~v

∂t
+ ~v · ∇~v

)

= −∇P + µ∇2~v + ~F . (3.3)

Equation (3.3) states that the acceleration of a fluid element with density ρ is
driven in the direction of the pressure force −∇P , viscous force µ∇2~v, and external
forces ~F such as gravity. However, the Navier-Stokes equations require sufficient
boundary conditions to be solved. In porous media, the boundary conditions are
very complex and is practically impossible to define precisely. However, it gives a
view on the forces involved. Instead, rather than considering the fluid flow on pore
scale, it is common and useful for flow at small enough Reynolds number to average
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the flow in porous media on sample scale by using the phenomenological Darcy law.
This law relates the volume flux per unit area, or Darcy velocity, ~v = Q

A
to the

permeability, viscosity, pressure gradient and gravity as

~v = −κ

µ
(∇P − ρ~g). (3.4)

In cases where gravity can be neglected, as for a horizontal Hele-Shaw cell, the
Darcy velocity is found by

v = −κ

µ
∇P. (3.5)

In immiscible two-phase flow in porous media, e.g. when gas invades a porous
medium saturated with a liquid, capillary and interfacial forces are added to the
problem. Capillary forces originate from the adhesive forces between a fluid and
a solid surface, and interface tension comes from the cohesive forces between the
molecules of a liquid. Wettability is a measure on the tendency of a fluid droplet
to smear out on a smooth solid surface in the presence of a second fluid. It is
measured in terms of contact angle θ, i.e. the angle between the solid surface inside
the droplet and the tangent of the fluid-fluid interface at the triple point between
the two fluids and the solid. Normally in a porous medium with two fluids present,
one fluid has stronger contact forces with the solid than the other. The fluid with
stronger contact forces is said to be wetting, with θ ∈ [0◦, 90◦], while the other is said
to be non-wetting, with θ ∈ (90◦, 180◦]. In two-phase flow where the non-wetting
fluid is displacing the wetting one, called drainage, the invading fluid meets capillary
thresholds it must overcome to displace the defending fluid out of narrow pore-necks.
The narrower the pore-neck, the higher is the pressure threshold, which is given by
the Young-Laplace equation as

Pcap = γ

(

1

R1

+
1

R2

)

cos θ, (3.6)

where γ is the interfacial tension and R1 and R2 are the vertical and horizontal sizes
of a given pore-neck. Since fluid flow tend to follow the path of least resistance,
the pore geometry at the fluid-fluid interface influence the flow path taken by the
invading fluid.

The flow regime during drainage of a horizontal porous medium depends on the
ratio between the driving and stabilizing forces involved in flow and pore-invasion,
described by the dimensionless capillary number Ca [40, 41]. The capillary number
is the ratio of viscous pressure drop over capillary pressure drop at the characteristic
pore scale, and can be found by

Ca =
µva2

γκ
, (3.7)

where v is the Darcy velocity. For low capillary numbers (Ca ≪ 1) capillary fingering
dominates and for higher capillary numbers (Ca → 1) there is a crossover to viscous
fingering. In the capillary fingering regime, the invading fluid displaces the defending
fluid pore-by-pore with slow build-up and relaxation of the invading fluid pressure
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fluctuating around the capillary threshold values. In the viscous fingering regime,
a viscous pressure gradient across the defending fluid leads to a flow instability
where more advanced parts of the invading cluster grow on expense of less advanced
ones in finger like intrusions. The instability is explained by the pressure field in the
defending liquid; The defending liquid can be considered incompressible (∂ρ/∂t = 0),
and for incompressible flow in porous media we can combine the continuity equation

∂φρ

∂t
+∇ · (ρ~v) = 0 ⇒ ∇ · ~v = 0 (3.8)

and the Darcy law in eq. (3.5) to get the Laplace equation ∇2P = 0 for the pressure
in the defending liquid. Since the pressure can be assumed uniform in the invading
gas cluster, the driving force∇P is effectively screened behind the longest fingers [1].
In a horizontal Hele-Shaw cell the pressure field is given by the 2-D Laplace equation

∂2P

∂x2
+

∂2P

∂y2
= 0. (3.9)

A fingering instability similar to viscous fingers occurs during fluid injection at
sufficient overpressure into a dense granular medium saturated with the same fluid,
i.e. branched channels empty of grains open up even in the absence of surface ten-
sion. In this situation, the invading air displaces grains by momentum exchange and
open up pathways of increased local permeability. These channels expand quickly
in the flow direction, and are screening the pressure gradient from the less advanced
ones, inhibiting their growth. For compressible gas flow in a dry dense granular
medium, the gas pressure P evolves in the medium according to the equation [59,77]

∂P

∂t
= D∇2P − ~vg · ∇P − P

φ
∇ · ~vg, (3.10)

where ~vg is the local granular velocity and D is a diffusion constant. If the terms
involving the granular velocity are negligible, equation (3.10) reduces to the diffusion
equation for the pressure between the grains, which in 2-D is given by

∂P

∂t
= D∇2P = D

(

∂2P

∂x2
+

∂2P

∂y2

)

. (3.11)

The diffusion constant D can be approximated for granular media as [75]

D =
κP0

φµ
=

a2φ2P0

180(1− φ)2µ
, (3.12)

assuming an ideal gas, which is valid for conditions without strong density variations,
i.e. in a system where the pressure is not varying by orders of magnitude. Here, P0

is the atmospheric pressure, and it is assumed the Carman-Kozeny expression (3.2)
is valid for the permeability κ [59,75]. In a rigid 1-dimensional porous medium, the
analytical solution for the 1-D diffusing pressure is

P (x, t) = Pin

(

1− x

L

)

−
∞
∑

n=1

2Pin

πn
sin

(nπx

L

)

e−
n2π2

L2
Dt, (3.13)
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where L is the system length. Equation (3.13) shows that for increasing time
t, the diffusing pressure goes towards the steady-state Laplace solution P (x) =
Pin

(

1− x
L

)

.

3.2 Pattern formation and analysis

Many structures formed in different processes in nature appear as similar patterns,
which is sometimes explained by their common growth dynamics. For example,
the flow patterns formed in our experiments result in structures similar to other
natural patterns occuring in Laplacian growth systems, e.g. DLA clusters, viscous
fingers in empty Hele-Shaw cells, manganese dendrites, or lightning bolts as shown
in figure 3.1. In such systems, ramified structures expand at a rate proportional to
the gradient of a Laplacian (∇2φ = 0) potential field, such that v ∝ ∇φ. This type
of patterns is in the DLA universality class, where a fractal dimension of D = 1.71 is
expected [2,40]. However, the fractal dimensions found for viscous fingering patterns
in porous Hele-Shaw cells usually have values of D ∈ [1.53 − 1.62] [1, 2, 5]. It has
been established that flow in porous media is better described by another Laplacian
model, the Dielectric Breakdown Model (DBM), where the interfacial growth rate
is proportional to the potential gradient of a power η higher than 1, i.e. v ∝ (∇φ)η,
where η = 2 for viscous fingers in porous media [2,40]. A feature of pattern growth
which is typical for Laplacian growth systems is that there is an active growth zone
on the tips of a frozen structure due to screening of the potential gradient by the
most advanced parts of the structure.

By looking closely at the patterns in figure 3.1, we notice that they have self-
similar features over a range of scales, e.g. a smaller branch resemble the whole larger
pattern. Another good example of self-similarity over a limited range of scales is the
fern shown in figure 3.2. A common method to characterize the self-similar feature of
a pattern is to analyze its fractal dimension, which is a spatial scaling exponent. In
other words, if the fractal dimension of a pattern exists, it reveals information about
how the pattern fills the space it occupies. There are different ways to estimate the
fractal dimension of a pattern [78, 79]. Presented here are three methods we used
for studying invasion patterns contained in binary images.

For a radially growing fractal pattern, its area N (mass) scales with its size r
(radius) according to a power-law relationship referred to as the mass-radius relation,

N(r) ∝ rDm , (3.14)

where the exponent Dm is the fractal mass-dimension of the pattern. In binary
images, the mass-radius relation of a radial pattern can be obtained by evaluating
the area (number of white pixels) contained within a given radius from the origin
of the pattern, and plot the result as function of radius in a log-log plot. The
mass dimension Dm is then found as the slope of a linear fit where log10(N(r)) ∼
Dm log10(r).

The fractal box-counting dimension Db is found by dividing the image into boxes,
i.e. dividing the image into equal squares of sides s, and count the number N of
squares that contain a part of the pattern as function of box size s. For a fractal,
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Figure 3.1: Dendritic patterns in different systems: A) Radial DLA simulation B)
Viscous fingers in a radial Hele-Shaw cell, C) Lightning bolt, and D) Manganese
dendrites.

the relationship between the number of boxes covering the pattern and their size
follow a power law

N(s) ∝ s−Db , (3.15)

such that the box-counting dimension Db is found from slope of the linear fit
log10(N(s)) ∼ −Db log10(s) [2, 5, 78, 79].

The equations (3.14) and (3.15) give globally defined fractal dimensions with
values between 1 and 2. Local fractal dimensions can be estimated to check how
well defined these global fractal dimensions are. For a radial pattern, a local fractal
dimension DL(r) is estimated as function of radius by intersecting the pattern with
a concentric ring at each radius and do 1-dimensional box counts along the rings;
At each radius r, the ring is divided into equal arc segments and the number N
of arc segments that intersect the pattern is counted as function of arc length l as
the arc length is decreased. Similarly for linear patterns, a local fractal dimension
DL(x) is estimated as function of depth along the structures; At each depth x, the
structure is intersected with a perpendicular line, and 1-dimensional box counts are
done along that line, i.e. the line is divided into segments of equal length l and
the number N of line segments that intersect the pattern is counted as function of
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Figure 3.2: It is easy to see the self-similarity of this fern. Look at the tiniest leaves
of the fern: They are organized in a pattern that looks like a fern. These tiny ”ferns”
are organized on branches that look like small ferns. These fern looking branches
are arranged on the stem of the fern in the familiar pattern.

segment length l as it is decreased. In both cases, for a fractal there are locally
defined power laws (for given x or r)

N(l) ∝ l−DL , (3.16)

and we find the local fractal dimensions DL(x) or DL(r) at given x or r from slopes
of the linear fit log10(N(l)) ∼ −DL log10(l). For a perfect fractal, DL is constant
over depth or radius.

The locally obtained fractal dimensions has values between 0 and 1. Therefore,
in order to compare DL with Dm and Db it is necessary to use Mandelbrot’s rule
of thumb for intersecting fractal sets [78, 80]. It states that the codimension of an
intersected set equals the sum of the codimensions of the individual intersecting sets,
here given by

E2 −DL = (E2 − E1) + (E2 −D)

⇓
D = DL + 1,

(3.17)
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where D is the global fractal dimension of the pattern, E1 = 1 is the dimension
of the ring or line intersecting it, and E2 = 2 is the dimension of the image plane
containing the sets.

3.3 Image processing

3.3.1 Binary images: Extracting patterns to analyze

The experimental image data in this thesis are sequences of grayscale images. These
images are processed in Matlab to segment out the patterns into binary images, i.e.
images with either black or white pixels, where the white pixels (value=1) represent
the pattern and the black pixels (value=0) represent the background, or the bead-
filled region. After obtaining binary images of the patterns, we can quantify for
example the pattern radius or length, mass (number of white pixels), and fractal
dimensions as explained in section 3.2

For the images from experiments presented in chapter 4, pattern segmentation is
done by first subtracting the grayscale values of each image in the sequence with the
initial image to remove most of the background. Then, a suitable threshold value is
defined such that all pixel values less than the threshold are set to 0 while the rest,
being a part of the pattern are set to 1. In the deformable experiments, deformations
cause speckle fluctuations in the difference images, so an additional step of removing
noise must be done where small clusters of white pixels not connected to the main
cluster are set to 0. Figure 3.3 shows an example of pattern segmentation in a
deformed medium.

For the granular media presented in chapters 5 and 6, we obtain binary image
sequences from the raw data by thresholding each frame with the initial image as
reference, such that pixels having a value less than 30 % of the corresponding initial
value becomes white and the rest remain black (in these experiments, the patterns
are darker than the medium).

3.3.2 Digital Image Correlation: Obtaining displacement
fields

Frame-to-frame granular displacement fields are obtained with Ncorr, an open-source
Matlab based Digital Image Correlation (DIC) software [81,82]. The basic principle
of Ncorr is to cross-correlate subwindows of one image with an image taken at a later
time to obtain displacement vectors ~U(x, y) = u(x, y)~i + v(x, y)~j located at (x, y)
positions in the first image, thus indicating the displacement of the subwindows
between the images. In brief steps, the Ncorr algorithm works as follows:

1. A subwindow at a selected position in the first image is cross-correlated with
the succeeding image by calculating the normalized cross-correlation in Fourier
space. This yields the displacement with integer pixel accuracy, i.e. the initial
guess.

2. To estimate the displacement with sub-pixel accuracy, a quintic B-spline inter-
polation of the graymap in the vicinity of the initial guess is calculated. This
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A)

10 cm

B)

10 cm

Figure 3.3: The raw data breakthrough image of the confined deformable experiment
with 75 hPa injection pressure (A), and the resulting binary image after segmenta-
tion of the air cluster (B), where the active pixels belonging to the cluster is shown
in white and the inactive background pixels are shown in black. The dark injection
region where it is difficult to separate saturated and invaded parts is indicated in
gray, and is excluded from our analysis.

permits the approximate graylevel to be evaluated at non-integer coordinates
in this area.

3. In the interpolated area, the subwindow is iteratively translated and deformed
in small steps towards a best fit, done by minimizing a cost-function. This
gives the displacement with sub-pixel accuracy.

4. The full image displacement field is found by the Reliability Guided DIC
method; The remaining subwindows are analyzed in queue, one after the other,
by using solved displacements of a nearest neighbor as initial guess. Thus, only
steps 2 - 3 are repeated for the remaining subwindows. The queue of subwin-
dows is updated at each iteration, such that the algorithm always analyzes the
one with the best correlation at the initial guess.

Furthermore, Green-Lagrangian strains are calculated from spatial derivatives of the
incremental displacement field as
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which for small deformations are similar to small strains: Exx = εxx = ∂u/∂x,
Eyy = εyy = ∂v/∂y, and Exy = γxy = 0.5 · (∂u/∂y+ ∂v/∂x), i.e. when the quadratic
terms can be neglected. Ncorr also includes an algorithm for obtaining the total
Lagrangian displacement from the incremental displacement fields. See the article
by the developers of Ncorr [81], or the web page [82], for an in-depth explanation of
the software.
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Chapter 4

Invasion patterns during
two-phase flow in deformable
porous media

4.1 Motivation

Viscous fingering patterns in rigid porous media have been found to be self-similar
fractal structures over a range of scales, where they have a characteristic branched
appearance. However, how do the characteristic features of a viscous fingering pat-
tern change when the flow can deform the medium it invades? And how does the
growth dynamics depend on this? By asking these questions we got motivated to in-
vestigate experimentally the invasion of air at constant and maintained overpressure
into liquid-saturated deformable porous media. We designed the experimental setup
so that we could vary the boundary conditions of the porous medium and the injec-
tion pressure, obtaining different degrees of deformations. From the experimental
results we characterize the invasion patterns in terms of their spatial properties and
growth dynamics, investigate spatial and dynamic scaling exponents, discuss what
is common and different between the various boundary conditions, and investigate
the typical deformations surrounding the growing structures. In this section, we
present our methods and main results in this study before including the scientific
article containing all details of the work and discussion of results.

4.2 Methodology

4.2.1 Experimental setup

The experiments were performed within the confines of a radial and horizontal Hele-
Shaw cell. A sketch of the experimental setup is shown in figure 4.1. The radial
cell has a diameter of 40 cm and is made out of two 1 cm thick circular glass plates
separated by a gap of 1.0 - 1.4 mm depending on boundary condition. The cell plates
are clamped together and metal spacers are used to maintain the cell gap. Through
the center of the bottom plate is an injection hole of 10 mm diameter. The rim of the
cell is always open to fluids, and is the cell outlet. The invading air is supplied from a
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pressurized air source, connected to the cell inlet hole via a pressure regulator used to
control the injection overpressure and a valve used to start/stop the flow. We create
the porous medium by placing a monolayer of 1 mm spherical glass beads inside
the cell. The porous medium is prepared with either a non-deformable, confined
deformable or open deformable boundary condition, which are presented in the next
paragraph. After the monolayer of beads is placed inside the cell, the pore space
is saturated with a viscous water-glycerol solution (80 % glycerol by mass) which
is wetting the beads and cell plates. The saturating liquid is colored black, giving
contrast for image processing purposes. The cell is positioned on top of a custom
made lightbox which gives uniform and flicker-free illumination from below. Looking
down from directly above the cell is a Photron SA5 high speed camera, which during
experiments captures grayscale images with a spatial resolution of 1024×1024 pixels
at a framerate of 125 images/s (1 pixel ≈ 0.4 mm in the cell). The camera is
connected to a computer with the camera software (Photron FASTCAM Viewer)
which is used to control it and download the experimental images. The experimental
procedure is as follows: First, the overpressure of the invading air is set with the
pressure regulator while the inlet valve to the cell is closed. The experiment starts
when the inlet valve is opened, allowing air to invade the cell at a constant and
maintained overpressure, making the growing air cluster drain the medium radially
outwards until it breaks through at the rim. When the air breaks through at the
rim, the experiment is finished. As mentioned, the whole invasion process is recorded
with the high speed camera. Binary images of the patterns and displacement maps
of the media are found from the experimental images as discussed in section 3.3.

4.2.2 Three cases of boundary conditions

The porous medium with the non-deformable (ND) boundary condition is rigid,
single-layered and disordered. This boundary condition is used for having a reference
to viscous fingering without deformation. The medium is prepared on the bottom
disk before assembling the cell. First, the top surface of the bottom disk is coated
with an adhesive transparent plastic film (clear contact paper). Then, beads are
poured onto the adhesive surface such that they attach at random positions. The
process is continued until no more beads are able to hit the bottom disk surface, i.e.
when the longest distance between beads in the monolayer is shorter than a bead
diameter. After removing beads on top of the monolayer by tilting the cell plate, the
top disk (also adhesive) is put onto the resulting monolayer and clamped together
with the bottom disk. The disk separation therefore equals the bead diameter of
1.0 mm. The saturating liquid is injected into the porous medium through the cell
inlet with a syringe.

The porous medium with the confined deformable (CD) boundary condition is
a random close packed monolayer of beads which can be displaced within the cell
volume, but are prevented to leave the cell by a semi-permeable boundary. This
sample type is prepared partially before and after assembling the cell. First, the rim
of the bottom disk is fitted with a semi-permeable belt made of foam rubber, which
is permeable to fluids and impermeable to beads. Next, the top disk is placed onto
the bottom disk and they are clamped together, with the cell gap maintained by 1.4
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Figure 4.1: Sketch of the experimental setup for the two-phase flow experiments:
The horizontal cell consists of two transparent disks of 40 cm in diameter, clamped
together (not shown) but separated by a small gap. The gap is big enough to
accommodate a saturated porous monolayer of 1.0 mm beads. This sketch represents
the non-deformable system, however the setup is the same for the other boundary
conditions as well. A compressed air source is connected to an injection hole in the
center of the bottom disk, and a pressure regulator is used to adjust the constant
injection pressure between 25 and 100 hPa. During air injection, the high speed
camera situated directly above the cell captures the invasion at a framerate of 125
frames per second.

mm thick spacers between the disks at the clamp positions. The cell gap ensures the
possibility of bead displacement as well as keeping the bead packing approximately
single-layered. The gap above the beads (0.4 mm) is still smaller than the large
interparticle nearest distance in the system (1 mm), and we observed no significant
invasion occurring over several bead lengths in the gap above the beads. Finally,
beads are injected into the cell through the central injection hole until they form a
monolayer that fills the confined volume. To avoid deformation when injecting the
saturating liquid, we introduce the liquid by gravity stabilized imbibition (stable
invasion of wetting liquid), i.e. the cell is slightly tilted (≈ 7◦) and the liquid is
slowly injected through the rim at the lowest point. During this procedure, the cell
outlet is sealed with a rubber belt.

The porous medium with the open deformable (OD) boundary condition is pre-
pared in the same way as the CD one, but with a temporary semi-permeable bound-
ary at the rim which is removed before experiments. This means that the open
deformable porous medium is a deformable monolayer where the beads can be dis-
placed and also pushed out of the cell at the open perimeter. Thus, we have satu-
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rated porous media with three cases of boundary conditions; on one side of the scale
we have the non-deformable boundary condition where nothing is deformed in the
medium, on the other end of the scale we have the open deformable boundary con-
dition where most of or all of the medium is deformed, and somewhere in between
we have the confined deformable medium.

4.3 Main results

A total of 41 experiments were performed. Most of them were trial and error ex-
periments while developing the methods, but we ended up with 10 experiments
considered successful and good to analyze. Of these experiments, 2 are in the ND
medium with an injection pressure of 25 hPa (hPa = mbar), 4 are in the CD medium
with the injection pressures 25, 50, 75 and 100 hPa, and 4 are in the OD medium
also with the injection pressures 25, 50, 75 and 100 hPa. The experiments lasted
between 0.9 and 9.7 s, typically with shorter times for increasing injection pressure
and deformability.
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Figure 4.2: Top: Breakthrough patterns for the non-deformable experiment (A),
confined deformable experiment (B), and open deformable experiment (C) with an
injection pressure of 25 hPa. The color code indicates the time a pixel is invaded by
air in seconds after start, where blue is at the start and dark red is at breakthrough.
The green circles indicate the cell rim. Bottom: Average finger thickness as function
of radius plotted at several snapshots for the patterns above.

Typical patterns from each boundary condition are shown in figure 4.2 together
with plots of their average finger thickness as function of radius. We see that they
have common features on cell scale, i.e. a branching dendritic structure that spreads
out from the center, mainly in the radial direction, where more advanced fingers grow
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on expense of the less advanced ones. This behavior is expected since the invasion
flow follows Darcy’s law in eq. (3.5) with the pressure field given by the Laplace
equation (3.9) outside the air cluster of constant pressure, such that the pressure
gradient is screened inside the longest fingers. However, if we look more in detail
together with the average finger thickness plots, we see that the patterns are different
locally; The ND patterns have long thin fingers, and the thickness of the fingers is
more or less constant with radius outside the injection center. The CD patterns
typically feature centrally few and thick fingers that cross over to thinner and more
numerous fingers with increasing radius. Finally, the OD patterns have centrally
few and thick fingers which crosses over to more numerous and thinner fingers at
intermediate radii, which then crosses back to few thick fingers near the cell outlet.
Variations in the finger thickness of invasion patterns in the deformable porous
media is due to the competition between interface forces depending on capillary
thresholds and friction depending on granular stress. For the deformable media, we
find the typical capillary threshold to be pcap ≈ 225 Pa. When considering that
pcap ≪ 25 hPa, the lowest injection pressure applied, the overpressure in the air
cluster is always larger than the capillary thresholds. Therefore, we will always see
pore invasions (thin fingers) if the granular stress overcomes the capillary thresholds.
In the opposite case, when it is easier to move beads than invade a pore, the finger
opens up and becomes thicker.

The granular stress is related to the deformation of the medium, where more
compacted beads are harder to displace. Deformation maps for the CD and OD
experiments with an injection pressure of 100 hPa are shown in figure 4.3. Accumu-
lated radial displacements and volumetric strains are shown at an early stage, around
mid-experiment, at a later stage and at breakthrough. Radial displacements in both
experiments is directed outwards from the injection center, and do not reach all the
way to the rim initially. In the CD experiment, the displaced area grows towards
a final extent and magnitude, which goes to zero near the rim. The corresponding
volumetric strain shows that the medium is increasingly compacted with time out-
side the invasion cluster. Finger opening is observed in regions where the volumetric
strain exceeds 0.05. Thus, there is a crossover from finger opening to pore invasion
in the latter half of the experiment. In the OD experiment, the radial displacements
increase in magnitude outside the growing cluster with time, and eventually reach
the rim where beads leave the cell. The corresponding volumetric strains shows that
the medium is initially compacted and with time there is increasing decompaction
near the rim. In this particular experiment the finger opening did not cross over
to pore invasions, but for the experiments with lower injection pressures the initial
compaction is thought to cause a crossover to pore invasions while the outer de-
compaction causes the crossover back to finger opening. Figure 4.4 shows a typical
snapshot of tangential displacements surrounding opening fingers, which shows that
beads are displaced perpendicularly away from the fingers.

Obtained fractal dimensions of the breakthrough patterns are shown in figure
4.5 for experiments with 25 hPa injection pressure in each boundary condition. For
all breakthrough patterns (also in the experiments not shown) the box dimensions
are found to be in the range of Db = 1.55 to 1.63 , which is consistent with viscous
fingers in rigid porous media, reflecting that the patterns have a common structure
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Figure 4.3: Visualization of accumulated deformation at different snapshots during
experiments: Radial displacements A) and volumetric strains B) in the confined
deformable experiment with 100 hPa injection pressure. The radial displacements
C) and volumetric strains D) are for the open deformable experiment with 100 hPa
injection pressure. Time is increasing from left to right, where the snapshots in
A) and B) are taken at 176, 488, 696, and 904 ms (i.e., 20, 54, 77, and 100 % of
the breakthrough time). The snapshots in C) and D) are taken at 232, 544, 960,
and 1272 ms (i.e., 18, 43, 75, and 100 % of the breakthrough time). For the radial
displacements (A,C), red color means that displacements are directed outwards and
blue means inwards. For the volumetric strains (B,D), red color means decompaction
and blue means compaction. The gray area in D) indicate omitted data where
boundary effects of beads leaving the cell influence the strain calculations.

on cell scale. For the ND patterns, the mass dimensions Dm correspond well to
both the box dimensions and the local dimensions (DL + 1), which are more or
less constant as function of radius in the developed parts. This indicates that they
have well defined fractal dimensions on cell scale consistent with earlier work on the
topic [1, 2]. Mass dimensions for the patterns in the deformable systems generally
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Figure 4.4: Example of tangential displacement behavior taken from the interval of
448 - 488ms (50 - 54% of breakthrough time) for the confined deformable experiment
with 100 hPa injection pressure. Blue color means counter-clockwise displacements
and red means clockwise displacements.

do not correspond well with the box or local dimensions, probably due to finite size
effects, i.e. the less developed outer parts contribute to a decrease in the mass-
radius slope. However, in the developed parts of the patterns in CD with injection
pressures from 25 to 75 hPa, the box dimensions correspond fairly well to the local
dimensions indicating that the developed parts of these patterns have a well defined
fractal dimension similar to ND. For the CD experiment with 100 hPa overpressure
and all OD experiments the local dimensions are found to decrease with radius and
only correspond to the box dimensions at an intermediate range. This indicates
that the patterns in the most deformed systems do not have a well defined fractal
dimension on cell scale, but have locally defined fractal dimensions and transitions
of universality class with radius; Initially, the empty region of thick fingers have local
dimensions corresponding to 1.7 which is the fractal dimension for DLA patterns and
viscous fingering patterns in empty cells. At an intermediate range (DL + 1) ≈ 1.6,
which is consistent with viscous fingers in rigid porous media. For the outer parts in
the OD systems, (DL + 1) approaches 1.4, which is similar to the fractal dimension
of 1.43 measured for fractures in a paste [3].

When looking at the growth dynamics, we found that the mass N and radius r
of the patterns grow with time as

N(t) = Nb(t/tb)
α, and r(t) = rb(t/tb)

β, (4.1)

where Nb, rb and tb are breakthrough values of mass, radius and time respectively.
Thus at a given time during an experiment, the scaled mass-radius relationship from
eq. (3.14) is given by

N(r)

Nb(t/tb)α
=

(

r

rb(t/tb)β

)Dm

. (4.2)

Figure 4.6 shows snapshots of the scaled mass-radius relations in the deformable
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Figure 4.5: The blue dots represent local fractal dimensions plotted as (DL + 1)
as function of radius for the non-deformable breakthrough pattern (A), confined
deformable breakthrough pattern (B), and open deformable breakthrough pattern
(C) for 25 hPa injection pressure. The estimated mass dimensions Dm are indicated
as solid red lines with uncertainties shown as light red bands, and the box dimensions
Db are indicated as dotted green lines with uncertainties shown as light green bands.

experiments with 100 hPa injection pressure (CD100 and OD100), which shows
that the mass dependence on time and radius can be collapsed onto a master curve
according to a Family-Vicsek relationship. This gives the scaling law for the mass
dimension

Dm = α/β. (4.3)

For CD100, α = 1.58 and β = 1.02, and for OD100, α = 1.73 and β = 1.10.
When inserting the scaling exponents for CD100 and OD100 into eq. (4.3), we get
the mass dimensions Dm = 1.55 and 1.57 respectively, which is similar to their
respective box dimensions and consistent with fractal dimensions for viscous fingers
in rigid porous media. Furthermore, we found that the dynamic scaling exponent α
for the invaded area over time increases with deformability of the medium, implying
that the invaded area changes at a faster rate with deformability since dN(t)/dt ∼
tα−1.

A more detailed presentation of the methods and results in this study is given in
the related article over the following pages. This article was published in Frontiers
in Physics in 2015.
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Figure 4.6: (A) Examples of mass-radius relations at several snapshots for the con-
fined deformable experiment at 100 hPa (left) and an open deformable experiment
at 100 hPa (right). At the start of the curves, the leftmost gray vertical lines mark
the lower radius cutoff, which is just outside the injection region, and the gray ver-
tical lines to the right mark a distance of 1 mm outside the lower cutoff. The black
dashed lines show the estimated mass dimensions from the slopes for the break-
through patterns. The gray dashed lines has slope of 2 to indicate the space filling
dimension of an emptied bubble. (B) Family-Vicsek scaling of the same mass-radius
relations as above, except for the smallest clusters with a total mass < 10 % of the
breakthrough mass (before the fingering instability begins). On the axes, T = (t/tb)
is the ratio of time over breakthrough time, r is radius, rb is breakthrough radius,
N(r) is mass within radius r, Nb is total mass at breakthrough, and α and β are scal-
ing exponents. Here, for CD100: α = 1.58 and β = 1.02, and for OD100: α = 1.73
and β = 1.10.
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We study the formation of viscous fingering and fracturing patterns that occur when air

at constant overpressure invades a circular Hele-Shaw cell containing a liquid-saturated

deformable porous medium—i.e., during the flow of two non-miscible fluids in a

confined granular medium at high enough rate to deform it. The resulting patterns are

characterized in terms of growth rate, average finger thickness as function of radius

and time, and fractal properties. Based on experiments with various injection pressures,

we identify and compare typical pattern characteristics when there is no deformation,

compaction, and/or decompaction of the porous medium. This is achieved by preparing

monolayers of glass beads in cells with various boundary conditions, ranging from

a rigid disordered porous medium to a deformable granular medium with either a

semi-permeable or a free outer boundary. We show that the patterns formed have

characteristic features depending on the boundary conditions. For example, the average

finger thickness is found to be constant with radius in the non-deformable (ND) system,

while in the deformable ones there is a larger initial thickness decreasing to the ND value.

Then, depending on whether the outer boundary is semi-permeable or free there is a

further decrease or increase in the average finger thickness. When estimated from the

flow patterns, the box-counting fractal dimensions are not found to change significantly

with boundary conditions, but by using a method to locally estimate fractal dimensions,

we see a transition in behavior with radius for patterns in deformable systems; In the

deformable system with a free boundary, it seems to be a transition in universality class

as the local fractal dimensions decrease toward the outer rim, where fingers are opening

up like fractures in a paste.
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Introduction

Multi-phase flow in porous and granular materials are complex processes in nature and industry,
and the understanding of the involved mechanisms is an ongoing challenge. In early research
on the flow of two immiscible fluids in thin cells (Hele-Shaw cells), it was found that the
invasion by a less viscous fluid into a more viscous fluid results in a displacement instability
where viscous fingering patterns form [1]. This means that the invading fluid displaces the more
viscous one in separated finger-like intrusions, while leaving the fluid inbetween the fingers
less or not displaced. Following an increased interest in this phenomenon, two-phase flow have
been widely studied in quasi-2-dimensional porous media confined in thin cells with circular
and rectangular geometries [2–14]. In horizontal cells containing rigid disordered porous media,
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the unstable invasion patterns during drainage are found to
be fractal and either form an invasion percolation cluster [15]
in the capillary fingering regime [16, 17], or long thin fingers
resembling DLA patterns in the viscous fingering regime [18,
19]. The flow regime during drainage of a horizontal porous
medium is dependent on the ratio between the driving and
stabilizing forces involved in flow and pore-invasion, usually
described by the dimensionless capillary number Ca [3, 5]. The
capillary number is the ratio of viscous pressure drop over
capillary pressure drop at the characteristic pore scale, and can be
found by

Ca =
µva2

γ κ
, (1)

whereµ is the viscosity of the saturating fluid, v is a characteristic
velocity (flux/injection cross section), a is the bead diameter,
γ is the interface tension between the invading and defending
fluid and κ is the permeability of the porous medium. For low
capillary numbers (Ca≪ 1) capillary fingering dominates and for
higher capillary numbers (Ca→1) there is a crossover to viscous
fingering. The stabilizing mechanism is provided by a network
of capillary pressure thresholds situated at the pore-necks along
the fluid-fluid interface. The capillary thresholds arise from the
surface tension γ between the immiscible fluids and is described
by

pcap =
γ

R1
+

γ

R2
, (2)

where R1 and R2 are the smallest possible radii of curvature for
the interface meniscus in the vertical and horizontal directions.
In a perfect wetting situation, the radii are half the height of
the pore-neck and half the width of the pore-neck. The capillary
pressure thresholds at each pore is thus determined by the pore
geometry. The consequence of Equation (2) is that the pressure
difference dP between the invading and saturating fluids has to
overcome a certain threshold before a given pore is invaded,
i.e., dP > pcap. At low enough capillary numbers, at very low
constant injection flow, we will see pore-by-pore invasions where
the fluid takes the path of least resistance (larger pores have lower
thresholds), leaving some pores trapped and/or never invaded.
At higher capillary numbers, flow may be driven on a sample
scale by a viscous pressure gradient over the saturating fluid. The
filtration velocity (interstitial fluid velocity times the porosity) v
through a porous medium with permeability κ is described by
Darcy’s law as

v = −
κ

µ
∇P ≈

κ

µ

1P

r
, (3)

where µ is the viscosity of the saturating fluid, 1P is the pressure
difference between the invading fluid and the cell outlet, and r
is the distance from the invading fluid to the cell outlet. At high
enough capillary numbers, since the pressure can be considered
constant within the invading fluid cluster [19], Equation (3)
shows that the parts of the cluster that are closer to the outside
of the cell flow faster than less advanced parts. In addition, the

pressure distribution is given by the Laplace equation (∇2P = 0)
such that the longest fingers are “screening” the pressure gradient
from the less advanced fingers [19]. Due to this instability and
the geometry of the pore-space, an invasion bubble will become
perturbed early and we will see the onset of viscous fingers from
the most advanced parts of the interface, growing on expense of
the less advanced parts. In addition, the flow path of fingers is
influenced by random capillary thresholds at the interface.

In similar systems where air is injected with high enough
overpressure into dry and dense deformable porous media in
thin cells, granular fingering patterns emerge as a result of
hydraulic fracturing of the dense packing [20–24]. This granular
fingering is also observed in liquid saturated dense porous media
where the same fluid is injected [25]. An interesting observation
in these cases is that despite the absence of surface tension,
the granular fingering patterns resemble viscous fingering. This
fingering formation is driven by momentum exchange between
the flowing fluid and particles, and becomes unstable like viscous
fingers when the fluid-solid interface is perturbed. The stabilizing
mechanism during granular fingering was found to be particle-
particle and particle-plate friction, which builds up in stress-
chains during compaction of the multi-layered packing and
prevents further particle displacement.

Moreover, combinations of two-phase and granular flow in
thin cells have been studied. In e.g., [26–28] it was found
that a range of different patterns emerge when air is injected
in granular suspensions in thin cells. Invasion patterns such
as frictional fingering, viscous fingering, fluidized fronts and
stick-slip bubbles were observed depending on bead fraction
and injection rate. The resulting patterns depend on whether
the invading fluid overcomes frictional or capillary thresholds
first, i.e., bead displacement occurs when the capillary threshold
is highest and pore-invasion when the frictional threshold is
highest. Experiments with air injection into saturated deformable
porous media placed under a confining pressure was studied in
Holtzman et al. [29]. For a given interface tension γ and friction
coefficient µf , the crossover from fingering to fracturing during
constant flow rates was found to depend only on the confining
pressure Pc and particle size d, and that fracturing tends to occur
if the particle size is below a critical value dc = (γ /µf )Pc

−1. In
other words, opening of pore-necks and fracturing was observed
when capillary forces could overcome frictional thresholds and
rearrange particles. Flow induced deformation in a monolayer of
deformable porous media has also been studied in the absence
of surface tension, during fluid injection into a soft granular
media saturated with the same fluid [30]. During injection, the
beads were observed to be displaced radially outwards due to the
pressure gradient in the flow, and an empty cavity formed around
the injection center. In these experiments, no fingers emerged
and the central cavity stabilized at a certain size since the beads
were confined within the cell.

In this paper we present an exploratory study where we further
experiment with the combination of two-phase and granular
flows by performing air injection into saturated monolayers of
beads. It is part of fundamental research on pattern morphology
in various deforming systems, which is important for increased
understanding of flow in any deformable porous medium.
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By injecting air at a constant overpressure into a deformable
saturated monolayer, we have a system where particles may be
displaced by a viscous pressure gradient and/or capillary forces
between the two fluids. Since it is a single layer of beads without
imposed confining pressure, granular stress is expected to depend
on the boundary condition and number of particles in contact
ahead of the flow, rather than build-up of normal stress against
the plates. The outer boundary can be set to either allow or
prevent decompaction of the medium. As a result of competition
between viscous and capillary forces, and build-up/relaxation
of friction during flow, we expect to see transitions between
finger opening and pore invasion in the viscous fingering regime,
for example during initial compaction or outer decompaction.
We aim to characterize these flow patterns and porous media
deformations, depending on imposed boundary conditions and
injection pressure.

Increased knowledge of the mentioned processes may have
applications in earth science and industry where multiphase
flow and solid deformation occur. Examples are oil and gas
production [31–33], carbon sequestration [34], enhancement of
water well- and geothermal energy production [35–37]. There
may also be applications in natural flow, especially in the field
of subsurface sediment mobilization, where formations like sand
injectites, mud diapirs, and mud volcanoes occur due to pore-
fluid overpressure [38–43].

Materials and Methods

Three different types of porous media samples are created by
preparing them with the different boundary conditions referred
to as non-deformable (ND), confined deformable (CD), or open
deformable (OD). These three sample types are presented after
a brief introduction to the general experimental setup which is
common for all the experiments.

Experimental Setup
In general, the porous samples are created by forming a single
layer of 1.0mm diameter glass beads between the transparent
plates of a horizontal and circular Hele-Shaw cell. The bead size
has a tolerance of ±10%, but beads are sifted, resulting in a
distribution between 1.0 and 1.1mm. The diameter of the cell is
40 cm, and the 10mm thick plates are clamped together with a
vertical plate separation of 1.0mm in the ND case and 1.4mm
in the deformable cases. This setup results in obtained volume
fractions of 32.7 ± 0.9% beads in the ND cell, and 29.4 ± 1.8%
beads in the cell for the deformable systems. If we only consider
the volume occupied by the monolayers, the deformable systems
have ∼105 beads with a volume fraction that is 68.2 ± 4.2% of
ηhcp, where ηhcp = 60.5% is the volume fraction of the densest
possible bead configuration in the cell if the plate separation is
1.0mm (i.e., a hexagonal close packing with ∼1.45·105 beads).
The ND systems have ∼8·104 beads and a volume fraction that
is 54.2 ± 1.4% of ηhcp. The reason for the different monolayer
volume fractions arise from the different filling procedures for
the ND and CD/OD systems, which are described in the next
section. The fluid inlet to the sample is a 10mm diameter hole in
the center of the bottom disk, and the outlet is the open perimeter

along the rim of the cell. After a sample is prepared, its pore-space
is saturated with a viscous water-glycerol solution consisting of
20% water and 80% glycerol by mass, with a viscosity of 0.045
Pa·s. The saturating fluid is wetting the beads as well as the
cell disks. Figure 1 shows a cross-sectional illustration of the
experimental setup.

The experimental procedure is also common for all the sample
types; the air overpressure to be applied at the cell inlet is pre-
set with a pressure regulator situated between a pressurized air
reservoir and the cell inlet. The experiment starts when the
inlet valve is opened, allowing air to invade the sample with a
maintained and constant overpressure. As the overpressure is
kept constant at a pressure in the range from 25 to 100 hPa (hPa
= mbar), the air cluster will grow and drain the sample radially
outwards until it breaks through at the rim. Breakthrough of the
air cluster was seen in all our experiments and marks the end of
the experiment. The cell is illuminated by flicker free white light
from below, and a Photron SA5 high-speed camera positioned
above the cell captures optical data at a framerate of 125 frames
per second (fps) during the experiment.

Three Cases of Boundary Conditions
The porous matrix of a ND sample is rigid, single-layered and
disordered. This sample type is prepared on the bottom disk
before assembling the cell; first, the top surface of the bottom
disk is coated with an adhesive, thin and transparent plastic film.
Then, beads are poured onto the adhesive surface, which will
cause them to attach at random positions on the bottom disk.
The process is continued until no more beads are able to hit
the bottom disk surface, i.e., when the longest distance between

FIGURE 1 | Sketch of the experimental setup for the two-phase flow

experiments: The horizontal cell consists of two transparent disks of 40 cm

in diameter, clamped together (not shown) but separated by a small gap. The

gap is big enough to accommodate a saturated porous monolayer of 1.0mm

beads. This sketch represents the non-deformable system, however the setup

is the same for the other boundary conditions as well. A compressed air

source is connected to an injection hole in the center of the bottom disk, and a

pressure regulator is used to adjust the constant injection pressure between

25 and 100 hPa. During air injection, the high speed camera situated directly

above the cell captures the invasion at a framerate of 125 frames per second.
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beads in the monolayer is shorter than a bead diameter. Pores
that are slightly smaller than a bead can occur, so this filling
procedure generates a rather loose packed random layer. After
removing excess beads of a beginning second layer, the top disk,
also adhesive, is put onto the resulting monolayer and clamped
together with the bottom disk. The disk separation therefore
equals the bead diameter of 1.0mm.

The porous matrix of a CD sample is a random close packed
monolayer of beads which can be displaced within the cell
volume, but are prevented to leave the cell by a semi-permeable
border. This sample type is prepared partially before and after
assembling the cell. First, the rim of the bottom disk is fitted
with a semi-permeable belt made of foam rubber (it can be
seen in Figure 2A). This belt, which is permeable to fluids and
impermeable to beads, is 5mm wide. Next, the top disk is placed
onto the bottom disk and they are clamped together. The disk
separation is controlled with 1.4mm thick spacers between the
disks at the clamp positions, and ensures the possibility of bead
displacement as well as keeping the bead packing approximately
single-layered. The gap above the beads (0.4mm) is still smaller
than the large interparticle nearest distance in the system (1mm),
and we observed no significant invasion occurring over several
bead lengths in the gap above the beads. When clamped between
the plates, the semi-permeable belt with an elastic stiffness
of 1.5 kPa is imposed a 47% compressive strain, and has an
estimated permeability of 10−5 cm2. Finally, beads are injected
into the cell through the central injection hole until they form a
monolayer that fills the confined volume. Since the beads may
rearrange during the filling procedure, this method results in
a more close packed random layer than achieved with the ND
method.

The OD sample is prepared in the same way as the CD
sample, but with a temporary semi-permeable border at the rim
which is removed before experiments. This means that the OD
porous matrix is a deformable monolayer where the beads can be
displaced and also pushed out of the cell at the open perimeter.
Thus, on one side of the scale we have the ND boundary
condition where nothing is deformed in the porous medium, and
on the other end of the scale we have the OD boundary condition
where most of or all of the sample is deformed. Somewhere in
between we have the CD boundary condition.

Performed Experiments
Ten experiments are considered in this study. They lasted
between 0.9 and 9.7 s, where two of them were ND, four were
CD and four were OD. The two ND experiments, used as
reference for no deformation, were both injected with an air
overpressure of 25 hPa and are labeled ND1 and ND2. Patterns
in this system will appear similar for higher injection pressures
since we already are in the viscous fingering regime. The CD
experiments are referred to as CD25, CD50, CD75, and CD100
since the injection pressures were set as 25, 50, 75, and 100
hPa, respectively. The injection pressures in the OD experiments
were selected in the same way, so these experiments are referred
to as OD25, OD50, OD75, and OD100. Approximate capillary
numbers Ca were calculated for each experiment, based on the
equation

FIGURE 2 | The raw data breakthrough image of the confined

deformable experiment with 75 hPa injection pressure (A), and the

resulting binary image after segmentation of the air cluster (B), where

the active pixels belonging to the cluster is shown in white and the

inactive background pixels are shown in black. The dark injection region

where it is difficult to separate saturated and invaded parts is indicated in gray,

and is excluded from our analysis. In the raw data image we can also see the

0.5 cm thick semi-permeable belt surrounding the porous medium.

Ca =
1Pa2

γ R
, (4)

which is obtained by combining Equations (1) and (3), where
a = 1mm is the typical pore size, γ = 65.7 µN/mm is the
interfacial tension between the fluids, R = 20 cm is the cell
radius and 1P is the imposed overpressure. The approximate
capillary numbers are found to be Ca = 0.2, 0.4, 0.6, and 0.8 for
1P = 25, 50, 75, and 100 hPa, respectively, and independent of
boundary conditions. These capillary numbers confirm that the
displacement flow in all our experiments is dominated by viscous
forces (viscous fingering regime), as seen in e.g., Løvoll et al. [3]
for Ca = 0.22. A characteristic permeability for the systems is
estimated with the Kozeny-Carman relation [27],

κ =
a2φ3

180(1− φ)2
, (5)
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where a is the bead diameter and φ is the porosity. For the ND
system with a porosity of 0.673, we get κ = 1.22·10−4 cm2, and
for the deformable systems with a porosity of 0.706 we get κ =

2.26·10−4 cm2 (initially, before deformation). In the CD system,
the permeability of the outer belt is one order of magnitude lower
than the initial permeability of the porous medium, however we
observed no significant influence on the flow regime due to that.
For a characteristic filtration velocity, the pressure drop along a
distance L is given by 1P = µvL/κ . Even if κ is smaller in the
belt than in the cell, its extent L along the flow is much smaller
than the radius of the cell. Thus, the characteristic pressure drop,
which scales like L/κ , is much larger in the cell than in the
belt—explaining why it does not seem to significantly affect the
pattern.

The raw data from each experiment is a sequence of grayscale
images with a spatial resolution of 1024 × 1024 pixels, where
the side of one pixel corresponds to 0.4mm. The framerate
yields high temporal resolution with a snapshot every 8ms,
and each image contains information about the instantaneous
configuration of the air cluster and the porous medium. A raw
data snapshot is shown in Figure 2A.

Flow Pattern Analysis
The raw images are transformed into binary images of the air
clusters, i.e., every pixel being a part of the air cluster, defined
as having an intensity value above a certain threshold, is given
the pixel-value "1" (white) while all the other pixels are assigned
the pixel-value “0” (black). An example is shown in Figure 2B.
In the images of ND experiments, beads have been removed
by subtracting the graymap field of the initial image from the
graymap field of the current image - a process called image
subtraction technique (as e.g., in Løvoll et al. [3], Niebling et al.
[12]). Later on, trapped liquid clusters within fingers are replaced
by white pixels, considering them as parts of the finger. In the
images of deformable experiments, beads have been removed by
deleting small white clusters not connected to the large white
pattern. A dark central region of 10mm in diameter is caused
by shadow from the injection tubing, so image data here is not
considered (the air cluster cannot be distinguished from the
liquid). There are different features of the flow patterns that
we want to analyze, such as their shape, growth, and fractal
dimension. This information is obtained from the binary images
with various image processing methods.

To get a visual overview of the shape and growth of a flow
pattern over time we create a figure of the breakthrough pattern
where colors indicate the time when a pixel was invaded by air.
Such a figure is made by summing together all the binary images
in the sequence (obtained as explained above), creating a matrix
where the elements indicate the number of timesteps during
which the considered pixel has been invaded: A value more than
1 means that invasion occurred earlier than breakthrough, 1 is at
breakthrough and 0 means that this pixel is never invaded. This
matrix is then converted to a figure where colors represent the
time of invasion at each pixel of the air cluster, and shown in
Figure 3 for each of the experiments.

In addition to a visual characterization of the patterns, we
obtain some quantities to describe the growth of the clusters

over time. To investigate the growth of the clusters we plot
the radius of the most advanced finger and the radial variation
of finger thicknesses as function of time. The longest finger
radius as function of time is found by assigning values to the
pixels in the binary patterns according to their distance from the
injection center, and then record the highest value of each image
in the sequence. For the investigation of radial finger thickness
variation we look at the average finger thickness as a function
of radius from the injection center. This is found by counting
the number of active pixels within a small window (plus minus
one pixel) around each integer radius, giving the total sum of
finger widths per radius. These values are then divided by the
corresponding number of fingers per radius (the number of active
pixel-segments at each radius), giving the average finger thickness
per radius.

Fractal analysis is a commonly used method to describe
a two-phase flow pattern since its fractal dimension, when it
exists, reveals information about how the pattern fills the space
it occupies. There are different ways to estimate the fractal
dimension of a pattern [44, 45]. We will look at the mass- and
box fractal dimensions, and compare them with local fractal
dimensions of intersections at different radii. The mass-radius
relation of a pattern is found by counting the number of active
pixels (mass) contained within each radius from the injection
center. If the log-log plot of the mass-radius relation is linear,
such that it follows a power law

N(r) ∝ rDm , (6)

the fractal mass-dimensionDm of the pattern is found as the slope
of the plot. Figure A1 in the Supplementary Material shows the
mass-radius relations for the breakthrough patterns from each
experiment. The fractal box-dimension of a pattern is estimated
by counting the number of squares needed to cover the pattern
as a function of the side length of the square. As boxes we use
grids of equal squares, where the pattern center is always in the
center of a square. Starting with a square larger than the image
size, a box count is performed before decreasing the box size. This
is repeated until the smallest square covering the entire pattern
is found. Then, the smallest box covering the entire pattern is
divided into equal but increasingly smaller squares for each box
count. The procedure of subsequent box size decreasing and
counting is continued until the lower size limit of one pixel is
reached. For a fractal, the number of boxes N as function of side
length l follows a power law

N(l) ∝ l−Db , (7)

The value of the fractal box-counting dimension Db is found as
the opposite of the slope of the number of boxes as function of
side length in a log-log plot. The slope is fitted between the lower
box size cutoff at 1mm (typical pore size), and the upper cutoff
at the largest box size where at least one box does not cover the
pattern. Figure A2 in the Supplementary Material shows these
plots for each experiment. Finally, a local fractal dimension DL

is estimated as function of radius by intersecting the pattern
with a one pixel thick, concentric ring at each radius and do
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FIGURE 3 | Breakthrough patterns for the non-deformable experiments (A), confined deformable experiments (B), and open deformable experiments

(C). Both ND experiments have an injection pressure of 25 hPa, while for the CD and OD experiments the number in the experiment name (top left corners) gives the

injection pressure in hPa. The color code indicates the time of air invasion in seconds after start, where blue is at the start and dark red is at breakthrough. The green

circles indicate the cell rims.

1-dimensional box counts along the rings. At each radius, the
ring is divided into equal arc segments and the number of arc
segments that intersect the pattern are counted as function of arc
length as the arc length is decreased. The number of arc segments
intersecting the pattern is plotted in a log-log plot as a function
of arc length, and we find the local fractal dimension as the
opposite of the value of the slope as shown in Figure 4. The local
dimension slopes have one upper and one lower cutoff length
at each radius. The upper cutoff length is approximately the
separation distance between fingers along the ring, and the lower
cutoff length is approximately the average thickness of the fingers.
We set the lower cutoff constant as the average finger thickness
for the ND patterns, which is found to be approximately 0.4 cm
(see Section Pattern Characteristics). The upper cutoff length is
set at each radius as the maximum arc length where at least one

of the arc segments does not intersect the pattern and is not
counted. It is assumed that the flow patterns have an isotropic
pattern morphology such that the local fractal dimensions are
independent on the angular offset of the arcsegment cuts. In
order to compare DL with Dm and Db we use Mandelbrot’s rule
of thumb for intersecting fractal sets [46, 47]. It states that the
codimension of a set of intersection points equals the sum of
codimensions of the individual intersecting sets. In our case, in
the image plane (with dimension E = 2), the intersecting sets are
the air cluster of codimension 2-D and a ring of codimension 2-1.
This gives

(2− D) + (2− 1) = 2− DL

⇓

D = DL + 1,
(8)
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FIGURE 4 | Results of 1-dimensional box counts of the ND2 pattern

along a radius of 5, 7.5, and 12.5cm. The slopes that are used to determine

the local fractal dimension are fitted to the data points in the range between

the lower cutoff of 0.4cm (average finger width) and the upper cutoffs where

the pattern appears space filling (indicated by arrows). We see that the upper

cutoff, which is approximately the separation between fingers, increase for

increasing radius. Local dimension as function of radius is found as the

negative value of such slopes, estimated at each pixel radius (approximately

every 0.04 cm) outside the injection region. However, at radii where there

are <10 data points between cutoffs, the local dimensions are not included for

analysis.

whereD is the fractal dimension of the pattern andDL is the local
fractal dimension. In a physical view, if the mass within a circle
of thickness dr is given by dr·α(2πr)DL where α is a constant
pre-factor, the total mass inside a radius R is given by

N(R) = α · (2π)DL

∫ R

0
rDLdr =

α · (2π)DL

(DL + 1)
· RDL+1 ∝ RDL+1,

(9)

if DL is independent of r. For a perfect fractal cluster N(R) ∼
RD, so if DL(r) is constant we have a perfect fractal with fractal
dimension D = DL + 1.

Deformation Analysis
We quantify the deformation of a porous medium by processing
the sequence of raw images with a Digital Image Correlation
(DIC) software called Ncorr, which by cross-correlation of
subsequent frames estimates both direction and magnitude of
bead displacements. Closer discussions of this DIC algorithm
is found in Blaber et al. [48], Hariral et al. [49]. A qualitative
assessment of deformations in the different sample types is
done by comparing figures representing the porous media
where values of radial displacement components at each pixel
is represented by a color code. In addition, areas of compaction
or decompaction are identified in figures where the volumetric
strains εv are represented at each pixel. The volumetric strains
are found by Vable [50]

εv = εxx + εyy, (10)

assuming that εzz = 0 in the direction normal to the plates,
corresponding to the fixed character of the side plates. The strains
εxx and εyy at a pixel are estimated from the gradients of the
displacement fields around that pixel. In order to reduce noise,
least-squares fits are made to the displacement fields within an
approximate 2mm radius around the evaluated pixel, and the
slopes of the fits are considered as the displacement gradients.

Results

Pattern Characteristics
The flow patterns from all ten experiments are shown in
Figure 3, where the color of a pixel indicates the time taken from
experiment start until the area of the pixel became invaded by air
(For readers who wants a closer look, a larger image is included
in the Supplementary Material). In Figure 3A, we see that the
flow patterns in ND media have long and thin fingers, and the
thickness of the fingers appears constant at all radii outside the
injection center. The flow patterns in CD media are shown in
Figure 3B, and they typically feature centrally few and thick
fingers that cross over to thinner and more numerous fingers
with increasing radius. For the flow patterns in ODmedia, shown
in Figure 3C, we see centrally few and thick fingers that cross
over to more numerous and thinner fingers at intermediate radii,
which then cross back to few thick fingers near the cell outlet.
The intermediate region where the fingers are thinner seems to
decrease in length for increasing injection pressure. In all the
systems the growth of fingers is mainly in the radial direction,
favored on the finger tips, and more advanced fingers grow on
expense of less advanced fingers.

Figure 5 shows plots of the longest finger radius as function
of time for all the experiments, as well as breakthrough
times as function of overpressure. The experiments and their
breakthrough times are also listed in Table 1.

Both the ND experiments were performed with a constant
injection pressure of 25 hPa, and we see that the time required
to reach breakthrough of the air cluster is similar for both
experiments. In the CD experiments we see that the time until
breakthrough decreases for increasing injection pressure. This is
also seen in the OD boundary condition, except for OD100 which
breaks through slower than OD75. The patterns seem to grow
with a roughly constant rate over time with some deviations, e.g.,
a faster growth rate initially for the CD25 and CD50 cases, and
OD75 with an increasing growth rate in the second half of the
experiment.

In Figure 6, plots of the average finger thickness as function
of radius are shown in several snapshots during the experiments.
For both the ND experiments in Figure 6A we see that, over
time, the average finger thickness approaches a limiting curve
with a more or less constant value around 0.4 cm. For the
CD experiments in Figure 6B we again see the average finger
thickness approach a limiting curve over time, but in this
system there is a continuous decrease in average finger thickness
with increasing radius. For the CD25, CD75, and CD100
breakthrough patterns the average finger thickness starts at 1.0–
1.5 cm near the injection center and quickly decreases to the
ND value of 0.4 cm. The CD50 breakthrough pattern already has
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FIGURE 5 | Radius of longest finger as function of time for all the experiments, grouped by boundary condition. From top left to top right: non-deformable,

confined deformable, and open deformable. The injection pressure in both ND experiments is 25 hPa, while the number in the experiment names for the CD and OD

experiments gives the injection pressure in hPa. In the bottom plots below the deformable experiments, time is divided by breakthrough time to compare the shape of

the curves, and the bottom left plot shows the breakthrough times as function of overpressure for all the experiments.

TABLE 1 | Breakthrough times for the experiments.

ND experiment Breakthrough time [s] CD experiment Breakthrough time [s] OD experiment Breakthrough time [s]

ND1 9.7 CD25 7.7 OD25 4.1

ND2 9.1 CD50 2.6 OD50 1.8

CD75 1.3 OD75 1.0

CD100 0.9 OD100 1.3

an average finger thickness of 0.4 cm initially. However, for all
the patterns, when the average finger thickness has decreased to
0.4 cm it will continue to decrease slowly toward 0.2 cm over the
remaining radial length of the sample. In the plots for the OD
experiments in Figure 6C, we also see that the average finger
thickness approach a limiting curve over time. In this system,
the limiting curves have initially larger average finger thicknesses
which decrease and approach the ND constant value of 0.4 cm
with increasing radius. Then, after remaining at a thickness of
around 0.4 cm over an intermediate range, the average finger
thickness increases again when approaching the cell rim. The
intermediate range where the average finger thickness is similar
to the ND flow patterns seems to decrease in size for increasing
injection pressure.

The different fractal dimensions found for the breakthrough
patterns are shown in Figure 7; Table 2.

Having used Equation (8), the local dimensions are plotted as
DL(r) + 1, and the mass dimensions Dm and box dimensions

Db are indicated as lines with uncertainties. The uncertainty
intervals for the fractal dimensions are determined as the
difference between the steepest and least steep slope that can
be fit within a 95% confidence interval around the best fits in
the log-log plots. In Figure 7A, we see that the ND1 and ND2
mass dimensions are virtually equal to their corresponding box
dimensions since they have overlapping uncertainty intervals.
The mass and box dimensions also correspond well with the
local fractal dimensions according toMandelbrot’s rule of thumb,
since DL(r) + 1 fluctuates around the corresponding Dm and Db

values. A sharp decrease in local dimensions is seen close to the
rim, and is due to finite size effects of the clusters. In Figure 7B

we see the fractal dimensions found for the CD patterns. Except
for the CD50 pattern where the mass dimension is equal to the
box dimension within the uncertainties, the mass dimensions are
significantly lower than the obtained box dimensions. The box
dimensions correspond better to the local dimensions than the
mass dimensions do. As for the ND patterns the CD25 and CD50
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FIGURE 6 | Average finger thickness as function of radius plotted at several snapshots for the non-deformable experiments (A), confined deformable

experiments (B), and open deformable experiments (C). The injection pressure in both ND experiments is 25 hPa, while the number in the experiment names for

the CD and OD experiments gives the injection pressure in hPa.

local dimensions fluctuate around the box dimension values,
before the outer finite size effects make the local dimensions
decrease. For the higher injection pressures, CD75 and CD100,
we see an inner region with higher local dimensions, before
the local dimensions approach values fluctuating around the
corresponding box dimensions, and finally decrease due to
the finite size effects. The obtained dimensions for the OD
breakthrough patterns are plotted in Figure 7C. All of the
patterns show a decreasing trend in local dimensions for
increasing radius. The mass dimensions are significantly lower
than the obtained box dimensions, and the box dimensions seem
to best correspond to the local dimensions for intermediate radii.
Inner regions show higher local dimensions, with DL(r) + 1
starting on 1.8–1.9, indicating emptier inner structures.

Figure 8A shows examples of mass-radius relations at several
snapshots of growing clusters in each boundary condition. For
the boundary conditions probed, the mass-radius relations are
seen to grow toward a limiting curve over time. The flat regions
seen at larger radii are outside the current pattern, and they
give the total mass at that time. We check whether the mass
dependence on time and radius can be collapsed onto a master
curve according to a Family-Vicsek relationship [51]. Indeed,
such a relationship is common in many growth phenomena, as

e.g., in rough interface evolution during two-phase flow in Hele-
Shaw cells [52], interface depinning models [53], fracture front
growth [54] and thermal roughening of dipolar chains [55, 56].
Figure 8B shows Family-Vicsek scaling of the same mass-radius
relations as in Figure 8A, and show how they scale over time.
We have assumed that the total mass N and longest finger r of
a pattern scales with time as

N(t) = Nb · (t/tb)
α , r(t) = rb · (t/tb)

β , (11)

where Nb, rb, and tb are breakthrough values of mass, radius
and time, respectively. It is a reasonable assumption once the
fingering instability is established, i.e., after the patterns had
grown to a mass of around 10% of Nb. The plots are shown in
Figure A3 in the Supplementary Material. Since, in addition, the
mass-radius relation is assumed to follow Equation (6), the scaled
mass-radius relation should be on the form

N(r, t)

Nb · (t/tb)α
=

(

r

rb · (t/tb)β

)Dm

, (12)

where Dm is the mass dimension of the pattern. We find the
scaling exponent α from the slope of the log-log plot of (N(t)/Nb)
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FIGURE 7 | The blue dots represent local fractal dimensions plotted as (DL + 1) as function of radius for the non-deformable breakthrough patterns

(A), confined deformable breakthrough patterns (B), and open deformable breakthrough patterns (C). The estimated mass dimensions Dm are indicated as

solid red lines with uncertainties shown as light red bands, and the box dimensions Db are indicated as dotted green lines with uncertainties shown as light green

bands. Overlaps of the Dm and Db uncertainties are colored gray. The injection pressure in both ND experiments is 25 hPa, while the number in the experiment names

for the CD and OD experiments gives the injection pressure in hPa.

TABLE 2 | The fractal mass dimensions Dm and box dimensions Db for the breakthrough patterns.

ND1 ND2 CD25 CD50 CD75 CD100 OD25 OD50 OD75 OD100

Dm 1.50 ± 0.05 1.60 ± 0.03 1.45 ± 0.04 1.61 ± 0.07 1.44 ± 0.04 1.43 ± 0.05 1.38 ± 0.06 1.40 ± 0.10 1.20 ± 0.20 1.44 ± 0.05

Db 1.55 ± 0.02 1.55 ± 0.02 1.60 ± 0.01 1.62 ± 0.02 1.59 ± 0.02 1.57 ± 0.02 1.60 ± 0.02 1.60 ± 0.01 1.62 ± 0.02 1.63 ± 0.02

as function of (t/tb), and the scaling exponent β from the slope
of the log-log plot of (r(t)/rb) as function of (t/tb), following
Equation (11). The estimated values for α and β are presented
in Table 3, and the corresponding plots are shown in Figure A3
in the Supplementary Material.

For the ND boundary condition we see that the scaled curves
collapse fairly well on top of each other, except for an inner
part which has a slightly lower mass-radius slope. The slopes are
however limited to the estimated mass dimension. For both the
deformable boundary conditions we see that the scaled curves
collapse well on top of each other and along the estimated mass
dimensions. Although, there are inner parts with slopes close
to 2 falling down from the collapsed curves. This effect is most
obvious in the OD plots.

Deformations
Deformation of the porous media is illustrated in Figure 9 for
selected snapshots of the confined and OD experiments with
an injection pressure of 100 hPa. The radial displacements
and volumetric strains are shown at an early stage, around
mid-experiment, at a later stage and at breakthrough. Radial
displacement of beads in the CD boundary condition, seen
in Figure 9A, are directed outwards from the injection center.
In the initial stage, the displacements do not reach all the
way to the rim of the cell, but over time the displaced area
grows toward a final size and magnitude, which goes toward
zero near the rim. The corresponding volumetric strains are
shown in Figure 9B, and show that the porous medium is
increasingly compacted with time outside the invasion cluster.
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FIGURE 8 | (A) Examples of mass-radius relations at several snapshots for a non-deformable experiment at 25 hPa (left), a confined deformable experiment at 100

hPa (middle), and an open deformable experiment at 100 hPa (right). At the start of the curves, the leftmost gray vertical lines mark the lower radius cutoff, which is

just outside the injection region, and the gray vertical lines to the right mark a distance of 1 mm outside the lower cutoff. The black dotted lines show the estimated

mass dimensions for the breakthrough patterns. The gray dotted lines has slopes of 2 to indicate the space filling dimension of an emptied bubble. (B) Family-Vicsek

scaling of the same mass-radius relations as above, except for the smallest clusters with a total mass <10% of the breakthrough mass. On the axes, T = (t/tb) is the

ratio of time over breakthrough time, r is radius, rb is breakthrough radius, N(r) is mass within radius r, Nb is total mass at breakthrough, and α and β are scaling

exponents. Here, for ND2: α = 1.45 and β = 0.80, for CD100: α = 1.58 and β = 1.02, and for OD100: α = 1.73 and β = 1.10.

Finger opening, i.e., parts of the air cluster empty of beads, is
observed in regions where the volumetric strain exceeds 0.05.
Thus, there is a crossover from finger opening to pore invasion
in the latter half of the experiment. Radial displacements at
different snapshots for the OD100 experiment are shown in
Figure 9C. We see a similar behavior as in the CD case initially,
where the inner beads are displaced radially outwards from the
injection center while the outer beads are not yet displaced. With
time, the radial displacements increase in magnitude outside the
growing cluster and eventually reach out to the rim where beads
leave the cell. The corresponding volumetric strains for the OD
snapshots are shown in Figure 9D. Initially, there is compaction
outside the growing air cluster, and with time there is increasing
decompaction of the outer portion of the medium. Again, finger
opening is observed in regions with volumetric strain above
0.05 and we see that it goes on until breakthrough in this
experiment.

The tangential displacements were found to look similar for
both boundary conditions, and is illustrated for a 40ms interval
in Figure 10. The displacements are directed away from the sides
of the fingers, and are higher in magnitude for larger fingers.
Outside the air cluster, where radial displacement dominates,
tangential displacement magnitudes are small.

TABLE 3 | The scaling exponents α and β found for the experiments ND2,

CD100, and OD100.

α β Dm = α/β

ND2 1.45 ± 0.18 0.80 ± 0.17 1.81 ± 0.35

CD100 1.58 ± 0.12 1.02 ± 0.13 1.55 ± 0.25

OD100 1.73 ± 0.10 1.10 ± 0.04 1.57 ± 0.14

Discussion

When we examine the flow patterns in Figure 3, we find that
they have both common features across boundary conditions and
typical characteristics depending on the boundary conditions.
In common, they all have the dendritic branching structure
that spreads out from the center, similar to DLA [18], where
longer fingers grow on expense of less advanced fingers. This
behavior is expected for viscous fingering in a porous medium
since the invasion flow follows Darcy’s law (3), with the pressure
distribution given by the Laplace equation outside the air cluster
(of constant pressure) such that the pressure gradient is screened
inside the longest fingers [19]. We do observe in Figures 6, 8 that
spatial properties of the structures grow toward limiting curves
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FIGURE 9 | Visualization of accumulated deformation at different snapshots during experiments: Radial displacements (A) and volumetric strains (B) in the

confined deformable experiment with 100 hPa injection pressure. The radial displacements (C) and volumetric strains (D) are for the open deformable experiment with

100 hPa injection pressure. Time is increasing from left to right, where the snapshots in (A,B) are taken at 176, 488, 696, and 904 ms (i.e., 20, 54, 77, and 100% of

the breakthrough time). The snapshots in (C,D) are taken at 232, 544, 960, and 1272 ms (i.e., 18, 43, 75, and 100% of the breakthrough time). For the radial

displacements (A,C), red color means that displacements are directed outwards and blue means inwards. For the volumetric strains (B,D), red color means

decompaction and blue means compaction. The air clusters and areas outside of the cell are shown in black, and the black bumps at the cell rim are due to the

clamps. The gray areas in (D) indicate omitted data where boundary effects of beads leaving the cell influence the strain calculations.

over time, and in Figure 7 that the local fractal dimensions show
a sudden decrease at the outermost radii, i.e., the active growth
zone. This confirms that growth dynamics of the patterns follow
a behavior where an outer active growth zone surrounds an
internally developed and frozen pattern, as described in similar
linear systems [3, 4]. The fundamental similarity in the growth
dynamics of the structures is reflected by their similar global
appearance across boundary conditions. This is also indicated
by the fractal box dimensions, which are all observed in the
range from 1.55 to 1.63, consistent with earlier observed values
of e.g., 1.53 [4] and 1.62 [19] for viscous fingers in ND porous
media. The breakthrough times, shown in Figure 5, are generally
observed to decrease with increased deformability and injection

pressure, while the growth rates generally seem to have a linear
trend with some fluctuations.

Typically, as seen in Figures 3A, 6A, invasion patterns in the
ND system has long thin fingers with approximately the same
finger thickness at all radii. In the deformable systems, typical
invasion patterns have initially an air bubble emptied of grains,
as observed in Johnsen et al. [21]. The empty bubble seems
larger for higher injection pressure and deformability, but in all
cases it branches rather quickly into few and thick fingers. In
the CD system (Figures 3B, 6B) the few thick fingers cross over
to increasingly numerous and thinner fingers with radius, while
in the OD system (Figures 3C, 6C), typical invasion patterns
goes from the few thick fingers into more numerous and thinner
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FIGURE 10 | Example of tangential displacement behavior taken from

the interval of 448–488ms (50–54% of breakthrough time) for the

confined deformable experiment with 100 hPa injection pressure. Blue

color means counter-clockwise displacements and red means clockwise

displacements. The air cluster and area outside of the cell are shown in black,

and the black bumps at the cell rim are due to the clamps.

fingers before crossing back to few and thick fingers close to
the rim. The key difference between the deformable systems
is visualized in Figures 9B,D. The porous medium in the CD
system is increasingly compacted as the cluster grows, while the
porous medium in the OD system is centrally compacted and
then decompacted near the rim as the cluster grows. Inside the
longest finger radius, displacements are observed to be directed
out from the side of fingertips as in Figure 10, while outside the
invasion cluster, radial displacements dominate.

The radial displacements outside the invasion cluster are
driven by a viscous pressure gradient, as in the experiments
by MacMinn et al. [30] where a saturated granular material is
injected with the same fluid. We assume that radial displacement
occurs outside the invasion cluster when

1p > σg, (13)

where 1p is the viscous pressure drop across a bead and σg is the
granular stress opposing bead displacement. In the OD boundary
condition, decompaction at the rim is believed to initiate when
the pressure drop across the outer layer of beads overcome the
pressure necessary to move one bead out of the cell, 1p > σb.

The displacements away from fingertips correspond to
opening of fractures by capillary forces, as e.g., discussed in
Holtzman et al. [29]. A typical capillary threshold in our
deformable systems is found from Equation (2) as

pcap = γ

(

2

a
+

2

b

)

, (14)

where a is the typical bead size and b is the plate separation,
giving pcap = 225.26 Pa. Since the lowest injection pressure in our

experiments is 2500 Pa, we can always expect pore invasions if
fracturing does not occur. However, if

pcap > σg and 1p⊥ > σg, (15)

where 1p⊥ is the pressure drop perpendicular to fingers across
beads, fracturing is assumed to occur. Limiting mechanisms for
fracturing can then be an increase in σg due to compaction
and accumulated friction, or a decrease in 1p⊥ due to pressure
screening from the longest fingers.

In the CD system fracturing occurs initially, but since the
granular stress increase as the medium compacts over time, we
observe a crossover from fracturing to pore invasions. In the
OD system, fracturing occurs initially and may cross over to
pore invasions in the intermediate compacted region due to
compaction and accumulated friction. Later on, when the fingers
approach the open rim, the medium decompacts and friction is
relaxed such that fracturing re-initiates. This results in a new
instability as fingers are sensitive to the proximity of the open
rim, andwe observe 1–2 fingers grow to breakthrough on expense
of the others. The outer fingers appear similar to fractures in a
paste [57]. During the outer fracturing instability for the higher
injection pressures, we also see an increased number of branches
on the longest fingers. This could be a consequence of outer
decompaction of the media, in the sense that the pore sizes
increase along the fingers and become more easily invaded.

The local fractal dimensions in Figure 7A are more or
less constant inside the frozen region, and correspond well
to the global mass- and box dimensions by Mandelbrot’s
rule of thumb (8). Thus, the ND patterns have fairly well
defined fractal dimensions on a global scale, between 1.5 and
1.6, consistent with earlier observed values. The local fractal
dimensions in Figure 7B, for the CD experiments, are observed
to be approximately constant in the frozen part of the patterns,
similar to the ND case for the lower injection pressures (CD25,
CD50). However, for higher injection pressures we see slightly
higher local dimensions initially, influenced by the central
emptied structures and thick fingers. The local dimensions for
the structures in the OD system, Figure 7C, are more or less
decreasing with radius. In addition, mass dimensions for the
deformable patterns generally do not correspond well with the
local dimensions due to finite size effects. In other words, the less
developed outer parts contribute to a decrease in the mass-radius
slope. For the CD100 and OD experiments the box dimension
only corresponds with a part of the local dimensions. This
indicates that the patterns in the most deformable systems does
not have a well-defined global fractal dimension, but have locally
defined fractal dimensions and transitions of universality class
with radius. The initial emptied and thick finger regions seem
to have local dimensions corresponding to around 1.7 which is
the measured fractal dimension for invasion patterns in empty
cells and DLA [58, 59]. In an intermediate region, the local
dimensions correspond well to the measured box dimensions
around 1.6, indicating viscous fingering. For the outer parts in
the OD system, the local dimensions decrease toward 1.4, which
is similar to the measured box dimension of 1.43 for fractures in
a paste [57].
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After pattern growth develops into viscous fingering, the
mass-radius relations as function of time are found to scale
according to a Family-Vicsek scaling relation, where N(t) = Nb ·

(t/tb)
α and r(t) = rb · (t/tb)

β . The dynamic scaling exponents α

for the invaded area over time N(t)∼ tα are observed to increase
with the deformability of the porous media. When considering
that

dN(t)

dt
∼ tα−1, (16)

we see that higher values of α imply that the invaded area
changes at a faster rate. To the knowledge of the authors,
a dynamic scaling exponent for invasion area over time for
two-phase flow in deformable porous media is not discussed
in earlier papers. Thus, we present a new measured exponent
which calls for theoretical evaluation and comparison with
theoretical models. When mass dimensions of the patterns in the
deformable systems are estimated from the scaling law, Dm =
α/β , we get the values 1.55 ± 0.25 for CD100 and 1.57 ± 0.14

for OD100, which is similar to the respective box dimensions
as well as observed fractal dimensions of patterns in ND
systems.
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Chapter 5

Pneumatic fractures in confined
granular media

5.1 Motivation

The opening of channels during fluid injection into dense granular media saturated
with the same fluid has been found to resemble viscous fingering patterns [57]. Ex-
periments with this has been performed in open Hele-Shaw cells where the medium
decompacts at the outlet for sufficient overpressures [56,58,60]. A closed version of
the system, where the cell outlet boundary is open to fluids but closed to beads was
studied numerically in [59,61]. Following the work in the previous chapter, we were
interested in characterizing typical channeling patterns and their evolution in an
experimental version of the closed cell. We wanted to study typical flow behavior,
pattern evolution and their characteristics for varying injection pressures. In addi-
tion, it was interesting to check how experiments in a roughly 10 times larger cell
correspond with the simulations, and how the patterns differ from the ones in gran-
ular media with a free boundary. As in the previous chapter, the methods and main
results in this study are presented before including the scientific article containing
all details of the work and discussion of results.

5.2 Methodology

5.2.1 Experimental setup

The experimental setup is a linear Hele-Shaw cell, partially filled with Ugelstad
spheres [83], i.e. dry, non-expanded polystyrene beads with a diameter of 80 ➭m ±
1 %. The cell is made out of two rectangular glass plates (80×40×1 cm in length,
width and thickness respectively) clamped together on top of each other with an
aluminum spacer controlled separation of 1 mm. A cell volume (76×32×0.1 cm) is
formed between the plates by an impermeable sealing tape as shown in figure 5.1,
with one of the short sides left open (outlet). Next, beads are filled into the cell by
pouring them through the open side until they occupy about 90 % of the cell volume,
followed by closing the open side with a semi-permeable filter (a 50 ➭m steel mesh)
to keep beads inside the cell while allowing air to escape. The cell is then flipped
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Figure 5.1: Sketch of the experimental setup. A) Top-down view of the prepared cell:
The granular medium is confined inside the cell by three impermeable boundaries
and an air permeable boundary on the outlet side. The granular medium is placed
against the outlet boundary such that it has a linear interface against a region
empty of beads on the sealed inlet side, where pressurized air can be injected. B)
Side view of the setup showing the high speed camera placed above. The glass plates
are clamped together with aluminum framing while the cell gap is controlled with
spacers, which are not shown here.

vertically to place the granular medium against the semi-permeable outlet by using
gravity, resulting in a volume packing fraction of approximately ρs = 0.44 ± 0.04,
assumed to be more or less uniform across the medium. This leaves a volume empty
of beads on the sealed side of the cell, opposite to the semi-permeable outlet, with
a linear air-solid interface. An inlet hole on the sealed side of the cell is connected
to a pressurized air tank which lets us inject air at a constant and maintained
overpressure, Pin = Pabs,in − P0 (absolute pressure - atmospheric pressure), ranging
from 5 to 250 kPa. This will force air to move through the granular medium,
towards the semi-permeable outlet, where Pabs,out = P0 = 100 kPa, or in terms of
overpressure above the atmospheric one, Pout = 0.

During experiments, the prepared cell is positioned horizontally. A selected
overpressure is set at the pressure tank outlet and verified by a Honeywell pressure
sensor with an accuracy of ±4 kPa. The tubing between the pressure tank and the
cell inlet is equipped with an electronic valve such that the air injection is started

63



with a digital trigger signal. Positioned above, with a top-down view of the cell, a
Photron SA5 high speed camera is started with the same trigger signal, recording
the air invasion at a framerate of 1000 images/s and a resolution of 1024×1024 pixels
(1 pixel ≈ 0.7 mm in the cell). Light from a 400 W Dedolight studio lamp provides
uniform and flicker-free illumination onto the white beads of the medium. A small
fraction of the beads (< 10 %) are dyed black with ink to create tracer particles
that are used for tracking frame-to-frame deformations in the granular medium.
The experiments are run for 10 s, but typically the fracturing and/or compaction of
the granular medium takes less than 5 s. Binary patterns of invasion channels are
obtained as discussed in section 3.3.1.

5.3 Main results

Depending on injection pressure (and friction related to packing fraction) we observe
the granular medium to exhibit either a solid-like behavior, or a transition from
fluid-like to solid-like behavior during air injection. In the solid-like regime, there
is no apparent bead displacements and the air is reaching the cell outlet by seeping
through the network of pores between beads. On the other hand, in the fluid-like
regime we observe significant deformation, where beads are displaced by an amount
corresponding to several bead sizes, by momentum exchange between air molecules
and beads. At sufficient overpressure the granular medium has a behavior much
like a viscous liquid being invaded by air, as the flow opens up channels empty of
beads, a Saffman-Taylor like instability [4] resulting in dendritic invasion patterns.
A stabilizing mechanism of this flow instability is the build-up of friction and stress
chains between beads during compaction, and due to the boundary conditions we
always end up with a solid-like medium towards the end of an experiment.

To explore eventual flow regimes we varied the applied overpressure within the
range of 5 kPa to 250 kPa. Six typical flow behaviors were identified in this range of
overpressures, and the typical final structures are shown for each category in figure
5.2. The typical flow behaviors in the 6 categories are described as follows;

Category 1 - No deformation: The porous medium appears rigid with no sig-
nificant bead displacement or invasion pattern formed. Category 2 - Deformation
without fingers: The medium is initially compacted during a collective displacement
of beads towards the outlet side without the formation of invasion channels. Cat-
egory 3 - Short thin fingers: A short dendritic invasion pattern is formed, where
the final length of the channel is less than 50% of L = 70 cm, the initial length of
the granular medium, with an average finger thickness less than 2 cm. The channel
grows primarily on the longest fingers, while it is frozen in the parts more than
5 cm behind. Category 4 - Long thin fingers: A long dendritic invasion pattern is
formed, where the final length of the channel is more than 50% of L, with an average
finger thickness less than 2 cm. The channel grows mainly on the longest fingers,
typically within 10 cm of the most advanced finger tip. Category 5 - Long thin
fingers with thicker main channel: A long dendritic invasion pattern is formed with
a thicker main channel than the branch fingers due to erosion inside the channel,
i.e. motion of beads non-perpendicular to the channel interface, but with a major
tangential component along it. The final length is more than 50% of L, with an
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Figure 5.2: Typical final structures per category, where the granular medium is
gray and areas empty of beads are black, showing that for increasing Pin the fingers
become longer and thicker.

average finger thickness between 2 cm and 4 cm. The channel grows mainly on the
longest fingers, typically within 15 cm of the most advanced finger tip, where the
growth behind 10 cm is mostly due to erosion. The erosion is not persistent, and
rarely occurs more than 15 cm behind the most advanced tip. Category 6 - Long
dominating channel: A long and thick main channel with some dendritic branches is
formed. The width of the main channel increases by erosion and with side channels
and branches merging into it. The final length is more than 50% of L, with an av-
erage finger thickness more than 4 cm. The channel growth is more like fracturing,
with an active growth zone spanning the entire length of the channel. Erosion and
finger merging is observed to occur even at distances of 30-40 cm behind the most
advanced tip. Again, erosion is not persistent and stops around the point when the
channel reaches 90 % of its final length. Typical ranges of Pin for each category are
shown in table 5.1. The pressure ranges for each category overlap, indicating diffuse
boundaries between flow regimes, probably in part due to randomness in the initial
bead configuration.

For categories with invasion channels (Cat. 3 to 6) we discuss the typical pattern
characteristics and their growth dynamics. Figure 5.3 A) shows the average finger
thickness w per category of the final structures, plotted as function of depth x
into the granular medium measured from the initial boundary position. The plot
shows that the patterns in categories 3 and 4 have roughly the same finger thickness,
averaging around 1.4 cm and is more or less constant as function of depth. Erosion is
not observed inside these channels, so a finger thickness around 1.4 cm seems typical
when there is no erosion. The category 5 patterns show initially thicker fingers along
the first half of the structures, here with an average thickness of 3.3 cm, which then
decreases down towards the typical thickness seen for categories 3 and 4. The larger
initial finger thickness is due to erosion inside the main channel, meaning that beads
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Table 5.1: The flow categories with related pressure values; mean overpressure within
two standard deviations Pin± 2σ, as well as the number of experiments N analyzed
per category.

Category Pin ± 2σ [kPa] N
1 9± 5 3
2 26± 18 5
3 64± 50 5
4 110± 44 6
5 134± 43 10
6 213± 50 4
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Figure 5.3: A) Average finger thickness w as function of depth x into the medium
for the final structures, averaged per categories 3 - 6. We see that for the structures
in Cat. 5 (erosion) and Cat. 6 (erosion and finger merging) the fingers are thicker,
all the way to the finger tip for Cat. 6. In B), the finger thickness w plotted in a
log-log plot as function of the distance d from the finger tip. The data shown is the
average of about 50 measurements in time for each experiment, averaged again for
each category. The data is collapsed by the finger thickness at the base of the tips
wb found as the average finger thickness where w has reached a more or less constant
level. The average slope at different times during several experiments is β = 0.68,
indicating a more rounded shape of the tips. In the inset: Snapshot of typical finger
tips together with profiles corresponding to β = 0.68 (red lines).
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near the channel walls are re-mobilized in the flow direction after the initial growth,
making the channel grow wider. As average thicknesses here suggest, this effect
typically increase the channel width by an amount of around 2 cm. The category 6
patterns typically have thick fingers throughout their entire length up to the tips,
with an average of 5.3 cm. This thickness is achieved both by erosion inside the
main channel, and with fingers merging together. When fingers merge and form a
cluster of beads, these beads are mobilized in the flow direction. In general we see
an increase in finger thickness and length for increasing pressures. We look closer
on how the fingers are shaped on the tips. To get a description of the shape of
finger tips, we look at how the finger thickness w grow as function of distance d
from the finger tip, which is found to follow a power law within the length of the
tip region [57] (where the finger thickness increase with d before it saturates):

w(d) ∝ dβ. (5.1)

When w is plotted as a function of d in a log-log plot, the slope β for w(d) within
the tip region reveal information about the shape of the tip; it has a more rounded
shape for β < 1, while it has a pointy cusp-shape for β > 1. We have averaged w(d)
over time for each experiment, i.e. obtaining the average finger tip shape during
flow in each experiment. Figure 5.3 B) shows a log-log plot of the finger thickness as
function of distance from the finger tip, averaged per category. The collapsed average
slopes from all experiments seem to fall along the same line with β = 0.68, indicating
more rounded finger tips with the same shape in all experiments. However, a purely
round profile would give β = 0.5, so the fact that we measure a bigger value means
that there still is a singularity in curvature towards the tip - even if it is not a spike
shape. The singularity can be shown as follows, where

w ∼ dβ ⇒ d ∼ w
1

β ⇒ dd

dw
∼ w

1

β
−1, (5.2)

gives the slope of the front. From this we find the expression for the curvature as,

κ ∼ d2d

dw2
∼ w

1

β
−2 (or d1−2β). (5.3)

If β > 0.5, 1
β
− 2 < 0 and κ diverges at the tip where w (and d) → 0. At the

same time, if β < 1, the slope does not diverge at d = 0, and yields a more rounded
profile. We did not observe any cusps as reported in [57] with β = 1.43 ± 0.2,
consistent with theory on fluid fingering in the zero-surface tension limit. The value
of β is found to fluctuate around the estimated value β = 0.68 over time, indicating
that the tip shapes does not seem to change significantly during the different stages
of the experiments.

The box-counting dimensions are estimated according to eq. (3.15) and averaged
per flow category. For the less developed category 3 patterns Db = 1.41, while for
categories 4 and 5 which have the best preserved (not damaged significantly by
erosion) and developed channels, the box dimensions are Db = 1.54 and Db = 1.53
respectively, within the range of box dimensions found for viscous fingers in saturated
porous media, i.e. D = 1.53 - 1.62 [1, 2, 5]. For category 6 patterns, we observe
Db = 1.63. Categories 3, 4 and 5 have interface dimensions DF = 1.40, 1.52, 1.48
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Figure 5.4: Left: Local fractal dimensions (DL + 1) as function of depth into the
medium for the final structures averaged per category. We see that the patterns in all
categories have more or less constant and well defined local dimensions as functions
of depth. The main parts of the patterns in categories 3-5 have local dimensions
corresponding to established values for viscous fingers in saturated porous media
(between the dashed lines). For patterns in category 6, the local dimensions corre-
spond to values closer to the fractal dimension for DLA patterns and flow patterns
in a saturated Hele-Shaw cell (solid line). Right: Examples of local box-counting
slopes at different depths of the same experiment.

respectively (found by doing box-counts on binary images of the air-solid interface)
which are close to their corresponding box-counting dimensions, while category 6
patterns haveDF = 1.41 which is about 0.2 less than the corresponding box-counting
dimension. This can be interpreted in terms of finger thickness, i.e. the front
becomes more similar to the structure for decreasing finger thickness. In addition,
this indicates that the air-solid interface has similar roughness in all experiments.
Figure 5.4 shows the local fractal dimensions DL + 1 as function of depth into the
granular medium for the final structures. For all flow categories, the curves show a
more or less constant behavior over most of the depths (the initial high dimension is
due to a larger initial area empty of beads, and the final lower dimension is due to
finite size effects of the patterns), which indicates that the patterns have consistent
local fractal dimensions over a range of x. The categories 3, 4 and 5 patterns have
typical local dimensions corresponding to the global dimensions D = 1.53, 1.58,
1.60, respectively. This is within the range of dimensions seen for viscous fingers in
saturated porous media (D = 1.53 - 1.62). For the category 6 patterns the local
dimension is higher, with a typical value corresponding to D = 1.76, which is closer
to the dimensions seen for DLA clusters and viscous fingers in an empty saturated
Hele-Shaw cell (D = 1.71) [6, 7].

Now, the growth dynamics are presented. Figure 5.5 A) shows that the channel
length grows linearly with time initially before it decelerates towards a final length,
and that both the growth velocity and final depth of the invasion structures increase
with increasing injection pressure. The initial constant growth rate seems to scale

with the injection pressure as P
3

2

in. In the simulations done by Niebling et al. [59,61]
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Figure 5.5: A) The finger tip position x(t) as function of time, averaged for all ex-
periments per category. The curves typically have an initial linear growth with time
which crosses over to a decay with time. The patterns grow faster and longer for
increasing injection pressure, and the initial linear growth is found to scale propor-
tionally with P

3/2
in as indicated by the dashed lines. B) Log-log plot of the finger tip

velocity v(t) as function of time, averaged per category. The data is collapsed along

the ordinate axis by dividing v(t) by P
3

2

in, where Pin = 64, 110, 134 and 213 kPa,
for category 3, 4, 5 and 6 respectively. The initial constant plateau correspond to
the period with linear growth over time, which then crosses-over to a declining slope
close to -2.5 (dashed line) for all the categories. The slopes show that the decay in
growth velocity follows a power law equation with time.

of a similar, but smaller system they too observe an initial linear growth velocity
crossing over to decay over time. However, they observe the initial growth velocity
to scale with Pin as v ∝ P

1/2
in in these simulations. In figure 5.5 B), the log-log plot of

the finger tip velocity v(t)/(P
3/2
in ) as function of time indicates that when the finger

tip velocity begins to decrease, it follows a power law equation with time, v(t) ∝ t−α,
where α = 2.5±0.2. Thus, the growth velocity is constant initially, before it crosses
over to a power law decay with time. This behavior is investigated in more detail;
The constant initial velocity v0 is found to scale with injection pressure Pin as

v0 = C · P
3

2

in, (5.4)

where C ≈ 10−
3

2 cm/(s·kPa 3

2 ) is found from the initial part of the collapsed curves

v(t)/P
3

2

in along the ordinate axis in figure 5.5 B). By inserting the value for C into
equation (5.4), we can instead collapse the curves along the ordinate axis with v(t)/v0
resulting in dimensionless and normalized units for the velocity. In order to collapse
the curves along the time axis, we define a critical time t = tc as the time when the
growth velocity crosses over from being constant to follow a power law decay with
time. At the critical time, the finger tip position can be described as

xc = x(tc) = v0 · tc, (5.5)

which gives
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Figure 5.6: A) Log-log plot of the collapsed finger tip velocities v′ = v(t′)/v0 as
function of t′ = t/tc for individual experiments with various injection pressure. The
dotted vertical line indicates the cross-over at t′ = 1, and the dashed curve shows
the proposed function fv(t

′). Recall that the parameters used for the collapse are

given by the injection pressure, as v0 = C · P
3

2

in and tc = ((α − 1)/α) · (xf/v0(Pin)),

where C = 10−
3

2 cm/(s·kPa 3

2 ) and α = −2.5. B) The collapsed finger tip positions
x′ = x(t′)/xc as function of t′ = t/tc, for the same individual experiments. The
dotted vertical line indicates the cross-over at t′ = 1, and the dashed curve shows
the proposed function fx(t

′).

tc =
xc

v0
=

xc

C · P
3

2

in

. (5.6)

Further, we check if xc can be described as a typical fraction R of xf , the final
length of the channel, such that xc = R · xf ∝ xf , which gives

tc =
R · xf

C · P
3

2

in

∝ xf

P
3

2

in

. (5.7)

By plotting v(t∗)/v0 as function of t∗ = R · (t/tc) = R · ((t · C · P
3

2

in)/xf ) in
a log-log plot, we found that the curves are collapsed along the time axis with a
cross-over point corresponding to R ≈ 0.6. Since we now have the constants C and
R, we can calculate v0 and tc for individual experiments by inserting the respective
Pin and xf into equations (5.4) and (5.7). Figure 5.6 A) shows scaled log-log plots
of v′ = v(t′)/v0 as function of t′ = t/tc for individual experiments with injection
pressures in the range of 50 - 250 kPa, which follow the same dimensionless curve
given by the function

fv(t
′) =

{

1, if t′ ≤ 1

t′−α, if t′ > 1, where α = 2.5.
(5.8)

Similarly, we collapse the fingertip position x′ = x(t′)/xc and plot it as function
of t′ = t/tc for the same individual experiments, shown in figure 5.6 B) (Note that
the data is from single experiments, i.e. not the average values as in figure 5.5 B),
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explaining the increased amount of noise). Here, the collapsed data follow the curve
given by the function

fx(t
′) =

{

t′, if t′ ≤ 1
1

1−α
t′1−α + α

α−1
, if t′ > 1,

(5.9)

which is found by integrating each part of equation (5.8), requiring that fx(t
′ >

1) → 1 when t′ → 1. Further, fx(∞) = α/(α − 1) = xf/xc = 1/R, giving R =
(α− 1)/α = 0.6, which fits very well with our observations. By substituting α into
equation (5.7) we get,

tc =
α− 1

α
· xf

C · P
3

2

in

. (5.10)

With equations (5.4 - 5.10) we propose a description of the fundamental dynam-
ics of the system. Since we have experimentally estimated α and have equation
(5.4) relating the initial growth velocity to injection pressure, we can estimate the
evolution of the channel length during the invasion for a given injection pressure and
final channel length. For a complete description, the next step is to characterize the
dependency of xf on Pin such that the expected result of an air injection could be
estimated by the injection pressure alone. A brief discussion about this is presented
in figure 5.7.

A more detailed presentation of the methods and results in this study is given in
the related article over the following pages. The article was submitted to Physical
Review E in October 2016.
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Figure 5.7: The final channel length xf is plotted as function of Pin − Pcat,1, where
Pcat,1 = 9 kPa is the average injection pressure for category 1, where xf = 0. We see
that there is a rather scattered (due to randomness in the initial bead configuration
from experiment to experiment), but increasing trend in xf for increasing Pin, but
also that the final channel length for the highest injection pressures is limited by the
closed outer boundary. The fit (Pin −Pcat,1)

0.68 was found from the averaged xf per
pressure for Pin ∈ [20, 150] kPa and suggest a power-law relationship. Alternatively,
the linear fit 0.46 · (Pin − Pcat,1) fits equally well. The average limiting line xmax,avg

was found by averaging xf over the experiments with Pin ≥ 200 kPa, to indicate
the influence of the cell boundary. Hopefully, future experiments with much more
repetitions could be conducted to reveal a clearer relationship between xf and Pin.
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We perform experiments where air is injected at a constant overpressure Pin, ranging from 5 to
250 kPa, into a dry granular medium confined within a horizontal linear Hele-Shaw cell. The setup
allows us to explore compacted configurations by preventing decompaction at the outer boundary,
i.e. the cell outlet has a semi-permeable filter such that beads are stopped while air can pass. We
study the emerging patterns and dynamic growth of channels in the granular media due to fluid
flow, by analyzing images captured with a high speed camera (1000 images/s). We identify 6 typical
flow regimes, depending on the imposed overpressure, ranging from no channel formation at low Pin

around 10 kPa, to large thick channels formed by erosion and fingers merging at high Pin around
200 kPa. The flow regimes where channels form are characterized by typical finger thickness, final
depth into the medium and growth dynamics. The shape of the finger tips during growth is studied
by looking at the finger width w as function of distance d from the tip. The tip profile is found
to follow w(d) ∝ dβ , where β = 0.68 is a typical value for all experiments, also over time. This
indicates a singularity in the curvature d2d/dw2

∼ κ ∼ d1−2β , but not of the slope dw/dd ∼ dβ−1,
i.e. more rounded tips rather than pointy cusps, as they would be for the case β > 1. For increasing
Pin, the channels generally grow faster and deeper into the medium. We show that the channel
length along the flow direction has a linear growth with time initially, followed by a power law
decay of growth velocity with time as the channel approaches its final length. A closer look reveal

that the initial growth velocity v0 is found to scale with injection pressure as v0 ∝ P
3

2

in, while at
a critical time tc there is a cross-over to the behavior v(t) ∝ t−α where α is close to 2.5 for all
experiments. Finally, we explore the fractal dimension of the fully developed patterns. For example
for patterns resulting from intermediate Pin around 100-150 kPa, we find that the box-counting di-
mensions lie within the range DB ∈ [1.53, 1.62], similar to viscous fingering fractals in porous media.

PACS numbers: 83.60.Wc, 81.05.Rm, 47.20.Ma

I. INTRODUCTION

Several processes in engineering, industry and earth
sciences involve pneumatic (gas) or hydraulic (liquid)
fracturing of the soil, which occurs when fluids in the
ground are driven to high enough pressures to deform,
fracture and generate porosity in the surrounding soil or
rock. For example in environmental engineering, pneu-
matic or hydraulic fracturing is done to enhance the re-
moval of hazardous contaminants in the vadose zone (soil
remediation) [1, 2], for soil stabilization injection to en-
sure a solid foundation for structures [3], or in packer
tests for project planning, risk assessment and safe con-
struction of dams and tunnels [4]. In industry, hydraulic
fracturing is done to enhance oil and gas recovery [5–7],
CO2 sequestration [8], water well- and geothermal en-
ergy production [9–11]. Related natural processes such

∗ Also at Department of Physics, University of Oslo, Oslo, Norway;

Correspondence: eriksen@unistra.fr

as subsurface sediment mobilization are studied in earth
sciences, where sand injectites, mud diapirs and mud vol-
canoes are formed due to pore-fluid overpressure [12–17].
For example, the Lusi mud volcano in Indonesia is the
biggest and most damaging mud volcano in the world
[18], having displaced 40 000 people from their homes,
and has been active since May 2006. There is an on-
going debate about how it was triggered, i.e. whether it
formed naturally by an earthquake or geothermal process
[19–22], or that it is a man-made consequence of a nearby
drilling operation by a company probing for natural gas
[23].

Fluid injections into granular media has been exten-
sively studied in laboratory experiments and simulations,
where a common method to simplify the problem is to
confine the experiment within a quasi-2-dimensional ge-
ometry, i.e. a Hele-Shaw cell. In [24, 25], the decom-
paction, fluidization regimes, and coupling between air
and granular flow was studied in dry granular media in
open circular and rectangular cells during air injection
at different overpressures. Similar behavior was seen for
liquid saturated granular material injected with the same
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liquid [26], so it is reasonable to assume that studies of
pneumatic fracturing also have qualitative relevance to
hydraulic fracturing. The two cases are similar in the
sense of no interface tension and viscosity difference be-
tween the invading and interstitial fluids. The differences
in an experiment where a liquid is used instead of a gas
are that the viscosity is higher, such that the injection
pressure needed to move beads is lower, and that the
compressibility is lower such that the pressure diffuses
much faster. However, near the invading channels, the
pressure gradients are found to be qualitiatively simi-
lar in both cases, leading to similar growth mechanisms
for the channels [27]. Further, the compressibility felt
in water on the scale of a ∼ 100 m reservoir is similar
to the compressibility felt in air on the scale of a ∼ 1
m experiment, and therefore the effect of pressure dif-
fusion is included when air is used in such experiments.
The patterns formed during fluid injection into a granular
medium, and evolution of the fluid-solid interface, have
been found to resemble Diffusion Limited Aggregation
patterns (DLA) and viscous fingering [28], a fingering in-
stability that occurs when a less viscous liquid is injected
into a porous medium containing a more viscous liquid
with which it cannot mix [29]. As mentioned in [25], the
main difference between the viscous- and granular fin-
gering instabilities is the absence of interfacial tension
in the granular case. For example, the stabilizing forces
in viscous fingering are surface forces, while in granular
fingering it is the build-up of friction between particles
and against the confinement. However, both instabilities
are driven by the pressure gradient across the defending
medium, which is largest on the longest finger tips, mak-
ing more advanced fingers grow on expense of the less
advanced ones. A notable difference between air injec-
tion into a dry granular medium and a saturated one is
that the overpressure initially diffuses into the packing
in the dry case, while it is already a steady-state Laplace
field over the defending liquid in the saturated case. This
difference arises from the compressibility of the defending
phase.

Further, during air injection into liquid saturated gran-
ular media and suspensions, the characteristics of emerg-
ing patterns and behavior of the media depend on injec-
tion rate, and the competition between mobilized friction
and surface forces [30–43]. For example, one observes
flow regimes such as two phase flow in rigid porous me-
dia [39–43], capillary fracturing, stick-slip bubbles and
labyrinth patterns [30–38]. In the opposite case, during
liquid injection into dry granular media [44], the flow be-
havior goes from stable invasion towards saturated gran-
ular fingers for increasing flow rate and viscosity of the
invading fluid. These fingering patterns are thought to
form due to the permeability contrast between the chan-
nels empty of grains and the granular medium. At inter-
mediate conditions, fractures open up inside the invaded
region. The same trend is shown in numerical studies for
gas injection into granular media containing the same gas
[45].

Granular fingering instabilities have also been studied
in closed vertical cells, where gravity drives the flow as
heavier beads fall down from a granular layer at the top
of a lighter fluid layer [46–51]. When the beads detach
at the front, they form fingers of falling granular mate-
rial surrounding finger-like bubbles of rising fluid. These
fingers are found to coarsen over time until they reach
a typical wavelength depending on the interstitial fluid
and bead size.

Typically, in all processes involving fluid injection into
granular media, there are flow regimes where the medium
has either solid-like behavior or fluid-like behavior. This
is one of the special properties of granular materials,
which also show gas-like behavior in some cases [52].

In this paper, we present an experimental study on
flow regimes and pattern formation during air injection
into confined granular media. More specifically, we inject
air at constant overpressure into a dry granular medium
inside a Hele-Shaw cell, where air escapes at the out-
let while beads cannot. The motivation of this setup
is to study the granular Saffman-Taylor instability in
compacting granular media, and the coupling between
compaction and flow. A similar, but smaller system has
been studied in numerical simulations by Niebling et al.
[45, 53]. During air injection at different overpressures
they found that fractures grow faster, longer, as well
as coarsen with increasing injection pressure. Here, the
fracture propagation velocity is roughly constant initially
and scales with the square root of the injection pressure.
Further, by varying the interstitial fluid viscosity, two
flow regimes were identified; one with finely dispersing
bubbles and large scale collective motion of particles,
the other one with build-up of a compaction front and
fracturing. These flow regimes depend, respectively, on
whether the particles are primarily accelerated by the
imposed pressure gradient in the fluid, or interactions
through particle contacts. This in turn depends on the
diffusivity of the interstitial fluid pressure in the gran-
ular medium. We analyze our findings in light of these
results, to investigate what is similar and what is differ-
ent in our roughly 10 times larger cell with the same cell
gap. As opposed to similar experiments, with open outer
boundary conditions, after the flow compacts the medium
there is no decompaction. We thus expect the mate-
rial behavior (at high enough overpressure to displace
beads) to have a transition from fluid-like to solid-like
during experiments, and that eventual invasion patterns
will initially resemble viscous fingering in the fluid-like
regime, crossing over to stick-slip fracture propagation
as the medium becomes more solid-like, until it reaches
a final structure as the compacted medium has reached
a completely solid-like behavior. What is less obvious,
is how the flow patterns in this system change with the
injection pressure. By varying the imposed overpressure,
we identify and describe the different flow regimes. Due
to the confined nature of the experiment, it is thought to
be a laboratory analog to pneumatic and hydraulic frac-
turing of tight rock reservoirs where the free boundary at
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the surface is very distant from the injection zone. There-
fore, new insight into this problem may have industrial
applications in addition to increase the understanding of
flow and transformations in porous media.
It is also worth to mention a closely related project

[54], where acoustic emissions recorded during the ex-
periments are analyzed. There, it is shown that different
stages of the invasion process can be identified acousti-
cally in terms of characteristic frequencies and distinct
microseismic events.

II. METHODS

A. Experimental setup

The experimental setup is a linear Hele-Shaw cell, par-
tially filled with Ugelstad spheres [55], i.e. dry, non-
expanded polystyrene beads with a diameter of 80 ➭m
± 1 %. The cell is made out of two rectangular glass
plates (80×40×1 cm in length, width and thickness re-
spectively) clamped together on top of each other with an
aluminum spacer controlled separation of 1 mm. A cell
volume (76×32×0.1 cm) is formed between the plates by
an impermeable sealing tape as shown in figure 1, with
one of the short sides left open (outlet). Next, beads are
filled into the cell by pouring them through the open side
until the packing occupy about 90 % of the cell volume,
followed by closing the open side with a semi-permeable
filter (a 50 ➭m steel mesh) to keep beads inside the cell
while allowing air to escape. The cell is then flipped ver-
tically to place the granular medium against the semi-
permeable outlet by using gravity, resulting in a volume
packing fraction of approximately ρs = 0.44 ± 0.04, as-
sumed to be more or less uniform across the medium.
This leaves a volume empty of beads on the sealed side
of the cell, opposite to the semi-permeable outlet, with a
linear air-solid interface. An inlet hole on the sealed side
of the cell is connected to a pressurized air tank which
lets us inject air at a constant and maintained overpres-
sure, Pin = Pabs,in−P0 (absolute pressure - atmospheric
pressure), ranging from 5 to 250 kPa. This will force
air to move through the granular medium, towards the
semi-permeable outlet, where Pabs,out = P0 = 100 kPa,
or in terms of overpressure above the atmospheric one,
Pout = 0.

During experiments, the prepared cell is positioned
horizontally. A selected overpressure is set at the pres-
sure tank outlet and verified by a Honeywell pressure
sensor with an accuracy of ±4 kPa. The tubing between
the pressure tank and the cell inlet is equipped with an
electronic valve such that the air injection is started with
a digital trigger signal. Positioned above, with a top-
down view of the cell, a Photron SA5 high speed camera
is started with the same trigger signal, recording the air
invasion at a framerate of 1000 images/s and a resolu-
tion of 1024×1024 pixels (1 pixel ≈ 0.7 mm in the cell).
Light from a 400 W Dedolight studio lamp provides uni-
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FIG. 1. Sketch of the experimental setup. (a) Top-down
view of the prepared cell: The granular medium is confined
inside the cell by three impermeable boundaries and an air-
permeable boundary on the outlet side. The granular medium
is placed against the outlet boundary such that it has a linear
interface against a region empty of beads on the sealed inlet
side, where pressurized air can be injected. (b) Side view
of the setup showing the high speed camera placed above.
The glass plates are clamped together with aluminum framing
while the cell gap is controlled with spacers, which are not
shown here.

form and flicker-free illumination onto the white beads
of the medium. A small fraction of the beads (< 10 %)
are dyed black with ink to create tracer particles that
are used for tracking frame-to-frame deformation in the
granular medium, which is studied in another article [27]
(note that in figures 2, 3 and 6, there are some darker
areas creating patterns in the initial packing. This is due
to a higher concentration of dyed beads, which does not
have any significance on the experiments). The experi-
ments are run for 10 s, but typically the fracturing and/or
compaction of the granular medium takes less than 5 s.

B. Image processing

In analysis of the images from the high speed camera,
we investigate flow regimes, characteristics and evolution
of the fracturing patterns formed. We perform image
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(b) (c)(a)

20 cm

FIG. 2. Example of image processing. (a): The initial granular medium, (b): A snapshot during the experiment, (c): The
resulting binary image where the pattern has been segmented. The segmentation is done by setting all pixels having 30 % less
grayscale intensity in a snapshot compared to the initial image to the value 1 while the other pixels are set to the value 0.

processing with Matlab to obtain the information con-
tained in the images. Quantitative analysis of the in-
vasion patterns is done by converting the grayscale raw
data into binary images, i.e. images with either black or
white pixels, where the white pixels (value=1) represent
the pattern and the black pixels (value=0) represent the
background, or the bead-filled region. We obtain such bi-
nary image sequences from the raw data by thresholding
each frame with the initial image, such that the pixels
having a value less than 30% of the corresponding ini-
tial value becomes white and the rest remain black, as
shown in figure 2 (c). In addition, once a pixel is in-
vaded (and made white) it will remain white for the rest
of the experiment to correct for mobilized beads flowing
inside channels, which occurs due to erosion and fingers
merging in some experiments. From the binary images
we extract information such as invasion depth over time,
average finger thickness as function of depth, and fractal
dimensions.

III. RESULTS

Depending on injection pressure (and friction related
to packing fraction) we observe the granular medium to
exhibit either a solid-like behavior, or a transition from
fluid-like to solid-like behavior during air injection. In the
solid-like regime, there is no apparent deformation (bead
displacements), and the air is reaching the cell outlet by
seeping through the network of pores between beads. On
the other hand, in the fluid-like regime we observe sig-
nificant deformation, where beads are displaced by an
amount corresponding to several bead sizes, by momen-
tum exchange between air molecules and beads. At suf-
ficient overpressure the granular medium has a behavior
much like a viscous liquid being invaded by air, as the flow
opens up channels empty of beads, a Saffman-Taylor like
instability [29] resulting in dendritic invasion patterns.
A stabilizing mechanism of this flow instability is the
build-up of friction and stress chains between beads dur-
ing compaction, so due to the boundary conditions in our
experiments we always end up with a solid-like medium
towards the end of an experiment.

TABLE I. The flow categories with related pressure values;
mean overpressure within two standard deviations Pin ± 2σ,
as well as the number of experimentsN analyzed per category.

Category Pin ± 2σ [kPa] N
1 9± 5 3
2 26± 18 5
3 64± 50 5
4 110± 44 6
5 134± 43 10
6 213± 50 4

A. Flow regimes

To explore the various flow regimes we have systemat-
ically varied the air injection pressure within the range
of 5 kPa to 250 kPa, and we have identified 6 flow
regimes occurring in this range. Typical final structures
are shown for each category in figure 3, and the associ-
ated range of injection pressure is listed in table I. Videos
of channels formed in categories 3 - 6 are found in the
supplementary material [57–60].
We have grouped the experimental results into cate-

gories from 1 to 6, corresponding to flow regimes defined
by final pattern characteristics and how the channels ex-
pand. When discussing the growth, new growth dA refers
to the area added to the channel between two successive
snapshots, and the active growth zone is the region of the
pattern where dA is added, described in terms of extent
d behind the most advanced channel tip.

• Category 1 - No deformation:
The porous medium appears rigid (solid-like), with
no significant bead displacement or invasion pat-
tern formed.

• Category 2 - Initial compaction without fingers:
The medium is initially compacted during a collec-
tive displacement of beads towards the outlet side,
without the formation of invasion channels

• Category 3 - Short thin fingers:
A short dendritic invasion pattern is formed, where
the final length of the channel is less than 50%
of L = 70 cm, the initial length of the granular
medium, with an average finger thickness less than
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20 cm

Pin = 6 kPa Cat. 1 Cat. 2 Pin = 30 kPa Cat. 3 Pin = 50 kPa 

Cat. 4 Pin = 100 kPa Cat. 5 Pin = 150 kPa Cat. 6 Pin = 200 kPa 

FIG. 3. Typical final structures per category, where the granular medium is gray and areas empty of beads are black, showing
that for increasing Pin the fingers become longer and thicker. A full-size figure of the patterns shown here is found in the
supplementary material [56].

2 cm. The channel growth is like fingering with an
active growth zone typically within 5 cm from the
most advanced tip, i.e. the channel grows primarily
on the longest fingers, while it is frozen in the parts
more than 5 cm behind. The new growth as func-
tion of distance behind the longest finger typically
peaks halfway into the growth zone.

• Category 4 - Long thin fingers:
A long dendritic invasion pattern is formed, where
the final length of the channel is more than 50% of
L, with an average finger thickness less than 2 cm.
The channel growth is like fingering with an active
growth zone typically within 10 cm of the most ad-
vanced finger tip. The amount of new growth as
function of distance behind the longest finger typi-
cally peaks halfway into the growth zone.

• Category 5 - Long fingers with thicker main chan-
nel:
A long dendritic invasion pattern is formed with a
thicker main channel than the branch fingers, i.e.
due to erosion inside the channel. The final length
is more than 50% of L, with an average finger thick-
ness between 2 cm and 4 cm. The channel growth
is like fingering with an active growth zone typi-
cally within 15 cm of the most advanced finger tip.
The amount of new growth is typically more spread
out as function of distance behind the longest fin-
ger, where the growth between 10-15 cm behind the
most advanced tip is mostly due to erosion. The
erosion is not persistent, and rarely occurs more
than 15 cm behind the most advanced tip.

• Category 6 - Long dominating channel:
A long and thick main channel with some dendritic
branches is formed. The width of the main chan-
nel increases by erosion (i.e. motion of beads non-
perpendicular to the channel interface, but with a
major tangential component along it) and with side
channels and branches merging into it. The final

length is more than 50% of L, with an average fin-
ger thickness more than 4 cm. The channel growth
is more like fracturing, with an active growth zone
spanning the entire length of the channel. Erosion
and finger merging is observed to occur even at dis-
tances of 30-40 cm behind the most advanced tip.
Again, erosion is not persistent and stops around
the point when the channel reaches 90 % of its final
length. When the erosion stops, we observe that
the main channel walls and side fingers are slowly
expanding perpendicularly to the average flow di-
rection.

As one can expect, the pressure ranges for the cate-
gories overlap, indicating diffuse boundaries between flow
regimes, probably due to randomness in the initial bead
configuration. Table I lists the typical values of Pin we
used for experiments within a category, and how many
experiments were done. The distribution of new growth
dA behind the longest fingers at different intervals is
shown in figure 4 for typical experiments in the cate-
gories 3 to 6. The new growth in these plots is found by
subtracting successive binary images A of the patterns
pixel by pixel, i.e. dA = A(t + ∆t) − A(t), where ∆t
is the time between snapshots where the channels grow
by 10 % increments of their final lengths (this method of
selecting ∆t is done in order to plot comparable distri-
butions of dA at different times of the experiment since
the growth rate decreases at later times). In the plots,
the distribution of new growth over the distance d behind
the most advanced finger is represented by a normalized
value ndA(d), which is the mass of the new growth dA
at the depth d, divided by the width of the cell such
that ndA(d) is a dimensionless number ∈ [0, 1] indicat-
ing the fraction of the cell width at position d that con-
tains new growth. For categories 3-5 the growth typi-
cally extends in a region of 10-15 cm behind the most
advanced tip, whereas for category 6 the growth extends
along the whole channel length. The category 6 chan-
nels have a rapid and large volume change compared to
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FIG. 4. Distribution of new growth over the distance behind the most advanced finger tip, at different intervals, during typical
experiments in categories 3 to 6. The new growth is measured on intervals between successive snapshots where the channel
length grows 10 % of the final channel length for each snapshot. The large initial new growth (0 % - 10 %) in all plots
corresponds to the initial bulge that forms before the channeling instability begins. The plots indicate the depth of the active
growth zone, which goes from very narrow for category 3 (the growth is focused on the most advanced tips), to the whole
channel length for category 6.

the other ones, with a high air flow velocity resulting in
erosion along the entire channel. In addition, the rapid
expansion could let the channel pressure remain some-
what lower than Pin during growth, such that when it
stops the pressure rises to Pin. If it is so, pressure gradi-
ents could form at the solid-air interface far behind the
most advanced finger explaining the small growth there.
The categories 4 and 5 are not fundamentally different,
but since category 5 has erosion and category 4 does not,
we make separate categories for the purpose of averaging
results among similar experiments. The displacement of
the granular medium outside the channels is similar for
all categories; In front of channels and branches, beads
are pushed like a piston and compacted until the system
is jammed. Beads are also pushed out from the side of fin-

gers in the active growth zone, opening up for branches.
In the rest of the paper, we focus on the categories 3 -

6, which are the flow regimes where invasion fingers are
formed. For these flow regimes, we discuss the typical
characteristics of the patterns formed and their growth
dynamics.

B. Finger characteristics

In figure 5 we see the average finger thickness w of the
final structures as function of depth x into the granular
medium, measured from the initial boundary position.
The average finger thickness of a pattern at a given depth
into the granular medium is found by intersecting the bi-
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FIG. 5. Average finger thickness w as function of depth x into
the medium for the final structures, averaged per categories
where fingers occur (Cat. 3 - 6). We see that for the structures
in Cat. 5 (erosion) and Cat. 6 (erosion and finger merging)
the fingers are thicker - up to the finger tip for Cat. 6.

nary image of the pattern with a line perpendicular to
the average flow direction at that depth, and count the
total number of white pixels intersected. In other words,
the total width of the pattern is measured followed by
dividing it by the number of connected pixel groups, i.e.
the number of fingers. This is done for each experiment
and the results are averaged within each category. We
see that the patterns in categories 3 and 4 have roughly
the same thickness, averaging around 1.4 cm and is more
or less constant as function of depth. We do not observe
erosion inside these channels, so a finger thickness around
1.4 cm seems typical when there is no erosion. The cat-
egory 5 patterns show initially thicker fingers along the
first half of the structures, here with an average thick-
ness of 3.3 cm, which then decreases down towards the
typical thickness seen for categories 3 and 4. The larger
initial finger thickness is due to erosion inside the main
channel, meaning that beads near the channel walls are
re-mobilized in the flow direction after the initial growth,
making the channel grow perpendicular to it. As average
thicknesses here suggest, this effect typically increase the
channel width by an amount of around 2 cm. The cat-
egory 6 patterns typically have thick fingers throughout
their entire length up to the tips, with an average of 5.3
cm. This thickness is achieved both by erosion inside the
main channel, and with fingers merging together. Af-
ter fingers merge and trap clusters of beads, these beads
are mobilized in the flow direction. In general we see an
increase in finger thickness and length for increasing pres-
sures. Some examples of both erosion and finger merging
are shown in figure 6 for an experiment with Pin = 200
kPa.
The plot in figure 7 shows the average number of fin-

gers Nf as function of depth x into the medium (found as

t = 480 ms

t = 680 ms

t = 370 ms

t = 425 ms

20 cm

t = 280 ms

t = 125 ms

t = 150 ms

t = 175 ms

t = 200 ms

t = 250 ms

280 370 425 480 680

5 cm

125 150 175 200 250

5 cm

time [ms]

time [ms]

FIG. 6. Snapshots from an experiment with Pin = 200 kPa,
showing examples of erosion and finger merging. The green
rectangle indicates the area cut out and enlarged in the bot-
tom right inset: Here we see erosion inside the channel as
beads (gray area) are removed over time. The white arrows
point at fingers that will merge into the main channel in
the following snapshot, carving out trapped clusters of beads
which are then mobilized in the flow direction. A full-size
version of this figure is found in the supplementary material
[61].

the number of connected pixel groups on vertical cross-
sections, as explained for figure 5) for the final structures
in each category. For patterns in the categories 3 and 4,
the number of fingers increase at lower depths than for
patterns in the categories 5 and 6, where there is a more
pronounced initial region with fewer fingers, crossing over
to more fingers during the last half of their length. This
could indicate that channels with few branches form
when the friction is low compared to the driving force
∝ ∇P , with a cross-over to the patterns branching out
with more fingers as the friction is becoming compara-
ble to the driving force due to compaction. The sudden
drop in Nf at the deepest parts of the patterns is due to
the finite size of the structures, where only a few of the
longest fingers reach.

To get a description of the shape of finger tips, we look
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FIG. 7. The average number of fingersNf as function of depth
x into the granular medium, averaged over the final patterns
in the same category. The plot indicates that for increasing
injection pressure, an initial region with fewer fingers extends
deeper into the medium before an increase in Nf towards the
final depth. This suggests more branching of the channels as
the beads become harder to displace. The sudden drop in Nf

close to the tips is due to the finite size of the patterns.

at how the finger thickness w grow as function of distance
d from the finger tip, which is found to follow a power
law within the length of the tip region [28] (where the
finger thickness increase with d before it saturates):

w(d) ∝ dβ . (1)

When w is plotted as a function of d in a log-log plot,
the slope β for w(d) within the tip region reveal informa-
tion about the shape of the tip; it has a more rounded
shape for β < 1, while it has a pointy cusp-shape for
β > 1. We have averaged w(d) over time for each exper-
iment, i.e. obtaining the average finger tip shape during
flow in each experiment. Figure 8 (a) shows a log-log
plot of the finger thickness as function of distance from
the finger tip, averaged per category. The collapsed av-
erage slopes from all experiments seem to fall along the
same line with β = 0.68, indicating more rounded finger
tips with the same shape in all experiments. However,
a purely round profile would give β = 0.5, so the fact
that we measure a bigger value means that there still is a
singularity in curvature towards the tip - even if it is not
a spike shape. The singularity can be shown as follows,
where

w ∼ dβ ⇒ d ∼ w
1

β ⇒
dd

dw
∼ w

1

β
−1, (2)

gives the slope of the front. From this we find the
expression for the curvature as,

log
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FIG. 8. (a) The finger thickness w plotted in a log-log plot
as function of the distance d from the finger tip. The data
shown is the average of about 50 measurements in time for
each experiment, averaged again for each category. The data
is collapsed by the finger thickness at the base of the tips wb

found as the average finger thickness where w has reached a
more or less constant level, which seems to be a typical length
scale for the tip region. The finger thickness at the base of the
tips is found as. The average slope at different times during
several experiments is β = 0.68, indicating a more rounded
shape of the tips. In the inset: Snapshot of typical finger
tips together with profiles corresponding to β = 0.68 (yellow
lines). (b) The slope β averaged per category as function of
time during experiments. The plot shows that the slope for
the tip profile fluctuates around β = 0.68 over time during
the experiments, suggesting that the tips are more rounded
than cusp-like at all times.

κ ∼
d2d

dw2
∼ w

1

β
−2 (or d1−2β). (3)

If β > 0.5, 1

β − 2 < 0 and κ diverges at the tip where

w (and d) → 0. At the same time, if β < 1, the slope
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does not diverge at d = 0, and yields a more rounded
profile.
We have not observed any cusps as reported in [28]

with β = 1.43 ± 0.2, consistent with theory on fluid fin-
gering in the zero-surface tension limit. The evolution of
β over time is plotted in figure 8 (b), which shows that
for all experiments, β fluctuates around the estimated
value β = 0.68 over time, indicating that the tip shapes
does not seem to change significantly during the different
stages of the experiments.

C. Fractal analysis

By looking at the invasion patterns, we notice that
they have self-similar features, e.g. a smaller branch re-
semble the whole larger pattern. To characterize this fea-
ture we analyze fractal dimensions of the final patterns in
three different ways. The box-counting dimension DB is
found for each final structure by covering the binary im-
age with boxes, i.e. dividing the image into equal squares
of sides s, and count the number N of squares that con-
tain a white pixel as function of box size s. For a fractal,
the relationship between the number of boxes covering
the pattern and their size follow a power law

N(s) ∝ s−DB , (4)

such that the box-counting dimension DB is found as
the negative value of the slope of N(s) in a log-log plot
[30, 62–64]. By obtaining box-counting data over a range
of sizes s, we estimate DB from the slope of linear fits be-
tween an upper cutoff s = 32 cm (cell width) and a lower
cutoff s = 1 cm (typical for thinner fingers). In addition,
we obtain the box-counting dimension DF of the front
(air-solid interface). This is found in the same way as the
box dimension, but with binary images where only pixels
on the perimeter of the patterns are white. Finally, we
estimate local fractal dimensions DL as function of depth
along the structures. To get the local fractal dimension
at a given depth, we intersect the structure at that depth
with a vertical line (perpendicular to the flow direction)
and do a 1-dimensional box counting along that line, i.e.
divide the line into pieces of equal length l and count
the number N of line segments containing white pixels
as function of l. Again, for a fractal we have the power
law

N(l) ∝ l−DL , (5)

and we find the local fractal dimensions at given depths
from slopes of linear fits between l = 16 cm and l = 1
cm. To compare DL with DB we use one of Mandelbrot’s
rules of thumb [63, 65]. It states that the codimension of
an intersected set equals the sum of the codimensions of
the individual intersecting sets, here given by
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FIG. 9. Average box-counting slopes per category, the lower
and upper limits are indicated with the vertical lines and
mark the typical thickness of the thinnest fingers (1 cm) up
to the cell width (32 cm). In the inset: Box-counting fractal
dimensions DB averaged per category, the error bars show
2 standard deviations. Patterns in categories 4 and 5 with
DB = 1.53 and DB = 1.54 are within the range of earlier
measured values for viscous fingers in saturated porous me-
dia (between the dashed lines). The less developed patterns
in category 3 is below this range, with DB = 1.41, and the
thicker category 6 patterns are close above with DB = 1.63.
The solid line indicates DB = 1.71 for Diffusion Limited Ag-
gregation patterns.

E2 −DL = (E2 − E1) + (E2 −D)

⇓

D = DL + 1,

(6)

where D is the fractal dimension of the pattern, E1 = 1
is the dimension of the line intersecting it, and E2 = 2 is
the dimension of the image plane containing the sets.
The box-counting dimensions are averaged per flow

category and plotted in figure 9. We see that the box
dimension for the less developed category 3 patterns is
DB = 1.41. For categories 4 and 5, the box dimensions
are DB = 1.54 and DB = 1.53 respectively. For category
6 patterns, we observe DB = 1.63. Patterns in category
4 and 5 have box dimensions within the range of box
dimensions found for viscous fingers in saturated porous
media, i.e. D = 1.53 - 1.62 [30, 64, 66].
Figure 10 shows the results of box-counting the air-

solid interface of the final structures, averaged per cat-
egory. We see that categories 3, 4 and 5 have inter-
face dimensions DF = 1.40, 1.52, 1.48 respectively which
are close to their corresponding box-counting dimensions,
while category 6 patterns have DF = 1.41 which is about
0.2 less than the corresponding box dimension. This can
be interpreted in terms of finger thickness, i.e. the front
becomes more similar to the structure for decreasing fin-
ger thickness.
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FIG. 10. Average box-counting slopes per category, the lower
and upper limits are indicated with the vertical lines and mark
the typical thickness of the thinnest fingers (1 cm) up to the
cell width (32 cm). In the inset: Box-counting fractal dimen-
sions DF of the solid-air interface per category. The error
bars show 2 standard deviations.

Figure 11 shows the local fractal dimensions DL as
function of depth into the granular medium. For all flow
categories, the curves show a more or less constant be-
havior over most of the depths (the initial high dimension
is due to a larger initial area empty of beads, and the fi-
nal lower dimension is due to finite size effects of the
patterns), which indicates that the patterns have con-
sistent local fractal dimensions over a range of x. The
categories 3, 4 and 5 patterns have typical local dimen-
sions of 1.53, 1.58, 1.60, respectively. This is within the
range of dimensions seen for viscous fingers in saturated
porous media (D = 1.53 - 1.62), while the category 6 pat-
terns the local dimension is higher, with a typical value
of DL = 1.76, which is closer to the dimensions seen for
DLA clusters and viscous fingers in an empty saturated
Hele-Shaw cell (D = 1.71).

D. Growth dynamics

In figure 12 (a), the finger tip position averaged per
category is plotted as function of time, which is found
by recording the maximum depth of the patterns in the
binary images at each snapshot. We see that for all ex-
periments, the channel length grows linearly with time
initially before it decelerates towards a final length, and
that both the growth velocity and final depth of the in-
vasion structures increase with increasing injection pres-
sure. The initial constant growth rate seems to scale with

the injection pressure as P
3

2

in. In figure 12 (b), the finger

tip positions per category is divided by P
3

2

in to show that
they fall along the same line initially. In the simulations
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FIG. 11. Top: Local fractal dimensions (DL + 1) as function
of depth into the medium for the final structures averaged
per category. We see that the patterns in all categories have
more or less constant and well defined local dimensions as
functions of depth. The main parts of the patterns in cate-
gories 3-5 have local dimensions corresponding to established
values for viscous fingers in saturated porous media (between
the dashed lines). For patterns in category 6, the local dimen-
sions correspond to values closer to the fractal dimension for
DLA patterns and flow patterns in a saturated Hele-Shaw cell
(solid line). Bottom: Examples of local box-counting slopes
at different depths of the same experiment.

done by Niebling et al. [45, 53] of a similar, but smaller
system they too observe an initial linear growth velocity
crossing over to decay over time, however we here observe

the initial growth velocity to scale with Pin as v ∝ P
3/2
in

instead of v ∝ P
1/2
in as found in these simulations. In

figure 13 (a), the log-log plot of the finger tip velocity

v(t)/(P
3/2
in ) as function of time indicates that when the

finger tip velocity begins to decrease, it follows a power
law equation with time, v(t) ∝ t−α, where α = 2.5± 0.2.
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FIG. 12. (a) The finger tip position x(t) as function of time, averaged for all experiments per category. The curves typically
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increasing injection pressure, and the initial linear growth is found to scale proportionally with P
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in as indicated by the dashed

lines. (b) The finger tip positions x(t) divided by P
3

2

in, showing that the initial growth fall along the same line. The injection
pressures are Pin = 64, 110, 134 and 213 kPa, for category 3, 4, 5 and 6 respectively.
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FIG. 13. (a) Log-log plot of the finger tip velocity v(t) as function of time, averaged per category. The data is collapsed along

the ordinate axis by dividing v(t) by P
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in, where Pin = 64, 110, 134 and 213 kPa, for category 3, 4, 5 and 6 respectively. The
initial constant plateau corresponds to the period with linear growth over time, which then crosses-over to a declining slope
close to -2.5 (dashed line) for all the categories. The slopes show that the decay in growth velocity follows a power law equation
with time. (b) The curves of normalized finger tip velocity v(t∗)/v0 are collapsed along the time axis by scaling the time as
t∗ = t · (v0/xf ) = R · (t/tc), where xf is the final channel length. The knee point of the curves, R ≈ 0.6, is marked by the
dashed vertical line.
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E. Scaled growth model

As we have shown in figures 12 and 13, the growth
of the channel length is linear with time initially until
it crosses over to decay towards a final channel length.
More specifically, the growth velocity is constant initially,
before it crosses over to a power law decay with time. The
constant initial velocity v0 is found to scale with injection
pressure Pin as

v0 = C · P
3

2

in, (7)

where C ≈ 10−
3

2 cm/(s·kPa
3

2 ) is found from the initial

part of the collapsed curves v(t)/P
3

2

in along the ordinate
axis in figure 13 (a). By inserting the value for C into
equation (7), we can instead collapse the curves along the
ordinate axis with v(t)/v0 resulting in dimensionless and
normalized units for the velocity. In order to collapse the
curves along the time axis, we define a critical time t = tc
as the time when the growth velocity crosses over from
being constant to follow a power law decay with time. At
the critical time, the finger tip position can be described
mathematically as

xc = x(tc) = v0 · tc, (8)

which gives the relation

tc =
xc

v0
=

xc

C · P
3

2

in

(9)

for the critical time.
Since we can easily measure xf , the final length of the

channel, we check if xc can be described as a typical
fraction R of xf , such that xc = R · xf , which gives

tc =
R · xf

C · P
3

2

in

= R ·
xf

v0
. (10)

By plotting v(t∗)/v0 as function of t∗ = t · (v0/xf ) =
R · (t/tc) in a log-log plot, we do indeed find that the
curves collapse along the time axis with a crossover point
corresponding to R ≈ 0.6 (read from the knee point in
figure 13 (b)). Since we now have the constants C and
R, we can calculate v0 and tc for individual experiments
by inserting the respective Pin and xf into equations (7)
and (10). Figure 14 shows log-log plots of v′ = v(t′)/v0
as function of t′ = t/tc for individual experiments with
injection pressures in the range of 50 - 250 kPa, which
follow the same dimensionless curve given by the function

fv(t
′) =

{

1, if t′ ≤ 1

t′−α, if t′ > 1, where α = 2.5.
(11)

Similarly, we collapse the fingertip position x′ =
x(t′)/xc and plot it as function of t′ = t/tc for the same
individual experiments, also shown in figure 14 (Note
that the data is from single experiments, i.e. not the
average values as in figure 13, explaining the increased
amount of noise). Here, the collapsed data follow the
curve given by the function

fx(t
′) =

{

t′, if t′ ≤ 1
1

1−α t
′1−α + α

α−1
, if t′ > 1,

(12)

which is obtained by integrating each part of equation
(11), requiring that fx(t

′ > 1) → 1 when t′ → 1. Further,
fx(∞) = α/(α − 1) = xf/xc = 1/R, giving R = (α −

1)/α = 0.6, which fits very well with our observation in
figure 13 (b). By substituting α into equation (10) we
get,

tc =
α− 1

α
·

xf

C · P
3

2

in

. (13)

With equations (7 - 13) we propose a description of
the fundamental dynamics of the system. Since we have
experimentally estimated α and equation (7) relating the
initial growth velocity to injection pressure, we can es-
timate the evolution of the channel length during the
invasion for a given injection pressure and final channel
length.
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FIG. 14. Left: The collapsed finger tip positions x′ = x(t′)/v0 · tc as function of t′ = t/tc, for individual experiments with
various injection pressure. The dotted vertical line indicates the cross-over at t′ = 1, and the dashed curve shows the proposed
function fx(t
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function fv(t
′). Recall that the parameters used for the collapse are given by the injection pressure, as v0 = C · P

3

2

in and

tc = ((α− 1)/α) · (xf/v0(Pin)), where C = 10−
3

2 cm/(s·kPa
3

2 ) and α = −2.5.

IV. DISCUSSION AND CONCLUSION

The channel formations seen in our experiments result
in patterns very similar to other natural patterns aris-
ing from Laplacian growth, e.g. DLA clusters, viscous
fingers in empty Hele-Shaw cells, manganese dendrites,
or lightning bolts. In such systems, ramified structures
expand at a rate proportional to the gradient of a Lapla-
cian (∇2φ = 0) potential field. This type of patterns is
in the DLA universality class, where a fractal dimension
of D = 1.71 is expected [41, 64]. However, the fractal
dimensions found for our patterns mainly take values of
D ∈ [1.53 − 1.60], which is more similar to viscous fin-
gers in porous Hele-Shaw cells. It has been established
that flow in porous media is better described by another
Laplacian model, i.e. the Dielectric Breakdown Model
(DBM), where the interfacial growth rate is proportional
to the pressure gradient of a power η higher than 1, i.e.
v ∝ (∇P )η, where η = 2 for viscous fingers in porous me-
dia [41, 64]. In our system the potential field is the over-
pressure in the medium, which diffuses into the medium
initially (not Laplacian). However, the diffusing pressure
field quickly approaches the Laplace solution outside fin-
ger tips (after 0.4-0.5 s) and reaches a global steady state
on the order of a second. In addition, we observe a fea-
ture of the channel growth which is typical for Laplacian
growth systems, i.e. there is an active growth zone out-
side a frozen structure, due to screening of the potential
gradient by the most advanced parts of the structure.

The resulting channels in our experiments are differ-
ent than channels formed in similar systems having open

outer boundaries, such as in [24–26]. In the open systems,
the channels are generally much smoother and does not
have more than 1-2 branches, while in the closed system
we see ramified structures. This is thought to be a conse-
quence of the outer boundary conditions which directly
influence how the medium can be deformed. In both
systems, the beads are compacted and pushed in front of
the growing channel like a piston, but in the open system
there is also a decompaction front moving inwards from
the open outlet, easing the further displacement of beads.
On the other hand, in the closed system, after the com-
paction front hits the outer boundary (which happens
between t = 150 − 300 ms) further deformation is more
difficult due to compaction. Thus, the local configuration
of the pressure field on the tips could play a larger role
on where the channels grow in this case. In addition, the
overpressures imposed for channeling in our experiments
(Pin = 40-250 kPa) are one order of magnitude larger
than the ones for these open systems (Pin = 2-20 kPa).
Although the cells in [24, 26] are smaller than ours, the
one in [25] is of comparable dimensions.

For the growth dynamics, the dependency of v0 on Pin,
and the exponent α could be system dependent, i.e. the
parameters could depend on e.g. bead size and confine-
ment. Thus, it is of interest to investigate further how
the dynamics are changing in various confined granular
media, and see how the Eqs. (7 - 13) apply in those cases.
The dependency of xf on Pin is also of interest to inves-
tigate further, such that if system dependent parameters
are known, the expected result of an air injection could
be estimated by the injection pressure alone. A brief dis-
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FIG. 15. The final channel length xf is plotted as function
of Pin − Pcat,1, where Pcat,1 = 9 kPa is the average injection
pressure for category 1, where xf = 0. We see that there
is a rather scattered (due to randomness in the initial bead
configuration from experiment to experiment), but increasing
trend in xf for increasing Pin, but also that the final chan-
nel length for the highest injection pressures is limited by the
closed outer boundary. The fit (Pin − Pcat,1)

0.68 was found
from the averaged xf per pressure for Pin ∈ [20, 150] kPa and
suggest a power-law relationship. Alternatively, the linear fit
0.46 · (Pin−Pcat,1) fits equally well. The average limiting line
xmax,avg was found by averaging xf over the experiments with
Pin ≥ 200 kPa, to indicate the influence of the cell bound-
ary. Thus, the results from our experiments indicate that xf

increase more or less proportionally with Pin until a limiting
length xmax,avg ≈ 59 cm is reached due to the presence of the
outer boundary.

cussion of what we could find from our experiments is
presented in figure 15. Another interesting feature found
to be common for all experiments in the system is the typ-
ical profile of the finger tips, corresponding to a growth
in finger thickness w as function of distance d behind the
tip as w ∝ dβ where β = 0.68 on average.

As shown in figure 11, the fractal dimension of the
channels is found to be fairly stable along the main part
of the structures, even for the thick fingers in category
6. The local box-counting method indicates that when
there is little or no erosion, as is the case for categories 3 -
5, the final structures end up with typical fractal dimen-
sions between D = 1.53 and 1.60. This range is similar to
the one observed for viscous fingers in saturated porous
media, i.e. D = 1.53 - 1.62, suggesting that the channels
formed in our experiments are in the DBM universality
class of patterns where the interface expands at a rate
proportional to (∇P )2. The thicker category 6 structures
have a fractal dimension of D = 1.76, which is closer to
DLA-patterns and viscous fingering in empty saturated
Hele-Shaw cells (D = 1.71). However, the higher frac-
tal dimension is probably also an effect of box-counting
inside the main channel which is rather space filling com-

pared to the system size, and this makes the box-counting
slopes for category 6 more uncertain than for thinner fin-
gers. Furthermore, the global box-counting dimensions
DB are slightly lower than the locally estimated fractal
dimensions, which could be a finite size effect since less
developed outer parts are also taken into account. How-
ever, for the most developed and best preserved channels
(Cat. 4 and 5), we find that DB = 1.53 and 1.54, which
is still in good agreement with the fractal dimensions for
viscous fingers in porous media. Finally, the fractal di-
mensions of the front is found to lie between DF = 1.41
and 1.52 for all categories. This indicates that even if the
structures themselves appear to change with increasing
injection pressure, the roughness of the air-solid interface
seems to be more or less the same.
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Måløy. Numerical studies of aerofractures in porous me-
dia. Rev. Cub. Fis. 29, 1E66, 2012.

[54] S. Turkaya, R. Toussaint, F. K. Eriksen, M. Zecevic,
G. Daniel, E. G. Flekkøy, and K. J. Måløy. Bridging aero-
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Chapter 6

Pressure evolution and
deformation of confined granular
media during pneumatic fracturing

6.1 Motivation

This chapter continues with the study on flow during air injection into a confined
granular medium, and now the focus turns to the evolution in the granular phase.
As shown in the previous chapter, channels formed by the invading air show simi-
lar features as viscous fingers in a porous medium rather than in a Hele-Shaw cell
containing just a viscous liquid. In search of explanations for these findings we were
motivated to investigate the granular flow and evolution of the interstitial pressure.
We wanted to evaluate how the interstitial pressure evolves during experiments, e.g.
if it is far from or similar to the Laplace solution, and if there is any characteristic
deformation and rheology outside the growing channels. To get answers, we ob-
tain experimental granular displacement fields during the flow, and characterize the
deformations surrounding the invading channels during different stages of the exper-
iments. For the interstitial pressure we simulate the evolution of the pressure field
numerically. Here, at each timestep, we calculate both the solution for a diffusing
pressure and the Laplace solution. With the results, we check if, when and where
the diffusing pressure reaches the steady-state Laplace solution. Finally, we discuss
the granular rheology by correlating the diffusing pressure field with granular ve-
locity maps from the experiments. The methods and main results in this study are
presented before including a proposed scientific article, which contains more details
of the work and discussion of results.

6.2 Methodology

6.2.1 Experimental setup

The experimental setup is the same as described in section 5.2.1, with a minor
upgrade on the Hele-Shaw cell, i.e. the thickness of the glass plates is increased to
2.5 cm instead of 1 cm. This is done to minimize bending of the cell plates due

91



to the high overpressure, noting however that this did not have a significant effect
on the invading air channels. The experimental frame-to-frame displacement fields
are found with DIC as described in section 3.3.2, where we have used overlapping
subwindows of ≈ 15 mm radius, with their centers separated by ≈ 2 mm on a square
grid. The displacements are found on timesteps of 1 ms, which is between each frame
of the experimental image sequences (captured at 1000 images/s).

6.2.2 Pressure simulation

For the pressure evolution in the granular medium, we solve the diffusion equation
(6.1) for the pressure numerically. As mentioned in chapter 2, the air pressure
evolves in the granular medium according to eq. (3.10), found from conservation
of mass of the granular medium, conservation of mass for the air, and by assuming
a local Darcy law [59, 77]. If the beads do not move significantly compared to the
pressure diffusion, the evolution of the air pressure reduces to the diffusion equation

∂P

∂t
= D∇2P = D

(

∂2P

∂x2
+

∂2P

∂y2

)

, (6.1)

with the diffusion constant D = κ/(βTφµ), where κ is the permeability of the
medium φ is the porosity, βT and µ is the compressibility and viscosity of air re-
spectively. By assuming an ideal gas, βT = 1/P0.

To do the simulation, we define a grid with (I+2)× (J+2) nodes having integer
indices i ∈ [0, I + 1] and j ∈ [0, J + 1]. By letting ∆x = ∆y = 2 mm, I and J
are found from the length and width of the initial granular medium, respectively
I = 700 mm/∆x = 350 and J = 320 mm/∆y = 160.

On this grid, a size-matched binary image (whose dimensions correspond to the
initial granular medium) is placed such that all interior nodes with indices i ∈ [1, I]
and j ∈ [1, J ] represent points (xi, yj) inside the cell, where xi = (i − 1/2)∆x and
yj = (j − 1/2)∆y. The origin (x = 0, y = 0) is at the lower left corner of the
initial air-solid interface at the inlet side. By using these points, we make a discrete
representation Pi,j = P (xi, yj) of the pressure field.

The edge nodes, with indices i = 0, j = 0, i = I + 1 and/or j = J + 1, represent
boundaries around the granular medium. Here, we set fixed boundary conditions,
where the pressure at the inlet side is P0,j = Pin, the pressure at the outlet side
is PI+1,j = Pout = 0, and the sealed sides are set to reflect the pressure just inside
these boundaries; Pi,0 = Pi,1 and Pi,J+1 = Pi,J . In addition, the pressure inside
the channel empty of beads (found from the binary frames) is held constant at the
injection pressure Pin.

At all other positions, i.e. within the dry granular medium, the overpressure
diffuses through the pore-space with a diffusion constant given by equation (3.12).
However, due to compaction, the porosity and the diffusion constant evolve. The
new porosity is estimated from the binary image at each timestep; by assuming a
uniform solid fraction ρs in the medium and that the invading channel is completely
empty of beads we get

φ(t) = 1− ρs(t) = 1− ρs,0
A0

A0 − Ac(t)
, (6.2)
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where ρs,0 = 0.44 is the initial solid fraction, A0 is the initial area of the granular
medium and Ac(t) is the channel area as function of time. In our experiments,
equation (6.2) gives porosities in the range φ ∈ [0.38, 0.56] (0.56 initially) with
corresponding diffusion constants D ∈ [7.4 · 104, 3.2 · 105] mm2/s (3.2 · 105 mm2/s
initially).

We solve the diffusion equation (6.1) for the pressure field numerically, during
a given timestep with a given diffusion constant, by using the Crank-Nicholson
scheme [84]. This is done by solving the set of linear equations for all interior points
i ∈ [1, I], j ∈ [1, J ]:

(1 + 2α)P n+1
i,j − α

2

(

P n+1
i−1,j + P n+1

i+1,j + P n+1
i,j−1 + P n+1

i,j+1

)

= (1− 2α)P n
i,j +

α

2

(

P n
i−1,j + P n

i+1,j + P n
i,j−1 + P n

i,j+1

)

,
(6.3)

where α = D ∆t
(∆x)2

= 1/2, giving ∆t ∈ [6.25 · 10−6, 2.70 · 10−5] s, and n ≥ 0 is an

integer time index such that t(n) = n∆t. With a nonzero granular velocity, the
contribution of the second term on the right side of eq. (3.10) in eq. (6.3) would be

βx(P
n+1
i+1,j − P n+1

i−1,j) + βy(P
n+1
i,j+1 − P n+1

i,j−1) on the left side, and

−βx(P
n
i+1,j − P n

i−1,j)− βy(P
n
i,j+1 − P n

i,j−1) on the right side,
(6.4)

where βx = ∆t
4∆x

(vx)i,j and βy =
∆t
4∆x

(vy)i,j. A typical peak in granular velocity in our
experiments is |~vg| = 1 m/s, which together with the largest timestep ∆t = 2.70·10−5

s gives βx,max = βy,max = 3.4 · 10−3 ≪ α/2. Similarly, the contribution of the third
term on the right side of eq. (3.10) in eq. (6.3) would be

γP n+1
i,j on the left side, and − γP n

i,j on the right side, (6.5)

where γ = ∆t
2φ
(ε̇v)i,j, and ε̇v = ∇ · ~vg. A typical peak in the volumetric strain rate

in our experiments is |ε̇v| = 2.5 s−1, which together with the largest timestep ∆t =
2.70·10−5 s and lowest porosity φ = 0.38 gives |γmax| = 8.9·10−5, which is negligible.
Thus, we approximate the evolution of the pressure field by solving equation (6.3),
neglecting granular flow and compaction/dilation. To obtain the pressure diffusion
during an experiment, we go through the sequence of binary images and let the
pressure diffuse for 1 ms per frame (recalling that the framerate is 1000 images/s);
when 1 ms is reached, the air cluster and related boundary condition is updated
with the next image in the sequence, followed by another 1 ms of diffusion, and
so on as a quasi-static evolution (The result of the previous step is used as initial
pressure field for the following one).

In addition, for each frame we calculate the steady-state pressure field by solv-
ing the 2-D Laplace equation (3.9). After the pressure field reaches steady-state,
it should follow the Laplace solution in circumstances where pressure diffusion is
fast with respect to deformations at system scale. The Laplace equation is solved
numerically by iteratively relaxing the pressure [84] at all interior points i, j:

P n
i,j =

P n−1
i−1,j + P n−1

i+1,j + P n−1
i,j−1 + P n−1

i,j+1

4
, (6.6)
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with the same grid and boundary conditions as above, until it converges at the
criterion

RMSE =
I

∑

i=1

J
∑

j=1

√

(P n
i,j − P n−1

i,j )2

I · J < Pin · 10−8. (6.7)

Note that in equations (6.6) and (6.7), n is the iteration number and not a
defined time index. With solutions from equations (6.3) and (6.6), we obtain the
evolution of the pressure field over time, as well as steady-state solutions at each
timestep.

6.3 Main results

Typically, the deformation process during the experiments can be separated into
3 stages; the initial mobilization of beads, the channel formation and compaction,
and the compacted stick-slip stage. Depending on the injection pressure (e.g. for
250 and 50 kPa respectively), the first stage lasts during the initial 40 - 250 ms,
the second stage in the following 250 - 1650 ms and the final stage lasts as long
as particle rearrangement is possible, typically a few seconds (2 - 4). Because the
system becomes jammed, little happens after 5 s.

The left plot in figure 6.1 shows typical profiles Px of the simulated pressure field
as function of depth into the granular medium, plotted at different times t after the
start of injection. The figure shows profiles for both the steady-state Laplace solution
and the diffusing pressure field at corresponding snapshots, where the profiles Px

are found as the average pressure across the width of the cell (perpendicular to the
flow direction). Early in the experiment, just after opening the overpressure valve
(t = 1 ms), the diffusing pressure field decays quickly as function of depth into
the medium, with a range less than 10 cm, while the Laplace solution has a linear
decrease of pressure from Pin to Pout across the cell length (70 cm). Thus, the two
simulation methods give quite different solutions initially. Over time, both solutions
of the pressure field evolve due to the opening of channels empty of beads, i.e. they
move towards the cell outlet as the boundary conditions change. In addition, the
profile of the diffusing pressure approaches the profile of the Laplace solution. Thus
at later times, e.g. after around t = 0.8 to 1 second, the two methods give practically
equal solutions for the pressure fields.

To compare the two pressure fields qualitatively, we look at the evolution of a
characteristic depth s of the pressure field with time, where s is the depth from the
initial air-solid interface where the pressure profile has decayed to Px(s) = Pin · e−1.
In the right plot in figure 6.1 the characteristic depth is plotted as function of
time for both the Laplace solution and the diffusing pressure in 4 different cases
I − IV . Case I is a reference where the granular medium is rigid with D = 3.2 · 105
mm2/s, solved analytically in 1-D with eq. (3.13). The cases II, III and IV are
obtained from pressure profiles of 2-D simulations using experimental data including
invasion channels as boundary conditions, with evolving diffusion constant due to
porosity change. The injection pressure is Pin = 100, 150 and 200 kPa in case
II, III and IV respectively. In addition, we plot the difference sL − sD between
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Figure 6.1: Left: Profiles of pressure fields for an experiment with Pin = 200 kPa,
where the profiles show the average pressure across the cell width (perpendicular
to the flow direction). The profiles are the Laplace solution (blue, solid line) and
the diffusing pressure (red, dashed line). Curves from left to right for each method
correspond to the times in the list. Right: Evolution of the characteristic depths
sL for the Laplace solution (blue, solid line) and sD for the diffusing pressure (red,
dashed line) as function of time for 4 different cases: I is a 1-D rigid medium
reference solved analytically, II is an experiment with Pin = 100 kPa, III is an
experiment with Pin = 150 kPa and IV is an experiment with Pin = 200 kPa.
The difference sL − sD for the experiments (black, dotted line) indicates that the
pressures are relaxed at similar times, about 0.2 - 0.5 s after the 1-D rigid media
reference indicated by the difference sL − sD (green, dashed line).

the characteristic depth of the Laplace solution sL and the characteristic depth of
the diffusing pressure sD. We see that for all experiments, the characteristic depth
sL for the steady-state moves towards the cell outlet due to the channels formed,
further and faster with increasing overpressure. However, the difference sL − sD
decrease similarly with time for all experiments. As mentioned earlier, we also see
here that the two simulation methods give practically equal solutions after around
t = 1 s, which indicates that the diffusing pressure field is relaxed to steady-state
on the order of a second, about 0.2 to 0.5 s after the 1-D rigid reference. Since the
main evolution of channels and deformation usually occur within the first second of
air injection, we use the diffusing pressure solution in the analysis. During channel
growth (before the diffusing pressure reaches steady-state) the diffusing pressure is
similar to the Laplace pressure in terms of the screening of pressure gradients behind
the longest finger tips, as well as having the highest pressure gradients located on
the tips of the longest fingers. In addition, during the fast channel expansion, the
magnitude of pressure gradients in the diffusing pressure field seem to be up to
1.5 - 2 times higher than the Laplace solution in a region surrounding the most
advanced finger tips (within 5 - 8 cm). When comparing the pressure magnitudes,
the diffusing pressure behind the most advanced finger is typically ≥ 95 % of the
Laplace solution, while in a region surrounding the longest finger (up to around 1.5
cm ahead) the diffusing pressure is typically ≥ 90 % of the Laplace solution.
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The left part of figure 6.2 shows snapshots of the magnitude of granular veloc-
ity |~vg| during 10 ms time windows for an experiment with Pin = 200 kPa. The
snapshots are centered on t = 100, 200, 300, 400, 500 and 600 ms, showing typical
displacements during the initial mobilization and channeling stages.
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Figure 6.2: Left: Average velocity magnitude |~vg| during time windows of ∆t = 10
ms, centered on t = 100, 200, 300, 400, 500 and 600 ms for snapshots A - F re-
spectively. The injection pressure is Pin = 200 kPa. A zone of mobile beads builds
up on the cell scale initially, and later focuses onto the most advanced fingers as
the medium compacts. Beads behind the most advanced channel tips are not sig-
nificantly displaced (Note that we have removed data at the channel, however noise
from the erosion inside it appears in C - E). Right: The absolute pressure gradient
|∇P | =

√

(∂P/∂x)2 + (∂P/∂y)2 for both solutions of the pressure at the snapshots
A - F. The main difference between the diffusing and Laplacian pressure fields is
that the diffusing one has higher pressure gradients close to the air-solid interface
and finger tips, while it has lower pressure gradients near the outlet boundary. At
snapshot F, the gradients start to look similar in magnitude around the channel. In
both solutions, the pressure gradient is screened behind the longest fingers, and the
highest magnitudes are on the longest finger tips.
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The first snapshot, at t = 100 ms is in the later part of the initial mobilization stage.
There is still no channel formed, just a slightly curved air-solid interface with a zone
of mobilized beads in front of it, spanning about half of the cell. The displacement
is mainly in the flow direction, and is higher along the center of the cell and closer to
the air-solid interface. The rest of the snapshots, t = 200−600 ms, are taken during
the instability and compaction stage. During this stage, fingers open up and form an
invasion channel over time. The initially large and spread zone of mobilized beads
ahead of the air-solid interface shrinks in size and magnitude over time, focusing
onto the tips of the longest fingers. The displacements are largest close to and out
from the longest fingers, while there is very little displacement behind the longest
fingers.

The right part of figure 6.2 shows the absolute values of the pressure gradient
|∇P | for both the diffusing and Laplacian pressure fields, at the same snapshots
as discussed above. Apart from diffusing or being at steady-state, both pressure
fields have pressure gradients which are highest on the tips of longest fingers, and
has a decreasing magnitude but more evenly distributed across the cell width with
distance in front of the longest channel. The pressure gradients are screened behind
the most advanced fingers. We see that the most displaced regions in the medium
coincide well with the highest pressure gradients, while |∇P | and |~vg| goes towards
0 behind the longest fingers. This becomes more evident at later stages when the
displacements are more local, as higher pressure gradients are needed to deform the
compacted medium further. In figure 6.2 B and C for the granular velocity, the
mobilized zones have irregular shapes on the front with relatively large variations
in velocity magnitude compared to the corresponding pressure gradients in these
regions. This suggests that displacements in the compacted zone is not only subject
to the local pore pressure gradient, but also to solid stresses, i.e. forces related to
momentum transfer through bead contacts, as well as local variations in packing
density.

However, the direction against the pressure gradient vectors (−∇P ) is found to
correlate well with the direction of granular displacement vectors ~ug. We calculate

the normalized correlation coefficient Cdir for the direction of two vectors ~a and ~b as

Cdir =
~a ·~b
|~a||~b|

= cos θ, (6.8)

which is the normalized dot-product of the vectors. The value of Cdir ∈ [−1, 1] gives
the cosine of the angle θ between the vectors, where Cdir = 1 means that they are
perfectly aligned, Cdir = 0 that they are perpendicular, and Cdir = −1 that they
have opposite directions. For displacements above the noise threshold of 0.1 pixel
size, we find that the correlation is near 1 at all locations and snapshots (∆t = 1
ms), suggesting that the beads more or less always move in the direction of −∇P .

The compacted zones are found from the total displacement fields as the zone
where beads have been displaced more than one tenth of a pixel (70 ➭m), i.e. beads
that have been displaced from the initial configuration. For all experiments, it
seems to be a common initial behavior for the expansion of the compacted zone;
After the start of air injection there is typically a delay of around 10 ms before
any visible displacement occurs. Then, over the first 20 to 30 cm into the medium
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the propagation is typically a bit faster, at a rate of 8 - 10 m/s, before crossing
over to a slower growth rate typically between 1.5 to 3 m/s. After crossing over
to a slower rate, the compacted zone in the 50 kPa experiment expand at a more
or less constant rate fluctuating around 1.5 m/s until it reaches the outlet side.
Similarly, the compacted zone in the 250 kPa experiment expands at a more or less
constant rate, but at a higher rate around 3 m/s. In the 100, 150 and 200 kPa
experiments, the compacted zones has an expansion rate similar to the 250 kPa
experiment until reaching a depth of x = 50 - 60 cm into the medium, where they
slow down to about 1.5 m/s, probably due to jamming and increased friction. The
compacted zones expand in the direction from the inlet towards the outlet, and in all
our experiments they reach the outlet boundary shortly after the start of injection,
typically after t = 170 to 250 ms (380 ms for the 50 kPa experiment).

The strain rates in figure 6.3, again for the same snapshots A - F as in figure 6.2,
shows that there is a compressive strain rate across the compacted zones (plots on
the top), indicating that the beads are moving faster in the flow direction closer to
the invading channel, while the shear rates in the same figure (plots on the bottom)
indicate a shear flow with faster displacement in the flow direction along the fracture
planes of the channels. Rate of compaction of the medium during experiments is
quantified by evaluating the incremental volumetric strain, which is the sum of the
normal strains εv = εxx + εyy estimated with DIC (we assume a 2-D geometry such
that εzz = 0 due to the rigid cell plates). The volumetric strain rate ε̇v (or divergence
of the granular velocity ∇·~vg) is found by εv/∆t. Similarly, the shear rate γ̇xy during
the flow is found from incremental shear as γxy/∆t. Typically during channel growth,
most of the compaction of the medium occurs in front of the channel. Before the
compacted zone hits the outlet side (in snapshots A and B), the strain rate seems
similar in the compacting areas, while in snapshots C and D it seems to be higher
closer to the channel tip. As the channel growth stops during snapshots E and F, the
compaction rate decrease. There are also some small zones of decompaction close to
the air-solid interface associated with the opening of finger tips, where beads may
be pushed away from each other. The shear flow coincides with the compacting
zone, and suggest that the displacements are highest along the axis of the growing
channels and decrease with perpendicular distance away, similar to laminar flow
in a pipe where the displacement is highest along the center. This shows that the
medium in front of the growing channel is sheared in addition to compacted. During
the invasion, we observe that local deformations outside separate branches have the
same behavior as the cell scale deformation around the main channel.

99



y

x

20 cm

A B C

D E F

vVolumetric strain rate,            [s-1] 

1.5

1

0.5

0

2.5

2

-1.5

-1

-0.5

-2.5

-2

Shear rate,             [s-1] xy
y

x

20 cm

A B C

D E F

1.5

1

0.5

0

2.5

2

-1.5

-1

-0.5

-2.5

-2

Flow field examples, positive shear:
, , ,

Flow field examples, negative shear:
, , ,

Figure 6.3: Top: Volumetric strain rate ε̇v = ∇·~vg in snapshots centered at t = 100,
200, 300, 400, 500 and 600 ms for snapshots A - F respectively, for an experiment
with Pin = 200 kPa. Most of the compaction (negative ε̇v) occurs in front of the main
channel, but some compaction at a lower rate happens on the sides of it. Bottom:
Shear rate γ̇xy during the snapshots A - F. The sheared regions coincide with the
compacting regions, while there is little shear strain behind the longest fingers. We
see lines out from the most advanced channel tips separating regions where the shear
has opposite signs. These lines can be interpreted as follows; if the shear changes
sign from positive to negative across a line (going in the positive y-direction), it
means that the displacement is higher along the line than the surrounding medium.
If the change is from negative to positive, the medium is displaced less along the line
than the surrounding medium. The legend on the bottom relates flow behavior with
the colors in the deformation map (the shear strain seen here is due to flow from
left to right in front of the channel, or up/down on the sides of the main channel).
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From average measurements in the zone ahead of the growing channel, we typi-
cally find that before the compaction front hits the outlet, the velocity in the growth
direction vx increases with time, also for an increasing range, and that the veloc-
ity has a roughly linear decreasing trend with distance ahead of the channel. This
suggests that, on average, the compacting strain rate (divergence of vx) is roughly
constant with x in the bulk of the compaction zone. The profiles change character
after the compaction front has hit the outlet; we now find the velocity in front of
the fingers to decrease with time, and that the divergence of velocity is more like an
exponential decay with distance ahead of the channel, suggesting that compactions
are highest closer to the channel. In addition, we find that beads move away per-
pendicularly to the flow direction in front of the most advanced channel tip, with
initial decompaction in the y−direction close to the tip, crossing over to compaction
further away. The magnitude of vy decreases with time as the medium compacts.

The final stage begins when the system is more or less jammed on cell scale.
At this point, the fingers grow slowly and do not deform the medium on a global
scale anymore. However, we observe random and sudden jumps of channel growth
at the most advanced tips, probably due to particle rearrangements in the vicinity
of the finger tips. A stick-slip event in these experiments usually lasts for 5 - 10 ms
and the channel tips propagate 3 - 5 mm during this time. The typical steps of a
stick-slip event are summarized as follows; Initially, there is very little displacement
since we are in the compacted stage. Suddenly an area at a distance ahead of
the channel compacts due to rearrangement of beads, causing an area closer to
the channel tips to decompact. The decompacted area quickly re-compacts, and
a decompaction-compaction wave moves from the initially rearranged area towards
the channel. The fingers expand quickly when the decompaction-compaction front
reaches them, and since the front moves towards the channel, the closest fingers
expand before the ones further behind. After the stick-slip event has occurred, the
system is back to a jammed state. In addition, similar to the fast channel growth,
we find that the medium is slightly sheared just in front of the channel, and that
the displacements are in the direction against the pressure gradient. The events are
thought to be triggered due to the diffusing pressure, such that when the pressure
gradient exceeds a threshold formed by solid stress, beads may rearrange.

The velocity magnitude in the region in front of the growing channel is found to
have a scattered, but more or less linear relationship with the pressure gradient on
average. The coefficient α from linear fits

|~vg| = α|∇P |+ c (6.9)

describing the average increase of velocity due to an increase of ∇P is plotted as
function of time for the experiments with Pin = 150, 200 and 250 kPa in the left
plot in figure 6.4. To collapse the data along the time axis, we use the normalized
time t′ = t/tc where tc is the time when the compacted zone reach the outlet side
for the respective experiments. We see for all experiments that for times before
the compacted zone hits the outlet (t′ < 1), α increases linearly with time. Then,
after the compaction front has reached the outlet side (t′ > 1), α seems to have an
exponential decay with time. The inset in the left plot in figure 6.4 shows that there
is a cutoff threshold ∇Pc such that |~vg| = 0 if ∇P < ∇Pc. The cutoff threshold is
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linked to equation (6.9) by writing |~vg| = α(∇P −∇Pc), where ∇Pc = −c/α. The
thresholds ∇Pc does not come from forces exerted by the air, but from solid friction
along the plates, which depends on the normal solid stress and grain configurations,
as well as the in-plane solid stress. Hence, it is essentially a manifestation of the
solid stress between the grains, and grain/plates, which we do not model, but that
we indirectly measure overall as ∇Pc. The forces displacing beads in the granular
medium are related to the pore pressure gradient −∇P , as well as normal and shear
solid stresses at contacts between beads and the cell plates. We do not resolve the
solid stresses from the experiments, but if the main force felt by the medium is due
to −∇P , it suggests a non-Newtonian rheology for the granular medium between
the plates. Assuming a Bingham type rheology where

~vg = − h2

µB

(∇P −∇Pc), (6.10)

and h is the cell gap, the granular paste has an effective viscosity µB ∝ 1/α.
Equation (6.10) is found by assuming a shear rate proportional to shear stress
γ̇ = (σ − σyield)/µB, flow rate proportional to shear rate |~vg| ∝ hγ̇ and shear stress
proportional to the pressure gradient σ ∝ −h∇P . If the main force felt by the
medium is due to −∇P , our results suggest that µB ∝ t−1 before the compacted
zone reaches the outlet boundary, and an effective viscosity increasing as µB ∝ eβt

after the compacted zone has reached the outlet boundary. Thus |~vg| → 0 for t ≫ tc,
and similarly |~vg| = 0 for small times t → 0, i.e. the medium is solid-like at these
times. The threshold ∇Pc evolves during experiments as shown in the right plot in
figure 6.4 for the experiments with Pin = 150, 200 and 250 kPa. Again, the data
has been collapsed along the time axis by the time the compacted zone reaches the
outlet side. We see that the average thresholds ∇Pc decrease similarly before the
compacted zone reaches the outlet boundary, decreasing from ∇Pc between 10 and
15 kPa/cm initially, down to a minimum around 1 - 2 kPa/cm at around the time
the compacted zone reaches the outlet boundary. The decrease in ∇Pc with time
seems to fluctuate around the fit

∇Pc =
∇Pc,min√

t

√
tc (6.11)

as indicated in the plot for t ≤ tc. After the compacted zone has hit the outlet
boundary, the thresholds begin to increase, faster with higher injection pressure.
This probably depends on the injection pressure and the speed of the invading
channel, i.e. the compaction rate and the forces available to compact the medium
further. As the increase in ∇Pc slows down (at t/tc around 2.5 - 3), the thresholds
are approaching the pressure gradient in the zone surrounding the longest fingers.
Thus, the medium is becoming solid-like and we cross over to the compacted regime.
However, the pressure gradients are still 2 - 3 times higher than the thresholds
just outside the tips of the most advanced channels, so they propagate slowly. In
addition, during the fast channel growth, we can assume that ∇Pc is small compared
to the pressure gradients on the most advanced finger tips, where e.g. ∇P can be
around 40 to 60 kPa/cm for the 250 kPa experiment.

Thus, in the growing zone where the granular medium is displaced in front of
the channel, we have that vg ∝ (∇P −∇Pc) on average. This is a Laplacian growth
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(v ∝ ∇P ) if ∇Pc is small, and if the Laplacian field and diffusing field are close
to each other locally. It should result in a fractal dimension around 1.71 for the
growing channel, similar to DLA clusters. However, as shown in chapter 5, we
find fractal dimensions for the invasion patterns to be around 1.5 to 1.6, which
is similar to viscous fingers in porous media [85]. It has been derived for viscous
fingers in porous media that the growth should go like v ∝ (∇P − ∇Pc), where
the thresholds are capillary pressures at the fluid-fluid interface [2, 40]. With noise
in the thresholds (as for disordered porous media) they found fractal dimensions
of the patterns around 1.5 - 1.6, and that the growth is better described by the
Dielectric Breakdown Model (DBM), where v ∝ (∇P )η with η = 2, rather than
DLA. Considering that we see a Bingham type rheology in our experiments, this
could, with noise in the thresholds, be responsible for the channel growth being in
another universality class than DLA and therefore would be better described by
DBM with η = 2.

A more detailed presentation of the methods and results in this study is given in
the related article over the following pages. The article is a proposed paper, planned
to be submitted to Physical Review E in the near future.
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Figure 6.4: Left: Evolution of the linear fit parameter α with time, describing the
average relationship |~vg| ≈ α · |∇P | + c between the velocity magnitude |~vg| and
the pressure gradient magnitude |∇P |. The plots of α are for the experiments with
Pin = 150, 200 and 250 kPa, where the data is collapsed along the time axis by
tc, the time when the compacted zone reaches the outlet boundary. Before the
compaction front reaches the outlet boundary (t < tc), α increase linearly with time
(linear fit = 9.8 · (t/tc)), while for t > tc, α has an exponential decay with time
(exponential fit = 41.68 · e−1.61(t/tc)). In the inset: Examples of linear fits to the
average velocity magnitude as function of pressure gradient. Note that over time
there is an increasing offset from the ordinate axis, corresponding to the threshold
∇Pc = −c/α. For the experiments with Pin = 150, 200 and 250 kPa, the value of
tc is 240, 250 and 170 ms respectively. Right: Evolution of the thresholds ∇Pc as
function of normalized time t/tc for the experiments with Pin = 150, 200 and 250
kPa, where tc = 240, 250 and 170 ms respectively. For t/tc ≤ 1, the thresholds
decrease from 10 - 15 kPa/cm initially to between 1 and 2 kPa/cm (indicated by
the horizontal lines) at t/tc = 1. The power law fit (solid black curve) suggests
that the decrease in ∇Pc is inversely proportional to the square root of time. After
the compacted zone has reached the outlet boundary, for t/tc > 1, ∇Pc begins to
increase with time, faster for higher injection pressure. Then, at t/tc around 2.5
- 3, the increase of the threshold with time slows down. At this point, ∇Pc is
approaching the pressure gradient values |∇P | in the zone surrounding the longest
fingers.
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By means of digital image correlation, we experimentally characterize the deformation of a dry
granular medium confined inside a Hele-Shaw cell due to air injection at a constant overpressure
high enough to deform it (from 50 to 250 kPa). Air injection at these overpressures leads to the
formation of so called pneumatic fractures, i.e. channels empty of beads, and we discuss the typical
deformations of the medium surrounding these structures. In addition we simulate the diffusion of
the fluid overpressure into the medium, comparing it with the Laplacian solution over time, and
relating pressure gradients with corresponding granular displacements. In the compacting medium
we find that the diffusing pressure field becomes similar to the Laplace solution on the order of a
second. However, before the diffusing pressure approaches the Laplacian solution, we find that it
resembles the Laplacian field with the highest pressure gradients on the most advanced finger tips,
and with the pressure gradient screened behind them. We show that the granular displacements
more or less always move in the direction against the local pressure gradients, and when comparing
granular velocities with pressure gradients in the zone ahead of channels, we observe a Bingham
type of rheology for the granular paste (the mix of air and beads), with an effective viscosity µB

and thresholds ∇Pc evolving during mobilization and compaction of the medium. Such a rheology,
with noise in the thresholds could be responsible for placing the pattern growth in a universality
class like viscous fingers in porous media, i.e. the Dielectric Breakdown Model with η = 2, where
fractal dimensions are found between 1.5 and 1.6 for the patterns.

PACS numbers: 83.60.Wc, 81.05.Rm, 47.20.Ma

I. INTRODUCTION

Several processes in engineering, industry and earth
sciences involve pneumatic (gas) or hydraulic (liquid)
fracturing of the soil, which occurs when fluids in the
ground are driven to high enough pressures to deform,
fracture and generate porosity in the surrounding soil or
rock. For example in environmental engineering, pneu-
matic or hydraulic fracturing is done to enhance the re-
moval of hazardous contaminants in the vadose zone (soil
remediation) [1, 2], for soil stabilization injection to en-
sure a solid foundation for structures [3], or in packer
tests for project planning, risk assessment and safe con-
struction of dams and tunnels [4]. In industry, hydraulic
fracturing is done to enhance oil and gas recovery [5–7],
CO2 sequestration [8], water well- and geothermal energy
production [9–11]. The evolution of faults and fractures
at crustal scale can also be affected by fluid flow [12–14]
as well as the rheology of fluid saturated faults [15–17].
Related natural processes such as subsurface sediment
mobilization are studied in earth sciences, where seepage

∗ Also at Department of Physics, University of Oslo, Oslo, Norway;

Correspondence: eriksen@unistra.fr

channels initiate due to erosion of granular soils by the
fluid seeping through [18], leading later to channel and
river network formations [19] - physicists are interested
in the interplay between fluid flow evolution and erosion
patterns [20]. Also, sand injectites, mud diapirs and mud
volcanoes are formed due to pore-fluid overpressure [21–
26]. For example, the Lusi mud volcano in Indonesia is
the biggest and most damaging mud volcano in the world
[27], having displaced 40 000 people from their homes,
and has been active since May 2006. There is an on-
going debate about how it was triggered, i.e. whether it
formed naturally by an earthquake or geothermal process
[28–31], or that it is a man-made consequence of a nearby
drilling operation by a company probing for natural gas
[32].

Fluid injections into granular media has been exten-
sively studied in laboratory experiments and simulations,
where a common method to simplify the problem is to
confine the experiment within a quasi-2-dimensional ge-
ometry, i.e. a Hele-Shaw cell. In [33, 34], the decom-
paction, fluidization regimes, and coupling between air
and granular flow was studied in dry granular media in
open circular and rectangular cells during air injection
at different overpressures. Similar behavior was seen for
the injection of liquid into a granular material initially
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saturated with the same liquid [35], so it is reasonable to
assume that studies of pneumatic fracturing also has ap-
plications in hydraulic fracturing. The patterns formed
during fluid injection into a granular medium, and evo-
lution of the fluid-solid interface, have been found to
resemble Diffusion Limited Aggregation patterns (DLA)
and viscous fingering [36], a fingering instability that oc-
curs when a less viscous liquid is injected into a porous
medium containing a more viscous liquid with which it
cannot mix [37]. As mentioned in [34], the main differ-
ence between the viscous- and granular fingering instabil-
ities is the absence of interfacial tension in the granular
case. For example, the stabilizing forces in viscous fin-
gering are surface forces, while in granular fingering it
is the build-up of friction between particles and against
the confinement. However, both instabilities are driven
by the pressure gradient across the defending medium,
which is largest on the longest finger tips, making more
advanced fingers grow on expense of the less advanced
ones. A notable difference between air injection into a
dry granular medium and a saturated one is that the
overpressure initially diffuses into the packing in the dry
(saturated with compressible air) case, while it is already
a steady-state Laplace field over the defending liquid in
the saturated case.

Further, during air injection into liquid saturated gran-
ular media and suspensions, the characteristics of emerg-
ing patterns and behavior of the media depend on injec-
tion rate, and the competition between mobilized friction
and surface forces [38–51]. For example, one observes
flow regimes such as two phase flow in rigid porous me-
dia [47–51], capillary fracturing, stick-slip bubbles and
labyrinth patterns [38–46]. In the opposite case, during
liquid injection into dry granular media [52], the flow be-
havior goes from stable invasion towards viscous fingering
for increasing flow rate and viscosity of the invading fluid.
At intermediate conditions, fractures open up inside the
invaded region. The same trend is shown in numerical
studies for gas injection into granular media containing
the same gas [53].

Typically, in all processes involving fluid injection into
granular media, there are flow regimes where the medium
has either solid-like behavior or fluid-like behavior. This
is one of the special properties of granular media, which
also have gas-like behavior in some cases [54].

In this paper, we present an experimental study on
deformations and evolution of pressure fields during air
injection into confined granular media. More specifically,
we inject air at constant overpressure into a dry granular
medium inside a Hele-Shaw cell, where air escapes at the
outlet while beads cannot. The motivation of this setup
is to characterize the evolution of the interstitial pressure
as well as deformations surrounding pneumatic fractures
in compacting granular media, and the coupling between
compaction and flow. As opposed to similar experiments
with open outer boundary conditions [33–35], here, after
the flow compacts the medium there is no decompaction.
We thus observe the material behavior (at high enough

overpressure to displace beads) to have a transition from
fluid-like to solid-like during experiments, and that even-
tual invasion patterns will initially resemble viscous fin-
gering in the fluid-like regime, crossing over to stick-slip
fracture propagation as the medium becomes more solid-
like, until it reaches a final structure as the compacted
medium has reached a completely solid-like behavior. A
similar, but smaller system has been studied in numerical
simulations by Niebling et al. [53, 55]. By varying the in-
terstitial fluid viscosity, two flow regimes were identified;
one with finely dispersing bubbles and large scale collec-
tive motion of particles, the other one with build-up of
a compaction front and fracturing. These flow regimes
depend, respectively, on whether the particles are pri-
marily accelerated by the imposed pressure gradient in
the fluid, or interactions through particle contacts. This
in turn depends on the diffusivity of the interstitial fluid
pressure in the granular medium. Due to the confined na-
ture of our experiment, it is thought to be a laboratory
analog to pneumatic and hydraulic fracturing of tight
rock reservoirs where the free boundary at the surface
is very distant from the injection zone. In other words,
in a situation where the fractures stop before reaching
a free surface such that the surrounding medium is not
decompacted. Therefore, new insight into this problem
may have industrial applications in addition to increase
the understanding of flow and transformations in porous
media.
It is also worth to mention a closely related project

[56], where acoustic emissions recorded during the ex-
periments are analyzed. There, it is shown that different
stages of the invasion process can be identified acousti-
cally in terms of characteristic frequencies and distinct
microseismic events. In this paper we characterize the
deformations that are the source of these emissions.

II. METHODS

A. Experimental setup

The experimental setup is a linear Hele-Shaw cell, par-
tially filled with Ugelstad spheres [57], i.e. dry, non-
expanded polystyrene beads with a diameter of 80 ➭m
± 1 %. The cell is made out of two rectangular glass
plates (80×40×2.5 cm in length, width and thickness re-
spectively) clamped together on top of each other with an
aluminum spacer controlled separation of 1 mm. A cell
volume (76×32×0.1 cm) is formed between the plates by
an impermeable sealing tape as shown in figure 1, with
one of the short sides left open (outlet). Next, beads are
filled into the cell by pouring them through the open side
until the packing occupies about 90 % of the cell volume,
followed by closing the open side with a semi-permeable
filter (a 50 ➭m steel mesh) to keep beads inside the cell
while allowing air to escape. The cell is then flipped ver-
tically to place the granular medium against the semi-
permeable outlet by using gravity, resulting in a volume



3

(b)  Side view

(a)  Top view

High

Speed 

Camera

Thickness of granular medium = 1 mm

Granular medium

80 m beads

S
em

i-
p

er
m

ea
b

le
 o

u
tl

et

Inlet 

hole

Impermeable boundary

Air

Impermeable boundary

Im
p

er
m

ea
b

le
 b

o
u

n
d

ar
y

70 cm

3
2

 c
m

Air injection

Air outlet

FIG. 1. Sketch of the experimental setup. (a) Top-down
view of the prepared cell: The granular medium is confined
inside the cell by three impermeable boundaries and an air-
permeable boundary on the outlet side. The granular medium
is placed against the outlet boundary such that it has a linear
interface against a region empty of beads on the sealed inlet
side, where pressurized air can be injected. (b) Side view
of the setup showing the high speed camera placed above.
The glass plates are clamped together with aluminum framing
while the cell gap is controlled with 1 mm thick spacers, which
are not shown here.

packing fraction of approximately ρs = 0.44 ± 0.04, as-
sumed to be more or less uniform across the medium.
This leaves a volume empty of beads on the sealed side
of the cell, opposite to the semi-permeable outlet, with a
linear air-solid interface. An inlet hole on the sealed side
of the cell is connected to a pressurized air tank which
lets us inject air at a constant and maintained overpres-
sure, Pin = Pabs,in−P0 (absolute pressure - atmospheric
pressure), ranging from 5 to 250 kPa. This will force
air to move through the granular medium, towards the
semi-permeable outlet, where Pabs,out = P0 = 100 kPa,
or in terms of overpressure above the atmospheric one,
Pout = 0.

During experiments, the prepared cell is positioned
horizontally. A selected overpressure is set at the pres-
sure tank outlet and verified by a Honeywell pressure
sensor with an accuracy of ±4 kPa. The tubing between
the pressure tank and the cell inlet is equipped with an

electronic valve such that the air injection is started with
a digital trigger signal. Positioned above, with a top-
down view of the cell, a Photron SA5 high speed camera
is started with the same trigger signal, recording the air
invasion at a framerate of 1000 images/s and a resolu-
tion of 1024×1024 pixels (1 pixel ≈ 0.7 mm in the cell).
Light from a 400 W Dedolight studio lamp provides uni-
form and flicker-free illumination onto the white beads
of the medium. A small fraction of the beads (< 10 %)
are dyed black with ink to create tracer particles that
are used for tracking frame-to-frame deformations in the
granular medium. The experiments are run for 10 s, but
typically the fracturing and/or compaction of the granu-
lar medium takes less than 5 s.

B. Image processing

In analysis of the images from the high speed camera,
we investigate the deformation of the granular medium
surrounding the channels formed. We perform image pro-
cessing with Matlab to obtain quantitatively the informa-
tion contained in the images.
The invading structure used as a boundary condition

in the pressure simulations is segmented out by convert-
ing the grayscale raw data into binary images, where the
pixels with value = 1 represent the channel and the pix-
els with value = 0 represent the granular medium. This
is achieved by thresholding each frame in the image se-
quence with the initial image as reference, such that the
pixels having a value less than 30% of the corresponding
initial value are set to 1 (white) and the rest are set to 0
(black), as shown in figure 2 (c).
The frame-to-frame displacement fields are obtained

with Ncorr, a Matlab based Digital Image Correlation
(DIC) software [58, 59]. The basic principle of Ncorr is
to cross-correlate subwindows of one image with an im-
age taken at a later time to obtain displacement vectors
~U(x, y) = u(x, y)~i+ v(x, y)~j located at (x, y) positions in
the first image, indicating the displacement of the sub-
windows between the images. In steps, the principle of
the Ncorr algorithm is as follows:

1. A subwindow at a selected position in the first im-
age is cross-correlated with the succeeding image.
This is done by multiplying the 2D Fourier trans-
form of the subwindow with the 2D Fourier trans-
form of the succeeding image, where the inverse
Fourier transform of the result gives the convolu-
tion of the two images. The pixel with the high-
est value in the convolution yields the displacement
with integer pixel accuracy, i.e. the initial guess.

2. To estimate the displacement with sub-pixel ac-
curacy, a quintic B-spline interpolation of the
graymap is calculated in the vicinity of the initial
guess. This permits image correlation to be evalu-
ated with sub-pixel displacements in this area.
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3. In the interpolated area, the subwindow is itera-
tively translated and deformed in small steps to
find a best match with the succeeding image. The
location of the best match gives the displacement
with sub-pixel accuracy.

4. The full image displacement field is found by the
Reliability Guided DIC method; the remaining sub-
windows are analyzed in queue, one after the other,
by using the obtained displacement of a nearest
neighbor as initial guess. Thus, only steps 2 - 3
are repeated for the remaining subwindows. The
queue of subwindows is updated at each iteration,
such that the algorithm always analyzes the one
with the best correlation at its initial guess.

Furthermore, Green-Lagrangian strains are calculated
from spatial derivatives of the incremental displacement
field as:
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∂v
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)

,

(1)

which for small deformations are similar to small strains:
Exx = εxx = ∂u/∂x, Eyy = εyy = ∂v/∂y, and Exy =
γxy = 0.5 · (∂u/∂y + ∂v/∂x), i.e. when the quadratic
terms can be neglected. Ncorr also includes an algorithm
for obtaining the total Lagrangian displacement from the
incremental displacement fields. See the article by the
developers of Ncorr [58], or the web page [59], for an
in-depth explanation of the software.
In our analysis, we use subwindows with 20 pixels ra-

dius (≈ 14 mm), with their centers separated by a dis-
tance of 3 pixels (≈ 2 mm) on a square grid. We use a
timestep of 1 ms between successive images, thus obtain-
ing incremental displacements on the smallest timestep
possible with our setup. We use the total Lagrangian
displacements to identify the compacted zone as a region
where the total displacement is above a threshold of one
tenth of the pixel size. Examples of a compacted zone
and displacement field are shown in figure 2 (d) and (e).

C. Numerical simulations

We use numerical simulations to estimate the evolution
of local overpressure values P (x, y) = Pabs(x, y) − P0 in
the granular medium during experiments. To do this we
define a grid with (I + 2) × (J + 2) nodes having inte-
ger indices i ∈ [0, I + 1] and j ∈ [0, J + 1]. By adopt-
ing lattice grid step size ∆x = ∆y = 2 mm, I and J
are determined from the length and width of the initial

Total displacement magnitude [mm]

0 302010

(a)

(b)

(c)

(d)

(e)

20 cm

FIG. 2. Image processing examples for a snapshot in an ex-
periment with injection pressure Pin = 200 kPa. (a) Shows
the grayscale snapshot of the initial granular medium (t = 0),
(b) is a grayscale snapshot of the deformed granular medium
at the beginning of channel formation (t = 200 ms), where a
region is emptied of beads (black), (c) shows the correspond-
ing binary image where the emptied structure is shown in
white, (d) indicates the compacted zone in gray, and (e) is
the total magnitude of bead displacement as found with DIC.

granular medium, respectively I = 700 mm/∆x = 350
and J = 320 mm/∆y = 160.
On this grid, a size-matched binary image (whose di-

mensions correspond to the initial granular medium) is
placed such that all interior nodes with indices i ∈ [1, I]
and j ∈ [1, J ] represent points (xi, yj) inside the cell,
where xi = (i− 1/2)∆x and yj = (j − 1/2)∆y. The ori-
gin (x = 0, y = 0) is at the lower left corner of the initial
air-solid interface at the inlet side. By using these points,
we make a discrete representation Pi,j = P (xi, yj) of the
pressure field.
The edge nodes, with indices i = 0, j = 0, i = I + 1

and/or j = J +1, represent boundaries around the gran-
ular medium. Here, we set fixed boundary conditions,
where the pressure at the inlet side is P0,j = Pin, the
pressure at the outlet side is PI+1,j = Pout = 0, and the
sealed sides are set to reflect the pressure just inside these
boundaries; Pi,0 = Pi,1 and Pi,J+1 = Pi,J . In addition,
the pressure inside the channel empty of beads (found
from the binary frames) is held constant at the injection
pressure Pin.
At all other positions, i.e. within the dry granular

medium, the overpressure diffuses through the pore-space
with a diffusion constant given by

D =
κP0

φµ
=

d2φ2P0

180(1− φ)2µ
, (2)

assuming the Carman-Kozeny expression is valid for the
permeability κ [53, 56]. In equation (2), d = 80 m is
the bead diameter, µ = 1.81 ·10−5 Pa·s is the viscosity of
air, and P0 = 100 kPa. Due to deformation, the porosity
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φ is estimated from the binary image at each timestep;
by approximating the solid fraction ρs as uniform in the
medium for the estimation of the permeability, and as-
suming that the invading channel is completely empty of
beads we get

φ(t) = 1− ρs(t) = 1− ρs,0
A0

A0 −Ac(t)
, (3)

where ρs,0 = 0.44 is the initial solid fraction, A0 is the
initial area of the granular medium and Ac(t) is the chan-
nel area as function of time. In our experiments, equa-
tion (3) gives porosities in the range φ ∈ [0.38, 0.56]
(0.56 initially) with corresponding diffusion constants
D ∈ [7.4 ·104, 3.2 ·105] mm2/s (3.2 ·105 mm2/s initially).
The evolution of air pressure P in the granular medium
is given by the equation [53, 60]

∂P

∂t
= D∇2P − ~vg · ∇P − P

φ
∇ · ~vg, (4)

where ~vg = vx~i+vy~j is the granular velocity. By neglect-
ing the source terms corresponding to the internal defor-
mations (this is discussed in the appendix paragraph),

i.e. ~vg = ~0, we solve the diffusion equation for the pres-
sure field

∂P

∂t
= D

(

∂2P

∂x2
+

∂2P

∂y2

)

(5)

numerically during a given timestep with a given diffu-
sion constant by using the Crank-Nicholson scheme [61].
This is done by solving the set of linear equations for all
interior points i ∈ [1, I], j ∈ [1, J ]:

(1 + 2α)Pn+1
i,j

− α

2

(

Pn+1
i−1,j + Pn+1

i+1,j + Pn+1
i,j−1 + Pn+1

i,j+1

)

= (1− 2α)Pn
i,j

+
α

2

(

Pn
i−1,j + Pn

i+1,j + Pn
i,j−1 + Pn

i,j+1

)

,

(6)

where α = D ∆t
(∆x)2 = 1/2, giving ∆t ∈ [6.25 · 10−6, 2.70 ·

10−5] s, and n ≥ 0 is an integer time index such that
t(n) = n∆t. To obtain the pressure diffusion during an
experiment, we go through the sequence of binary images
and let the pressure diffuse for 1 ms per frame (recall-
ing that the framerate is 1000 images/s); when 1 ms is
reached, the air cluster and related boundary condition
is updated with the next image in the sequence, followed
by another 1 ms of diffusion, and so on as a quasi-static
evolution (The result of the previous step is used as initial
pressure field for the following one).
In addition, for each frame we calculate the steady-

state pressure field by solving the 2-D Laplace equation

∂2P

∂x2
+

∂2P

∂y2
= 0. (7)

This is done by iteratively relaxing the pressure [61] at
all interior points i, j:

Pn
i,j =

Pn−1
i−1,j + Pn−1

i+1,j + Pn−1
i,j−1 + Pn−1

i,j+1

4
, (8)

with the same grid and boundary conditions as above,
until it converges at the criterion

RMSE =
I
∑

i=1

J
∑

j=1

√

(Pn
i,j − Pn−1

i,j )2

I · J < Pin · 10−8. (9)

Note that in equations (8) and (9), n is the iteration
number and not a defined time index.
With solutions from equations (6) and (8), we obtain

the evolution of the pressure field over time, as well as
steady-state solutions (solutions of the Laplace equation)
at each timestep. The diffusion equation is more accu-
rate to represent the physical pore pressure field in the
experiments than the Laplace one initially, but the idea
is to compute the Laplace solution to compare if, when
and where, and with what accuracy the growth can be
compared to a Laplacian growth process.

III. RESULTS

As expected, we find the granular medium to exhibit
either a solid-like or fluid-like behavior. In the fluid-like
regime we observe significant deformation, where beads
are displaced by amounts of multiple bead sizes, and
that the granular medium has a behavior much like a
viscous liquid being invaded by air. For example, the
air opens up channels in the medium, and we observe a
granular Saffman-Taylor like instability [37]. However,
due to the boundary conditions we always end up with
a solid-like medium at the end of an experiment, where
there is no apparent deformation or bead displacements,
and the air is reaching the cell outlet by seeping through
the pore-space. Typically, the deformation process dur-
ing the experiments can be separated into 3 stages; the
initial mobilization of beads without significant channel
formation, the channel formation and compaction, and
the compacted stick-slip stage. Depending on the injec-
tion pressure (e.g. for 250 and 50 kPa respectively), the
first stage lasts during the initial 40 - 250 ms, the second
stage in the following 250 - 1650 ms and the final stage
lasts as long as particle rearrangement is possible, typi-
cally a few seconds (2 - 4). Because the system becomes
jammed, little happens after 5 s.
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FIG. 3. Profiles of pressure fields for an experiment with
Pin = 200 kPa, where the profiles show the average pressure
across the cell width (perpendicular to the flow direction).
The profiles are the Laplace solution (blue, solid line) and
the diffusing pressure (red, dashed line), curves from left to
right for each method correspond to the times in the list.

A. Pressure evolution

Figure 3 shows typical profiles Px of the simulated
pressure field as function of depth into the granular
medium, plotted at different times t after the start of
injection. The figure shows profiles for both the steady-
state Laplace solution and the diffusing pressure field at
corresponding snapshots, where the profiles Px are found
as the average pressure across the width of the cell (per-
pendicular to the flow direction). Early in the experi-
ment, just after opening the overpressure valve (t = 1
ms), the diffusing pressure field decays quickly as func-
tion of depth into the medium, with a range less than
10 cm, while the Laplace solution has a linear decrease
of pressure from Pin to Pout across the cell length (70
cm). Thus, the two simulation methods give quite dif-
ferent solutions initially. Over time, both solutions of
the pressure field evolve due to the opening of channels
empty of beads, i.e. they move towards the cell outlet
as the boundary conditions change. In addition, the pro-
file of the diffusing pressure approaches the profile of the
Laplace solution. Thus at later times, e.g. after around t
= 0.8 to 1 second, the two methods give practically equal
solutions for the pressure fields.

To compare the two pressure fields qualitatively, we
look at the evolution of a characteristic depth s of
the pressure field with time, where s is the depth into
the medium where the pressure profile has decayed to
Px(s) = Pin · e−1. In figure 4 the characteristic depth is
plotted as function of time for both the Laplace solution
and the diffusing pressure in 4 different cases I − IV .
Case I is a reference where the granular medium is rigid
with D = 3.2 · 105 mm2/s, solved analytically in 1-D.
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FIG. 4. Evolution of the characteristic depths sL for the
Laplace solution (blue, solid line) and sD for the diffusing
pressure (red, dashed line) as function of time for 4 different
cases: I is a 1-D rigid medium reference solved analytically,
II is an experiment with Pin = 100 kPa, III is an experiment
with Pin = 150 kPa and IV is an experiment with Pin = 200
kPa. The difference sL−sD for the experiments (black, dotted
line) all seem to follow the difference sL−sD for the 1-D rigid
media reference (green, dashed line).

The cases II, III and IV are obtained from pressure
profiles of 2-D simulations using experimental data in-
cluding invasion channels as boundary conditions, with
evolving diffusion constant due to porosity change. The
analytical solution for the 1-D diffusing pressure is

P (x, t) =Pin

(

1− x

L

)

−
∞
∑

n=1

2Pin

πn
sin
(nπx

L

)

e−
n
2
π
2

L2
Dt,

(10)

where L = 70 cm is the system length. We see in eq.
(10) that for increasing time t, the diffusing pressure
goes towards the steady-state Laplace solution P (x) =
Pin

(

1− x
L

)

. The injection pressure is Pin = 100, 150
and 200 kPa in case II, III and IV respectively. In ad-
dition, in figure 4 we plot the difference sL− sD between
the characteristic depth of the Laplace solution sL and
the characteristic depth of the diffusing pressure sD. We
see that for all experiments, the characteristic depth sL
for the steady-state moves towards the cell outlet due to
the channels formed, further and faster with increasing
overpressure. However, the difference sL − sD decrease
similarly with time for all experiments. As mentioned
earlier, we also see here that the two simulation meth-
ods give practically equal solutions after around t = 1 s,
which indicates that the diffusing pressure field is relaxed
to steady-state on the order of a second, about 0.2 to 0.5 s
after the 1-D rigid reference. Since the main evolution of
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channels and deformation usually occur within the first
second of air injection, we use the diffusing pressure so-
lution for the discussions in this article. However, before
the diffusing pressure reaches steady-state, the pressure
behind the most advanced channel tip is similar to the
Laplace solution such that the pressure gradient is more
or less screened here, suggesting that Laplacian growth
dynamics of the channel could be a fair assumption.

B. Initial mobilization and channel formation
stages

The left part of figure 5 shows snapshots of the magni-
tude of granular velocity |~vg| during 10 ms time windows
for an experiment with Pin = 200 kPa. The snapshots
are centered on t = 100, 200, 300, 400, 500 and 600 ms,
showing typical displacements during the initial mobi-
lization and channeling stages. The first snapshot, at
t = 100 ms is in the later part of the initial mobilization
stage. There is still no channels formed, just a slightly
curved air-solid interface with a zone of mobilized beads
in front of it, spanning about half of the cell. The dis-
placement is mainly in the flow direction, and is higher
along the center of the cell and closer to the air-solid in-
terface. The rest of the snapshots, t = 200 − 600 ms,
are taken during the instability and compaction stage.
During this stage, fingers open up and form an invasion
channel over time. The initially large and spread zone of
mobilized beads ahead of the air-solid interface shrinks
in size and magnitude over time, focusing onto the tips of
the longest fingers. The displacements are largest close
to and out from the longest fingers, while there is very
little displacement behind the longest fingers.

The right part of figure 5 shows the absolute values
of the pressure gradient |∇P | for both the diffusing and
Laplacian pressure fields, at the same snapshots as dis-
cussed above. Apart from diffusing or being at steady-
state, both pressure fields have pressure gradients which
are highest on the tips of longest fingers, and has a de-
creasing magnitude but more evenly distributed across
the cell width with distance in front of the longest chan-
nel. The pressure gradients are screened behind the most
advanced fingers. We see that the most displaced regions
in the medium coincide well with the highest pressure
gradients, while ∇P and |~vg| goes towards 0 behind the
longest fingers. This becomes more evident at later stages
when the displacements are more local, as higher pressure
gradients are needed to deform the compacted medium
further. In figure 5 (b) and (c) for the granular velocity,
the mobilized zones have irregular shapes on the front
with relatively large variations in displacement magni-
tude compared to the corresponding pressure gradients
in these regions. This suggests that the displacements in
the compacted zone is not only subject to the local pore
pressure gradient, but also to solid stresses, i.e. forces
related to momentum transfer through bead contacts, as
well as local variations in packing density. In [62], numer-

ical simulations include solid stresses and air vibrations
to evaluate the total stress state inside the cell.
To investigate directional correlation between the driv-

ing force (−∇P ) and the bead displacements (~ug), we
calculate the normalized correlation coefficient for the
directions of the vectors. The normalized correlation co-
efficient Cdir for the direction of two vectors ~a and ~b is
obtained by

Cdir =
~a ·~b
|~a||~b|

= cos θ, (11)

which is the normalized dot-product of the vectors. The
value of Cdir ∈ [−1, 1] gives the cosine of the angle θ be-
tween the vectors, where Cdir = 1 means that they are
perfectly aligned, Cdir = 0 that they are perpendicular,
and Cdir = −1 that they have opposite directions. In fig-
ure 6 (a)-(d) we have used equation (11) to correlate the
directions of −∇P and ~ug at each grid point where |~ug| >
70 ➭m (one tenth of a pixel size) on intervals of 1 ms at
different stages during the deformation. We see that the
correlation is near 1 at all locations and snapshots, sug-
gesting that the beads more or less always move in the
direction of −∇P . To show this fact for all experiments,
the bottom part of figure 6 includes a plot of the aver-
age Cdir (taken over the zones where |~ug| is larger than
one tenth of the pixel size) as function of time calculated
for intervals where the channel length grows by 2.5 %
increments of the final channel length.
Figure 7 shows the evolution of the compacted zones

with time for experiments with different Pin. The com-
pacted zones are obtained by thresholding the total dis-
placement fields (from DIC) with a displacement thresh-
old of 70 ➭m, i.e. one tenth of a pixel size. The result
gives a binary image with white pixels where beads have
been significantly displaced from the initial configuration
and black pixels otherwise. Then, to reduce noise from
the displacement data, the binary images are morpholog-
ically closed to connect nearby clusters of white pixels.
Here, morphological closing is done as follows: first, all
pixels within a distance corresponding to 1 cm from any
white pixel is made white (dilation). Next, in the dilated
image, all pixels within a distance of 1 cm from any black
pixel is made black (erosion). After morphological clos-
ing, we keep only the largest cluster of white pixels and
consider this as the compacted zone. The top plot shows
the depth x into the medium of the most advanced part
of the compacted zones as function of time. For all ex-
periments, it seems to be a common initial behavior for
the expansion of the compacted zone: After the start
of air injection there is typically a delay of around 10
ms before any visible displacement occurs. Then, over
the first 20 to 30 cm into the medium the propagation
is typically a bit faster, at a rate of 8 - 10 m/s, before
crossing over to a slower growth rate typically between
1.5 to 3 m/s. After crossing over to a slower rate, the
compacted zone in the 50 kPa experiment expand at a
more or less constant rate fluctuating around 1.5 m/s
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FIG. 5. Left: Average velocity magnitude |~vg| during time windows of ∆t = 10 ms, centered on t = 100, 200, 300, 400, 500 and
600 ms for snapshots (a) - (f) respectively. The injection pressure is Pin = 200 kPa. A zone of mobile beads builds up on the
cell scale initially, and later focuses onto the most advanced fingers as the medium compacts. Beads behind the most advanced
channel tips are not significantly displaced (Note that we have removed data at the channel, however noise from the erosion

inside it appears in (c) - (e)). Right: The absolute pressure gradient |∇P | =
√

(∂P/∂x)2 + (∂P/∂y)2 for both solutions of the
pressure at the snapshots (a) - (f). The main difference between the diffusing and Laplacian pressure fields is that the diffusing
one has higher pressure gradients close to the air-solid interface and finger tips, while it has lower pressure gradients near the
outlet boundary. At snapshot (f), the gradients start to look similar in magnitude around the channel. In both solutions, the
pressure gradient is screened behind the longest fingers, and the highest magnitudes are on the longest finger tips.

until it reaches the outlet side. Similarly, the compacted
zone in the 250 kPa experiment expands at a more or
less constant rate, but at a higher rate around 3 m/s. In
the 100, 150 and 200 kPa experiments, the compacted
zones has an expansion rate similar to the 250 kPa ex-
periment until they reach a depth of x = 50 - 60 cm into

the medium, where they slow down to about 1.5 m/s,
probably due to jamming and increased friction. The
bottom part of figure 7 shows a visual representation of
the compacted zones over time. The front of the com-
pacted zones seems to be fairly stable, preserving more
or less its initial translational symmetry and an approxi-
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FIG. 6. Top: Normalized correlation between the vector fields
of the negative pressure gradient −∇P and granular displace-
ments ~ug for snapshots separated by 1 ms at different stages of
the deformation during an experiment with Pin = 250 kPa;
(a) is during the initial mobilization, (b) is during the in-
stability stage just after the compaction front has reached
the outer boundary, (c) is during the instability stage with a
more compacted medium, and (d) is in the compacted stage.
The correlation coefficient is the cosine of the angle between
vectors, and is close to 1 in all snapshots, meaning that the
beads are generally displaced in the direction against the pres-
sure gradient, i.e. in the direction of the driving force. Dis-
placement magnitudes less than one tenth of a pixel size (≈
70 ➭m) are considered noise and not included (gray). Bottom:
The average correlation coefficient in areas with displacement
magnitude above the noise level is plotted as function of time
for the experiments analyzed, showing that the normalized
correlation coefficient between −∇P and ~ug is close to 1 over
time in all cases.

mately linear shape, for the lower injection pressures (50
- 150 kPa), while initially for 200 and 250 kPa the fronts
are more rough. This initial roughness could be due to
granular stress reaching further than the influence of the
pore pressure gradient, since the pore pressure gradient
diffuses and promotes a stable front (see interpretation in
[53]). At longer times, the presence of the straight outer
boundary increases granular friction, and could influence
the diffusing field, which leads again to a straighter front.
The rate of compaction of the medium during exper-

iments is quantified by evaluating the incremental volu-
metric strain, which is the sum of the incremental normal
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FIG. 7. Top: Depth of the compacted zones into the medium
plotted as function of time for experiments with different in-
jection pressure. The inserted slopes (dashed lines) indicate
velocities for reference. Typically, the compacted zone reaches
the outer boundary between t = 150 and 250 ms after the
start of injection, however for the lowest pressure it takes
around 380 ms. The propagation of the compacted front has
a common behavior for all experiments initially. First there
is a 10 ms delay after the start of injection until any visible
deformation is observed, then the expansion is typically faster
(≈ 8 m/s) over the first 20 to 30 cm before crossing over to a
slower growth rate. The compacted zone in the 50 kPa exper-
iment expand at a rate averaging around 1.5 m/s, while in the
250 kPa experiment the rate fluctuates around 3 m/s. In the
100, 150 and 200 kPa experiments the compacted zones ex-
pand at a rate similar to the 250 kPa experiment until a depth
of x = 50 to 60 cm, where they slow down, probably due to
jamming of the system, but continue to propagate at an av-
erage rate around 1.5 m/s as the pressure gradients increase.
Inset: Time tc when the front hits the outlet as function of
Pin. Bottom: Visual representation of the evolution of the
compaction zones where the color code represents the time of
the snapshot.
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strains εv = εxx + εyy estimated with DIC (we assume
a 2-D geometry such that εzz = 0 due to the rigid cell
plates). The volumetric strain rate ε̇v (or divergence of
the granular velocity ∇ · ~vg) is found from incremental
volumetric strain as εv/∆t. Snapshots of the volumetric
strain rates in the medium are shown on the top in figure
8, again for the same snapshots (a) - (f) as in figure 5.
The compacting zone (negative ε̇v), expands in the flow
direction from the cell inlet towards the outlet side. Typ-
ically during channel growth, most of the compaction of
the medium occurs in front of the channel. Before the
compacted zone hits the outlet side (in (a) and (b)), the
strain rate seems similar in the compacting areas, while
in (c) and (d) it seems to be higher closer to the chan-
nel tip. As the channel growth stops during (e) and (f),
the compaction rate decreases. There is also some small
zones of decompaction close to the air-solid interface as-
sociated with the opening of finger tips, where beads may
be pushed away from each other.
The bottom of figure 8 shows snapshots of the shear

rate γ̇xy during the flow, found from incremental shear as
γxy/∆t. The snapshots suggest that the displacements
are highest in front of the growing channels and decrease
with perpendicular distance away, similar to laminar flow
in a pipe where the displacement is highest along the
center. This shows that the beads in front of the growing
channel are sheared in addition to compacted. During
the invasion, we observe that local deformations outside
separate branches have the same behavior as the cell scale
deformation around the main channel.

C. Compacted stick-slip stage (source shape for
acoustic emissions)

The final stage begins when the system is more or less
jammed at the cell scale. At this point, the fingers grow
slowly and do not deform the medium on a global scale
anymore. However, we also observe random and sudden
jumps of channel growth, probably due to particle rear-
rangements in the vicinity of the finger tips. Figure 9
shows a more detailed analysis of the deformations dur-
ing a stick-slip event in the compacted stage, where 6
successive snapshots of 1 ms intervals display the volu-
metric strain, displacement magnitude, shear strain, and
the correlation between the directions of displacement
and opposite pressure gradient during each snapshot. A
stick-slip event in this system usually lasts for 5 - 10 ms
and the channel tips can propagate up to 3 - 5 mm dur-
ing this time. The typical steps of a stick-slip event are
summarized in the figure: Initially, there is very little dis-
placement since we are in the compacted stage. Suddenly
an area ahead of the channel compacts due to rearrange-
ment of beads, causing an area just in front of the channel
tips to decompact. The decompacted area re-compacts
as a decompaction-compaction front moves from the ini-
tially rearranged area towards the channel. The channel
tips expand quickly when the decompaction-compaction

front reaches them, and since the front moves towards
the channel, the channel tip closest to the rearranged
beads expands before the ones further behind. After the
stick-slip event has occurred, the system is back to a
jammed state. In addition, we see that the medium is
slightly sheared just in front of the channel, and that the
displacements are in the direction against the pressure
gradient also during stick-slip. This type of event gener-
ates intermittent acoustic emissions, as reported in [56].
This spatio-temporal source shape is characteristic of a
seismic pulse [63]. Acoustic localization of such events is
discussed in [64].
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FIG. 8. Top: Volumetric strain rate ε̇v = ∇ · ~vg in snapshots centered at t = 100, 200, 300, 400, 500 and 600 ms for snapshots
(a) - (f) respectively, for an experiment with Pin = 200 kPa. Most of the compaction (negative ε̇v) occurs in front of the main
channel, but some compaction at a lower rate happens on the sides of it. Bottom: Shear rate γ̇xy during the snapshots (a) -
(f). The sheared regions coincide with the compacting regions, while there is little shear strain behind the longest fingers. We
see lines out from the most advanced channel tips separating regions where the shear has opposite signs. These lines can be
interpreted as follows; if the shear changes sign from positive to negative across a line (going in the positive y-direction), it
means that the displacement is higher along the line than the surrounding medium. If the change is from negative to positive,
the medium is displaced less along the line than the surrounding medium. The legend on the bottom relates flow behavior
with the colors in the deformation map (the shear strain seen here is due to flow from left to right in front of the channel, or
up/down on the sides of the main channel).



12

FIG. 9. Deformations during a stick-slip event in an experiment with Pin = 250 kPa. The snapshots show deformations in a
zoomed in region on successive 1 ms intervals, where the time increases from top to bottom. The columns from left to right
show: volumetric strain εv, displacement magnitude |~ug|, shear strain γxy, and Cdir, the normalized correlation coefficient
between displacements and negative pressure gradient ~ug and −∇P . The thumbnail on the top indicates the location of the
zoomed in region. A stick-slip event typically lasts between 5 to 10 ms, and the finger tips may expand up to 3 - 5 mm.
The deformations shown in the snapshots are typical: Initially there is little deformation (compacted stage) until beads in a
region in front of the channel rearrange and compact. Consequently, beads in a zone adjacent to the finger tips de-compact
and the fingers propagate as this zone re-compacts, i.e. a de-compaction/compaction front moves from the initially rearranged
zone towards the channel and the fingers expand as the front reaches them, such that the closest fingers expand first. The
displacements are in the direction of −∇P , and the medium is also sheared slightly in front of the channel.
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D. Flow in front of channels

In this section, we present some measurements on the
average flow ahead of the growing main channel in an
experiment with Pin = 250 kPa, i.e. in a region of in-
terest only covering the length between the channel tip
and the outlet side, as well as spanning the central half
width of the cell. The average velocity profiles vx in the
flow direction are shown as function of distance ahead of
the channel tip for different snapshots in figure 10. The
profiles are found as the average u-displacement across
the width of the region during time windows of ∆t = 10
ms, divided by the duration of the time window. The left
plot in the figure shows vx(x) at selected snapshots be-
fore the compaction front has reached the outlet side, and
the right plot shows vx(x) at times after the compaction
front has reached the outlet side. We see that before the
compaction front hits the outlet, the velocity in front of
the channel increases with time, also for an increasing
range, and that the velocity has a roughly linear decreas-
ing trend with distance ahead of the channel along the
first ≈ 20 cm of the compaction zone. This suggests that,
on average, the compacting strain rate (divergence of vx)
is roughly constant with x in the bulk of the compaction
zone. The profiles change character after the compaction
front has hit the outlet; we now find the velocity in front
of the fingers to decrease with time, and that the velocity
decreases like an exponential decay with distance ahead
of the channel, suggesting that the compaction rate is
higher closer to the channel.
The profiles for the velocity vy perpendicular to the

x−direction are plotted in figure 11 for selected snapshots
during channel growth. The profiles show the average
velocity along the cell width, in a narrow region of 2.5 cm
thickness located ≈ 1.5 cm ahead of the growing channel.
The plot indicates that beads move perpendicularly away
from a position close to the most advanced channel tip,
with initially increasing velocity as function of distance
away from it, indicating decompaction in the y−direction
close to the tip. Then at positions further away, the
medium is compacted. The magnitude of vy decreases
with time as the medium compacts.
The velocity magnitude in the considered region of in-

terest (rectangular area between the channel tip and the
outlet side spanning the central half width of the cell)
is found to have a scattered, but more or less linear re-
lationship with the pressure gradient on average. The
coefficient α from linear fits (shown in the inset of figure
12)

|~vg| = α|∇P |+ c (12)

describing the average increase of velocity due do an in-
crease of ∇P is plotted as function of time for the ex-
periments with Pin = 150, 200 and 250 kPa in figure
12. To collapse the data along the time axis, we use
the normalized time t′ = t/tc where tc is the time when

the compacted zone reach the outlet side for the respec-
tive experiments (found from figure 7). Respectively, for
Pin = 50, 100, 150, 200 and 250 kPa, tc = 380, 240, 230,
250 and 170 ms. We see for all experiments that for times
before the compacted zone hits the outlet (t′ < 1), α in-
creases linearly with time. Then, after the compaction
front has reached the outlet side (t′ > 1), α seems to
have an exponential decay with time. The inset in figure
12 shows that there is a cutoff threshold ∇Pc such that
|~vg| = 0 if ∇P < ∇Pc. The cutoff threshold can be found
by rewriting equation (12) to |~vg| = α(∇P−∇Pc), giving
∇Pc = −c/α. The forces displacing beads in the granular
medium are related to the pore pressure gradient −∇P ,
as well as normal and shear solid stresses at contacts be-
tween beads. We do not resolve the solid stresses from
the experiments (it is however evaluated in [62]), but if
the main force felt by the medium is due to −∇P , it sug-
gests a non-Newtonian rheology for the granular medium
between the plates. Assuming a Bingham type rheology
where

~vg = − h2

µB
(∇P −∇Pc), (13)

and h is the cell gap, the granular paste has an effec-
tive viscosity µB = h2/α. Then, our results in figure 12
suggest that

µB =
h2

α
=

10−6 m2

9.8 (cm2/kPa · s)
tc
t

=
10−6 m2

9.8 · 10−7 (m2/Pa · s)
tc
t

∼ tc
t

Pa · s

(14)

before the compacted zone reaches the outlet boundary,
where tc = 380, 240, 230, 250 and 170 ms for Pin = 50,
100, 150, 200 and 250 kPa respectively (from the inset
in figure 7). After the compacted zone has reached the
outlet boundary, the effective viscosity increases as

µB =
h2

α
=

10−6 m2

41.68 (cm2/kPa · s)e
β(t/tc)

=
10−6 m2

41.68 · 10−7 (m2/Pa · s)e
β(t/tc)

∼ (0.24 Pa · s) · eβ(t/tc),

(15)

with β = 1.61 (from figure 12), and tc from the inset
in figure 7. Thus |~vg| → 0 for t ≫ tc, and similarly
|~vg| = 0 for small times t → 0, i.e. the medium is solid-
like at these times. The threshold ∇Pc evolves during
experiments as shown in figure 13 for the experiments
with Pin = 150, 200 and 250 kPa. The data has been
collapsed along the time axis as in figure 12. We see that
the average thresholds ∇Pc decrease similarly before the
compacted zone reaches the outlet boundary, decreasing



14

Distance ahead of channel, x [m]
0 0.1 0.2 0.3 0.4 0.5 0.6

V
e
lo

c
it
y
 i
n
 f
ro

n
t 
o
f 
c
h
a
n
n
e
l,
 v

x
 [
m

/s
]

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

20 ms
40 ms
60 ms
80 ms
100 ms
120 ms

(a)

Distance ahead of channel, x [m]
0 0.1 0.2 0.3 0.4 0.5 0.6

V
e
lo

c
it
y
 i
n
 f
ro

n
t 
o
f 
c
h
a
n
n
e
l,
 v

x
 [
m

/s
]

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

200 ms
250 ms
300 ms
350 ms
400 ms
450 ms

Slope = -(12 m-1)x 

(b)

FIG. 10. Average velocity profiles vx plotted as function of distance ahead of the channel for different snapshots, where (a) is
before the compaction zone reaches the outlet boundary and (b) is after. The insets show the corresponding profiles in semi-log
plots. In (a) the decay of vx with increasing x is more or less linear in the bulk of the compaction zone, while in (b) vx seems
to have an exponential decay.
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FIG. 11. Average velocity profiles vy at 1.5 cm ahead of the
channel tip are plotted as function of distance from the center
line of the cell, for snapshots during channel growth. The
magnitude of the velocity decays with time, but the profiles
show that the medium flows away from the channel tip, with
positions indicated by open circles.

from ∇Pc between 10 and 15 kPa/cm initially, down to
a minimum around 1 - 2 kPa/cm at around the time
the compacted zone reaches the outlet boundary. The
decrease in ∇Pc with time seems to fluctuate around the
fit

∇Pc =
∇Pc,min√

t

√
tc (16)

as indicated in figure 13 for t ≤ tc, where ∇Pc,min is
around 1.5 kPa/cm. After the compacted zone has hit the
outlet boundary, the thresholds begin to increase, faster
with higher injection pressure. This probably depends
on the injection pressure and the speed of the invading
channel, i.e. the compaction rate and the forces available
to compact the medium further. As the increase in ∇Pc

slows down (at t/tc around 2.5 - 3), the thresholds are
approaching the pressure gradient in the zone surround-
ing the most advanced finger tips. Thus, the medium is
becoming solid-like and we cross over to the compacted
regime. However, the pressure gradients are still 2 - 3
times higher than the thresholds just outside the tips of
the most advanced channels, so they propagate slowly. In
addition, during the fast channel growth, we can assume
that ∇Pc is small compared to the pressure gradients on
the most advanced finger tips, where e.g. ∇P can be
around 40 to 60 kPa/cm for the 250 kPa experiment.
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FIG. 12. Evolution with time of the fit parameter α, pro-
portional to the inverse of Bingham effective viscosity of
the granular medium, describing the average relationship
|~vg| ≈ α · |∇P | + c between the velocity magnitude |~vg| and
the pressure gradient magnitude |∇P |. The plots of α are for
the experiments with Pin = 150, 200 and 250 kPa, where the
data is collapsed along the time axis by tc, the time when the
compacted zone reaches the outlet boundary. Before the com-
paction front reaches the outlet boundary (t < tc), α increase
linearly with time (linear fit = 9.8 · (t/tc) cm

2/(kPa·s)), while
for t > tc, α has an exponential decay with time (exponential

fit = 41.68 · e−1.61(t/tc) cm2/(kPa·s)). In the inset: Examples
of linear fits to the average velocity magnitude as function of
pressure gradient. Note that over time there is an increasing
offset from the ordinate axis, corresponding to the threshold
∇Pc = −c/α. For the experiments with Pin = 150, 200 and
250 kPa, the value of tc is 230, 250 and 170 ms respectively.

FIG. 13. Evolution of the thresholds ∇Pc as function of nor-
malized time t/tc for the experiments with Pin = 150, 200
and 250 kPa, where tc = 230, 250 and 170 ms respectively.
For t/tc ≤ 1, the thresholds decrease from 10 - 15 kPa/cm ini-
tially to between 1 and 2 kPa/cm (indicated by the horizontal
lines) at t/tc = 1. The power law fit (solid black curve) sug-
gests that the decrease in ∇Pc is inversely proportional to the
square root of time. After the compacted zone has reached
the outlet boundary, for t/tc > 1, ∇Pc begins to increase
with time, faster for higher injection pressure. Then, at t/tc
around 2.5 - 3, the increase of the threshold with time slows
down. At this point, ∇Pc is approaching the pressure gradi-
ent values |∇P | in the zone surrounding the most advanced
finger tips.
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IV. DISCUSSION AND CONCLUSION

In the comparison of the steady-state pressure field
with the diffusing pressure field, we found that the dif-
fusing pressure reaches the steady-state Laplacian solu-
tion after around 1 s, which is after the main growth of
the channels stops. For reference, in the analytical rigid
1-D medium with the same porosity as the initial gran-
ular medium, the diffusing pressure reached steady-state
after around 0.7 s. During channel growth, the diffus-
ing pressure is similar to the Laplacian pressure in terms
of the screening of pressure gradients behind the longest
finger tips, as well as having the highest pressure gradi-
ents located on the tips of the longest fingers. However,
during the fast channel expansion, the magnitude of pres-
sure gradients (|∇P |) in the diffusing pressure field may
be up to 1.5 - 2 times higher than in the Laplace solu-
tion in a region close to the most advanced finger tips.
When comparing the pressure magnitudes (P ), the dif-
fusing pressure behind the most advanced finger tips is
typically ≥ 95 % of the Laplace solution (not exceeding
100 %), while in a region surrounding the most advanced
finger tips (up to about 1.5 cm ahead) the diffusing pres-
sure is typically ≥ 90 % of the Laplace solution (not
exceeding 100 %).

The compacting part of the medium, as shown in figure
7 initially expand in the direction from the inlet towards
the outlet, and in all our experiments they reach the out-
let boundary shortly after the start of injection, typically
after t = 170 to 250 ms (380 ms for the 50 kPa exper-
iment). The strain rates in figure 8 shows that there is
a compacting strain rate across the medium, indicating
that the beads are moving faster in the flow direction
closer to the invading channel, while the shear rates in
the same figure indicate a shear flow where the fastest
displacements occur in front of the finger tips, aligned
in the growth direction of the fingers. When the com-
pacted zone hits the outlet boundary, the medium more
or less instantly becomes harder to displace; The medium
exhibits a Bingham like rheology, and before the com-
paction front hits the outlet, the pressure gradient ∇Pc

needed to displace beads appears to decrease with time
as the medium mobilizes, while after the compacted zone
hits the outlet ∇Pc crosses over to increase with time.
Similarly, if −∇P is the main driving force, an effective
viscosity µB of the medium is suggested to decrease in-
versely with time before the compacting zone reaches the
outlet. After that, it increases exponentially with time
due to jamming of the confined system.

In terms of fracture dynamics for the opening of chan-
nels, the deformation shown in figure 8 suggests that the
channel propagates by mode II fracturing with out of
plane shear, i.e. shear planes along the confining plates,
plus some in plane shear along the sides of directions ema-
nating from the most advanced fingers empty of beads. In
other words, the channel is pushing the material in front
of it to propagate. At the same time, the typical displace-
ments outside channel tips shown in figure 11 indicate a

mode I fracture opening, as beads are pushed out to the
sides in front of finger tips. Therefore, we suggest that
the channels propagate with a mixed mode I/II opening
at the tips. This is consistent with the pressure gradients
which are pointing radially inwards to the finger tips, and
is also supported by findings in [64] where the mechanics
leading to acoustic emissions are observed (based on the
polarisation on the sensors) to have two different types;
compaction/relaxation or shearing. From the correlation
between displacement vectors and the pressure gradient
in figure 6 we find that all bead displacements occur in
the direction against the pressure gradients, even in sud-
den stick-slip deformations (figure 9) where one could
assume that some beads could be forced in random di-
rections by contact forces in the compacted medium. Of
course, this may happen inside the medium where we do
not have any way of tracking beads, however it did not
seem to happen in the visible top-layer.

As we showed in figure 9, it is possible to detect and
track the evolution in space and time of the slip veloc-
ity field in zones of rearranging beads during stick-slip
events lasting less than 10 ms by using DIC. This could
prove as a useful tool in the development of acoustic lo-
calization techniques by experiments assisted with op-
tical data, where energy release from distinct events of
shearing and compacting media can be used to estimate
a location for the source region as in [65]. In such setups
it is an advantage to know the kinds of deformations
happening, and where they happen, in order to validate
measurements and methods. In addition to localization,
deformation data can be an aid in discovering mecha-
nisms of characteristic acoustic emissions during chan-
nel formation, such as discussed in [56]. For example,
we have observed that the channel propagation typically
features small stick-slip events rather than propagating
in a smooth movement, especially towards the later part
of the compaction stage. Perhaps this can be detected as
distinct acoustic events, and even be used for localizing
the channel tip during growth.

In the growing zone, where the granular medium is
displaced in front of the channel, we found that vg ∝
(∇P − ∇Pc) on average. This is a Laplacian growth
(v ∝ ∇P ) if ∇Pc is small, and if the Laplacian field and
diffusing field are close to each other locally. It should
result in a fractal dimension around 1.71 for the growing
channel, similar to DLA clusters [66] and viscous fingers
in empty Hele-Shaw cells [37]. However, we find fractal
dimensions for the invasion patterns to be around 1.5 to
1.6, which is similar to viscous fingers in porous media
[67]. It has been derived for viscous fingers in porous
media that the growth should go like v ∝ (∇P − ∇Pc),
where the thresholds are capillary pressures at the fluid-
fluid interface [49, 68]. With noise in the thresholds (as
for disordered porous media) they found fractal dimen-
sions of the patterns around 1.5 - 1.6, and that the growth
is better described by the Dielectric Breakdown Model
(DBM), where v ∝ (∇P )η with η = 2, rather than DLA.
Considering that we see a Bingham type rheology in our
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experiments, this could, with noise in the thresholds, be
responsible for the channel growth being in another uni-
versality class than DLA and therefore would be better
described by DBM with η = 2.
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APPENDIX

Here is a discussion of why we neglect the granular
displacements in the simulations of the pore pressure dif-
fusion. When including the granular velocity, the contri-
bution of the second term on the right side of eq. (4) in
eq. (6) would be

βx(P
n+1
i+1,j − Pn+1

i−1,j) + βy(P
n+1
i,j+1 − Pn+1

i,j−1)

on the left side and

−βx(P
n
i+1,j − Pn

i−1,j)− βy(P
n
i,j+1 − Pn

i,j−1)

on the right side,

(17)

where βx = ∆t
4∆x (vx)i,j and βy = ∆t

4∆x (vy)i,j . A typical
peak in granular velocity in our experiments is |~vg| =
1 m/s, which together with the largest timestep in the
simulations ∆t = 2.70 · 10−5 s gives βx,max = βy,max =
3.4 · 10−3 ≪ α/2. Similarly, the contribution of the third
term on the right side of eq. (4) in eq. (6) would be

γPn+1
i,j on the left side and

−γPn
i,j on the right side,

(18)

where γ = ∆t
2φ (ε̇v)i,j , and ε̇v = ∇ · ~vg. A typical peak in

the volumetric strain rate in our experiments is |ε̇v| = 2.5
s−1, which together with the largest timestep in the sim-
ulations ∆t = 2.70 · 10−5 s and lowest porosity φ = 0.38
gives |γmax| = 8.9 · 10−5, which is also negligible. Thus,
we approximate the evolution of the pressure field by
solving equation (6), neglecting granular flow and com-
paction/dilation.
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Flekkøy, and B. Sandnes. Numerical approach to
frictional fingers. Phys. Rev. E 92:032203, 2015.
doi:10.1103/PhysRevE.92.032203.

[45] B. Marks, B. Sandnes, G. Dumazer, J. A. Eriksen,
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and B. Sandnes. Pattern formation of frictional fin-
gers in a gravitational potential. arXiv:1605.07436v1
[physics.flu-dyn], 2016.

[47] M. Moura, E. A. Fiorentino, K. J. Måløy, G. Schäfer,
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Chapter 7

Reactive flow in fractured chalk

7.1 Motivation

In addition to the experiments discussed in chapters 3 - 5, we began a preliminary
experimental study on the slow transformation process of chemically evolving frac-
tures in carbonate reservoir rock. We wanted to characterize the local evolution of
fracture surfaces subject to different durations of reactive flooding with the same flow
rate, to look for typical behaviors. For example, we were interested in the amount
of dissolution/precipitation as function of the initial fracture aperture, impact of
flow direction, and evolution of fracture surface roughness for different durations of
reactive flooding. In addition, we wanted to develop experimental methods for fur-
ther experiments such as measuring the impact of the reaction on the surrounding
stresses in the rock. In this chapter, the current methods and results are presented.

7.2 Methodology

7.2.1 Samples and sample preparation

The samples are cylindrical core samples of ”Limit Obourg Nouvelles” chalk from
the CBR Harmignies quarry in the Mons basin in Belgium, i.e. upper cretaceous
chalk retrieved from around 30 meters depth. Chemically speaking, it is a form of
limestone composed of calcite (CaCO3). The samples have a diameter of 38.1 mm
and are cut into pieces with lengths varying between 17 and 26 mm. The average
porosity of the chalk is 0.43, found by measuring the weight difference of samples
when they are dry and saturated with water.

In these experiments, we want to investigate the evolution of fractures during
reactive flow, so in the sample preparation we break the samples into two pieces
through the diametrical plane. This is achieved in a Brazilian test cell as shown in
figure 7.1. The breaking process is done as follows; first, the sample is fitted with
a protective plastic jacket to limit the damage where the stress is applied. Then
it is placed in the brazilian test cell, where a normal stress is applied across the
diametrical plane of the sample. The load is applied on the cell plates holding the
sample by a hydraulic piston, with an increasing force at a rate of 100 N per minute.
The loading is continued until the sample fails and has a fracture opening across
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Figure 7.1: The Brazilian test cell. Left: Photo of the rig and test cell. Middle: A
sketch of the cell; the sample is held between two rounded plates, where the bottom
plate is fixed and the top plate can move vertically. During the Brazilian test, a
piston applies a downward force on the top plate. The piston moves downwards in
a smooth movement, increasing the force on the top plate at a rate of 100 N per
minute. This continues until the sample fractures. Right: Sketch of the stress and
deformation of the sample; normal stress from the cell plates leads to tensile strain
in the diametrical plane of the sample. When the yield strength of the sample is
reached, a tensile fracture opens and goes through the diametrical plane, splitting
the sample in half.

the diametrical plane due to tensile strain. With this method, we always observed
the fracture to go across the sample in one quick event. The samples have a tensile
strength between 0.4 and 0.7 MPa, corresponding to a load of around 1 to 1.3 kN
from the piston. The brazilian tests take from 3 to 5 minutes when starting with a
load of 0.8 kN (applied with a manual lever when inserting the sample).

7.2.2 Reactive flooding

For the reactive flooding experiments, the samples are put back together and inserted
into a rubber jacket with an inner diameter similar to the sample diameter. To secure
the sample, excess space in the rubber jacket is occupied by a spacer, i.e. a metal
cylinder with the same diameter as the sample and a 1 cm hole through the principal
axis. Then, the assembled sample is put inside a Hassler cell as shown in figure
7.2. The Hassler cell is a cylindrically confined flow cell, where the confinement is
provided by a pressurized fluid outside the rubber jacket, isolated from a fluid inlet
and outlet to the sample inside the rubber jacket. We used a 700 kPa confining
pressure provided by pressurized nitrogen, found to be sufficient for the conditions
in our experiments as well as very clean and easy to use (instead of e.g. oil).

A Quizix QX pump system connected to the cell inlet enables precise control
of the flow rate, which we set to 0.1 ml/min for all the experiments, as well as the
possibility for changing between distilled water (measured pH = 6.1, due to absorbed
atmospheric CO2) and chalk saturated water (measured pH = 9.9).
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Figure 7.2: The Hassler cell. Top: The assembled Hassler cell; A indicates the
sample chamber, B indicates the confining pressure inlet/outlet valve, and C indi-
cates the inlet and outlet caps. Tubing allowing fluids into or out of the sample is
connected through these caps. Bottom: Sketch of the interior of the sample cham-
ber; The sample and spacer are confined inside the rubber jacket under a confining
pressure of 700 kPa (Nitrogen gas). The inlet and outlet tubing permits fluid flow
through the confined sample, where distilled water is injected at 0.1 ml/min during
experiments. The inlet/outlet caps shown in the top photo are used to clamp the
inlet plate, sample, spacer and outlet plate together, while the rubber jacket isolates
the flooding experiment from the pressurized confining gas.
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The saturated water is prepared by putting some chalk samples and distilled
water in a container, and let the water saturate for about 24 hours. Before use,
possible particles are filtered out of the water by a 20 micron filter. The saturated
water is used in the beginning of the experiment to flood the system, i.e. saturated
water is pumped into the initially dry system, and when saturated water is coming
out at the outlet side the injected fluid is switched to distilled water. Due to the
volume of tubing on the inlet side, the reactive flow reaches the sample after about 45
minutes. So the start of reactive flow experiment is considered to begin 45 minutes
after changing to distilled water. The reactive flooding experiments were performed
for different durations ranging from 4 hours to 41 hours.

7.2.3 Obtaining local surface profiles

We use a Wyko NT1100 White Light Interferometer (WLI) microscope in Verti-
cal Scanning mode (VSI) to obtain local 3-D profiles of the fracture surfaces. The
method is based on the short coherence length of white light, and that the inter-
ference fringes have peak intensity when the test beam (reflecting off the sample)
has the same optical path length as the reference beam (fixed length). The layout
of the interferometer is shown in figure 7.3. The objective is moved vertically while
tracking its vertical offset with a piezo-electric translation stage. The reflected beam
forming an image on the CCD screen is a combination of the reference beam and
the test beam (re-combined at the beam splitter), which will have peak intensity if
the two beams have travelled the same optical length. As the objective is moved,
the CCD image is recorded at each step. An algorithm finds the vertical position
with highest intensity for each pixel and makes a 3-D profile of the scanned surface
with this information. In a WLI setup with a broadband light source, we will only
see interference fringes in the short range of the coherence length, where the wave-
lengths in the reflected beam have almost the same phase conditions as the light
source. Outside the range of the coherence length, the phases and interferences are
randomly distributed, and no interference fringes are observed.

The dependence of the correlogram width on the coherence length and central
wavelength is briefly explained by assuming a Gaussian spectrum for the emitted
light [86]. The normalized spectral density function is defined according to

S(ν) =
1√
π∆ν

e−
ν−ν0
∆ν , (7.1)

where ∆ν is the effective 1/e-bandwidth and ν0 is the mean frequency. The auto-
correlation function of the light field, which is measured at the CCD screen for each
pixel, is given by the Fourier transform of eq. (7.1) as

k(τ) =

∫

∞

−∞

S(ν)e−i2πντdν = e−(πτ∆ν)2 · e−i2πν0τ . (7.2)

By rewriting eq. (7.2) with ν0 = c/λ0, Lc = c/(π∆ν), and τ = 2(z − z0)/c, we
can describe the intensity measured at the CCD plate as function of z, the distance
from the sample to the beam splitter. Here, c is the speed of light, λ0 is the central
wavelength, Lc is the correlation length, and 2(z − z0) is the optical path difference
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where z0 is the distance of the reference mirror from the beam splitter. By assuming
that the reference and test beams have the same intensity I0, the intensity measured
at a pixel in the CCD screen is given by

I(z) = I0ℜ{1 + k(z)} = I0

(

1 + e−4( z−z0
Lc

)
2

· cos
(

4π
(z − z0)

λ0

))

. (7.3)

Equation (7.3) shows that the intensity distribution is formed by a Gaussian
envelope, and a periodic modulation of period λ0/2. While a real correlogram is more
distorted than this ideal case, it shows the strong dependence of the correlogram
on the central wavelength λ0 (in the range of 400 - 700 nm for visible light) and
coherence length Lc of the light source (usually on the order of microns). This shows
that we will only observe an interference pattern for a small range of (z − z0), and
will be focused on different elevations of the sample during scanning.

The output data from the interferometer is an image of width W and height
H where the pixels contain elevation values h(x, y) at each pixel position in the
measured area (1 pixel size≈ 2 ➭m). The fracture surfaces are profiled on both pieces
of the sample, before and after the flooding experiments. Since the surface profiles
are local (areas between 4× 5 mm and 8× 8 mm), we drill 1.5 mm benchmark holes
in the samples to measure roughly similar areas in the succeeding measurements.
Resulting 3-D profiles for similar areas on the opposing fracture surfaces of a sample
(side A and side B) are shown in figure 7.4. During data processing, tilt of the
profiles is removed by subtracting a linear plane fitted to the profile data. To align
surface profiles before and after experiments (same piece of the sample, e.g. side
A with side A), the profiles are cross-correlated during translational and rotational
displacements, such that they are best aligned at the highest correlation coefficient.
Aligning profiles of opposing fracture surfaces of the same sample (side A with side
B) is done in the same fashion, but first the side B profile is been multiplied with -1
and flipped along the x-axis. This is done to represent the surface elevation hB in
the same direction as hA, and to account for the mirroring of the fracture surfaces
(it corresponds to rotating the profile 180 degrees about the y-axis). An example of
aligned profiles from opposing surfaces is shown in figure 7.5.
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Figure 7.3: The Wyko NT1100 optical profiling system. Left: Photo of the equip-
ment with the sample under the microscope objective (inside red circle). Right:
Principle of the Mirau interferometer; Incident white light goes through the micro-
scope lens and hits a beam splitter plate (semi-transparent mirror), splitting the
beam into a reference beam and a test beam. The reference beam reflects off a mir-
ror at a fixed position in the objective, while the test beam reflects off the sample.
Then the two beams combine at the beam splitter plate, and goes back through the
microscope lens to a CCD camera which records the beam intensity at each pixel.
Due to constructive interference, the beam intensity is highest when the optical path
of the test beam is equal to the optical path of the reference beam. By scanning the
objective vertically (relative to the sample), and by recording the vertical position
of the objective, an algorithm finds the vertical position at each pixel where the
beam intensity is highest, and with this information a surface profile is made.
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Figure 7.4: Examples of 3-D profiles before reactive flooding. Left: The measured
fracture surfaces, where the pieces shown are the opposite sides of the same fractured
sample. The brighter areas indicate the profiled regions. Right: The resulting 3-D
profiles as found with WLI. We see that details in the profiles match: valleys in
the top profile matches peaks in the bottom profile and vice-versa. Note that in
this figure, the tilt of the sample is not subtracted, and the profile on the bottom is
flipped but not multiplied by -1.
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Figure 7.5: Examples of aligned profiles. Left: Side A is the profile to be matched
by side B. Middle: Side B has been flipped horizontally and aligned with side A.
Right: The original side B profile before it is flipped along the x-axis and multiplied
by -1.
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7.3 Analysis and results

We performed 5 experiments of reactive flooding with distilled water at a flow rate of
0.1 ml/min, with various durations in the range of 4 to 41 hours. However, only 3 of
the experiments had good positional match between the measured surface profiles
hA,before, hA,after, hB,before and hB,after. In return, these surface profiles are from
experiments spread across the range of flow durations; 4, 22.5 and 41 hours. We
analyze these three sets of surface profiles.

The surface roughness is characterized by calculating the elevation fluctuations
as function of displacement d, i.e. calculating the structure function [87, 88] for the
profiles. We find the 2nd order structure function along the x-direction as

C2(d) = 〈(h(x+ d, y)− h(x, y))2〉 1

2 , (7.4)

for d = 1 to W/2, and along the y-direction as

C2(d) = 〈(h(x, y + d)− h(x, y))2〉 1

2 , (7.5)

for d = 1 toH/2, where the angle brackets denote the spatial average. The roughness
exponent ζ of a fracture surface is evaluated by plotting C2 as function of d in a
log-log plot. If the structure function follows a power law

C2(d) ∼ dζ , (7.6)

the surface is self-affine over a range of scales with an associated roughness exponent.
The structure functions were calculated for the fracture surfaces before and after

reactive flooding, and for both sides A and B. Log-log plots of the results are shown
in figure 7.6. The structure functions plotted here are the averages of equations
(7.4) and (7.5). We see that all the considered fracture surfaces have self-affine
properties, with a roughness exponent of ζ ≈ 0.7. This roughness exponent was
measured over the range of scales d = 10−2 mm to 1 mm for the samples used in
the experiments with 22.5 and 41 hours of reactive flow, while for the sample used
in the 4 hour experiment the range is d = 10−2 mm to 0.16 mm. For scales above
d = 0.16 mm, the fracture surfaces on this sample are less rough with ζ around
0.3. In addition, the surface roughness was not observed to change after any of the
durations of reactive flooding done here.

Figure 7.7 shows estimated fracture apertures a = hB − hA between the aligned
profiles before and after flooding, the change in fracture aperture r = aafter −
abefore, and the initial mid-fracture elevation h = (hA + hB)/2. Since the surface
profiles are locally and individually measured, it is not trivial to determine the real
fracture aperture in the assembled samples. As a crude approach here, the fracture
surfaces hA and hB are forced to be in contact but not intersect, such that the
apertures are adjusted to a′ = a−min(a). By looking at figure 7.7, we observe some
features to investigate; There is a slight pattern in the estimated dissolution for the
4 hour experiment, where there are some distinct lines going roughly in the flow
direction. This is not seen in the experiments with longer flow durations. However,
for the experiments with 22.5 and 41 hours of flow time, it looks like regions with
small initial fracture aperture have more dissolution, while regions with larger initial
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Figure 7.6: Log-log plots of the structure function C2 as function of spacing d for
the different fracture surfaces. A roughness exponent ζ ≈ 0.7 is found to be typical,
both before and after the reactive flooding.

fracture opening have more precipitation. We investigate the changes in fracture
aperture by spatial autocorrelation, and cross-correlation with the initial aperture
and mid-plane.

We calculate the cross-correlation of two data sets X and Y for relative displace-
ments ∆y in the flow direction as

CXY (∆y) =
〈(X(x, y)−X)(Y (x, y +∆y)− Y )〉

σXσY

, (7.7)

and relative displacements ∆x perpendicular to the flow direction as

CXY (∆x) =
〈(X(x, y)−X)(Y (x+∆x, y)− Y )〉

σXσY

, (7.8)

where σX and σY are the standard deviations of X and Y , and the angle brackets
denote spatial average. The autocorrelation of a data set is done by correlating it
with itself in equations (7.7) and (7.8).

The autocorrelation of the change r in fracture aperture is shown in figure 7.8
A) as function of relative displacements perpendicular to the flow direction (∆x)
and relative displacements parallel with the flow direction (∆y). After 4 hours of
reactive flow, the changes in fracture aperture correlate only locally; for relative
displacements perpendicular to the flow direction, the correlation coefficient drops
below 0.5 for displacements larger than ± 0.05 mm, and in the direction parallel
with the flow direction, it drops below 0.5 at displacements of ± 0.07 mm. In ad-
dition, there are some periodic fluctuations in the correlation function for relative
displacements perpendicular to the flow direction, with peaks at relative displace-
ments ±0.3, ±0.5, ±1 and ±1.3 mm. These small fluctuations could be a response
to the linear shapes observed in figure 7.7. For the experiment with flow duration
of 22.5 hours, we see that the correlation length for r is increased both parallel with
and perpendicular to the flow direction, with correlation coefficients above 0.5 for
all the relative displacements measured in the flow direction ±2 mm, and within ±
1.2 mm perpendicular to the flow direction. For the experiment with 41 hours of
reactive flow, the autocorrelation of r in the flow direction remain above 0.5 within
the relative displacements of ± 1.5 mm measured. For displacements in the per-
pendicular direction, it remains above 0.45 within the measured displacements ±
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Figure 7.7: Fracture profiles for the different samples analyzed. A) Fracture aper-
ture a′ before reactive flooding, B) Fracture aperture a′ after reactive flooding, C)
Change r in fracture aperture after reactive flooding, and D) The initial mid-fracture
elevation h before reactive flooding. The flow direction is from the top towards the
bottom.

1.5 mm. In general, the spatial correlation of the changes in fracture aperture tend
to increase with increased flow duration, first along the flow direction, then also
perpendicular to it. Figure 7.8 B) shows the cross-correlation between the change
r in fracture aperture and the initial fracture aperture a′before, for relative displace-
ments along the flow direction and perpendicular to it. There is a general trend of
stronger anticorrelation between r and a′before with increasing flow duration. For the
4 h experiment, the correlation is low for all relative displacements measured. For
the 22.5 hours experiment, the zero-displacement anticorrelation is moderate with
a correlation coefficient at -0.5, as well as a weak anticorrelation (between -0.3 and
-0.4) with the upstream initial aperture (seen as positive displacement in the flow
direction). For the experiment with 41 hours of reactive flow, the zero-displacement
anticorrelation is high, with a correlation coefficient at -0.7. The correlation function
also shows weak anticorrelation (from -0.2 to -0.4) of r with the surrounding regions
in the initial aperture. Figure 7.8 C) shows the cross-correlations of the change r
in fracture opening with the initial mid-plane h. For the 4 hour experiment the
correlation is low, with correlation coefficients within ± 0.2. For the 22.5 hour ex-
periment, the correlation coefficient is low for perpendicular displacements and the
zero-displacement, more or less within ± 0.2. There is an increase from weak to
moderate (0.2 to 0.5) positive correlation with the upstream mid-plane (positive
displacements in the flow direction). For the 41 hours experiment, there is a weak
anticorrelation for displacements perpendicular to the flow direction (-0.3 to -0.4)
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and for the zero-displacement (-0.3), and a moderate positive correlation (0.4 - 0.5)
with the mid-plane at 1 to 1.5 mm downstream. With these results we do not find
a general trend between the mid-plane and the change in fracture aperture.

Figure 7.9 shows the binned average relationship between the change in fracture
aperture r and initial fracture aperture a′before, and the binned average of the rela-

tionship between the change in fracture aperture r and initial mid-plane h. For all
samples, we see an average decrease in dissolution with increasing initial fracture
aperture, and a cross-over to precipitation for the largest initial fracture apertures,
which is consistent with the anticorrelation found for this relationship. For the
average of the relationship between the fracture gap and the initial mid-fracture
elevation, we do not see a typical trend. For the 4 hour experiment the relationship
looks uncorrelated. For the 22.5 hour experiment there is more precipitation at the
lowest point, no correlation between -0.15 and 0.15 mm, and increasing dissolution
at the highest points. For the 41 hour experiment, it is more dissolution at the
lowest point, and more precipitation at the highest points. As mentioned, the zero-
displacement correlation coefficients between r and h are low or weak (0.2 to - 0.3)
for all samples.
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Figure 7.8: Correlation functions as function of relative displacement. A) is the
autocorrelation of r, the change in fracture aperture, B) is the cross-correlation
between r and the initial fracture aperture a′before, and C) is the cross-correlation
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7.4 Conclusion

In this preliminary study, we measured the roughness exponent for the fracture
surfaces to be ζ ∼ 0.7, which is consistent with the morphology of fractures in
materials with a disordered distribution of breaking strength [79]. Furthermore,
the surface roughness was not observed to change after the durations of reactive
flooding done in the experiments here (up to 41 hours). When investigating the
evolution of the fracture apertures, we found that the regions with smaller initial
apertures dissolved the most, while the regions with larger initial apertures had the
most precipitation. This could perhaps be linked to the local flow velocity, which
at a constant flux would be higher in the smaller apertures, providing more fresh
water for reactions, while in the larger apertures the water would stay longer and
deposit more chalk to the surface than is dissolved. For the shortest experiment (4
h), a pattern of dissolved lines along the flow direction was observed. The spatial
correlation of reactions were found to increase with flow duration, first along the flow
direction and later also in the perpendicular direction. We did not find a typical
relationship between the change in fracture aperture and initial mid-plane.
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Chapter 8

Conclusion and perspectives

This chapter is a summary of key findings together with some perspectives of future
research.

For the invasion patterns during two-phase flow, we studied the typical patterns
formed and characterized the surrounding deformations in the medium. The pat-
terns are found to have similar fractal dimensions, around 1.5 and 1.6 for all bound-
ary conditions, though the patterns show local differences depending on boundary
conditions, where the invasion patterns in the open deformable medium changes
the most as function of radius. For these invasion patterns, there is a transition
with radius, with locally defined fractal dimensions, crossing over from around 1.7
- 1.8 initially, to 1.6 at an intermediate range and down towards 1.4 for the outer
radii. The low outer fractal dimension indicates that the fingers cross over to a new
instability, where 1 or 2 fingers come within a range from the outlet where beads
become easier to displace, and grow on expense of the other fingers. This instability
could be studied closer, e.g. evaluate how and where it begins as function of injec-
tion pressure, how fast the radial finger growth is, and if the behavior changes with
constant injection rate rather than injection pressure.

The area of the two-phase flow patterns is found to follow a Family-Vicsek scaling
with time and radius, where the scaling exponent for the area as function of time
is higher for more deformable systems, i.e. α = 1.45, 1.58 and 1.73 for the rigid,
confined deformable and open deformable medium respectively. This indicates that
the area of the invading clusters changes at a faster rate for more deformable media.
This, to our knowledge, newly measured exponent for viscous fingers in deformable
porous media, calls for theoretical evaluation.

During experiments, the displacements outside the invasion patterns are directed
radially outwards due to a viscous pressure gradient in the saturating liquid, while
the displacements are directed perpendicularly away from the air-liquid interface
close to the longest fingers. In the confined deformable system the viscous pressure
gradient leads to a compaction of the medium until it becomes rigid, while in the
open deformable medium we observe an initial compaction of the medium followed
by decompaction. Further analysis on the deformations would be to compute the
Laplace solution for the pressure field in the liquid, and characterize the granular
rheology by comparing the pressure gradient with displacements. The correlation
between the directions of displacement and the negative pressure gradient could be
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evaluated to investigate to what degree and where the displacements are directed
against the pressure gradient. Results from the confined deformable and open de-
formable experiments could be compared to further investigate their differences and
similarities.

In the study of air injection into dry dense granular media we have investigated
both the patterns formed and the surrounding deformations together with simulated
pressure fields. We found that the fractal dimensions for the developed channels in
a confined dry granular medium was around 1.5 to 1.6, for injection pressures where
the patterns were not too eroded by air flow. This is similar to the established
fractal dimensions for viscous fingers in porous media, where randomly distributed
capillary thresholds at the invasion front are responsible for the patterns being in
a universality class modeled by the Dielectric Breakdown Model with η = 2 [2].
When investigating the deformations of the medium and simulated pressure fields,
we found that the beads had a non-Newtonian, Bingham type rheology between
the cell plates, which with noise in the thresholds can be responsible of placing the
pattern growth into the same universality class as viscous fingers in porous media.
The influence of these thresholds on the patterns formed is of interest to investigate
further, for example, will the patterns look more like viscous fingers in an empty
Hele-Shaw cell if the thresholds are very low compared to the pressure gradient, i.e.
a rheology more like a Newtonian fluid? Will the patterns be rougher like viscous
fingers in porous media if the thresholds are more significant and more disordered?
This could be tested by varying the properties of the cell, beads or interstitial fluid.
To lower the influence of the thresholds, maybe water could be injected into a water
saturated medium instead of air into a dry one. Increased disorder in the thresholds
for bead motion could be achieved by using fine grained sand instead of beads, or
adding some roughness to the bottom plate of the cell, like a sandblasted plexiglass
plate or a layer of sandpaper. In addition, simulations could be done where the beads
and plates are frictionless, or where disordered friction could be added. Experiments
can also be done to investigate how the patterns formed in a cell with open outer
boundary and a rough bottom plate would change from the patterns formed in
regular open cells.

The growth of the channel length with time was found to scale with injection
pressure, and the growth can be modeled over time if the final length xf is known.
Before a critical time, the growth velocity is constant and scales with the injection
pressure as P

3/2
in . After the critical time, the growth velocity follows a characteristic

power law decay with time, v(t) ∼ tα with α = −2.5. The critical time is found
to depend on the final channel length in addition to the injection pressure. To be
able to describe the channel growth by the injection pressure alone, it is necessary
to investigate how the final length xf depends on injection pressure and boundary
conditions. In principle, a lot of data could be obtained quickly in repeated ex-
periments where only the final length of the channel and the injection pressure is
recorded. In addition, it is of interest to evaluate how the model for the channel
growth proposed here would fit with experiments in other confined cells with e.g.
different cell gap, fluids, bead size, and cell dimensions. Perhaps, if the behavior
described by this model can be fitted to a given system, it could be developed and
upscaled for field applications.
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In the late compacted stage of the experiments, we observed intermittent growth
of the channel tips due to sudden bead rearrangements ahead of the channel. It is
believed that the pressure gradient of the diffusing field suddenly overcomes the
granular stress of jammed beads such that they rearrange. When this happens, the
rearranging zone is compacted by the pressure gradient such that a zone closer to
the channel is decompacted. As these beads compact, the channel expands a few
mm. These stick-slip events could be investigated more in detail by first forming a
developed channel at a lower pressure, start recording images at a zoomed in region
around the most advanced channel, and then increase the injection pressure to induce
further bead rearrangements. Together with the recording of acoustic emissions,
this could be a nice experiment for the development of localization techniques and
identification of characteristic emissions. Related work with acoustics is presented
in the co-authored papers in the next chapter.

The results in the preliminary study of reactive flow in fractured chalk indicate
that more dissolution occurs in initially narrow fracture apertures, while less disso-
lution, or precipitation, occurs in initially larger fracture apertures. The correlation
coefficient between initial fracture aperture and change in the fracture aperture was
found to be -0.5 and -0.7 for experiments with 22.5 and 41 hours of reactive flow
respectively. For the short 4 hour experiment, we observed a dissolution pattern
of lines going roughly in the flow direction, not seen for the experiments which
lasted longer. These are behaviors that should be investigated in further experi-
ments, where various flow durations and flow rates should be tested. For example,
preferably with a microscope that can efficiently profile the full fracture surfaces,
experiments could be done where the fracture is profiled, flooded for some time, pro-
filed, flooded again, and so on to make time lapse data. Full surface profiles could
in addition make it easier to evaluate the fracture apertures, and enable correlations
with larger offsets. The surface roughness exponent was not observed to change
significantly for the durations of reactive flow we did (up to 41 hours), but it could
be investigated as function of time in further experiments with longer durations. In
addition, we designed a flow cell (not yet built) where the sample can be loaded
parallel with, and perpendicular to the fracture plane in the diametrical direction,
while the applied load is measured by force sensors. In future experiments, this cell
could be used to characterize the effect of reactions on the solid stresses surrounding
the evolving fractures.
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Chapter 9

Co-authored papers

This chapter includes articles I have contributed to as a co-author during the work of
this thesis, in particular contributing to the work with experiments and discussions.

9.1 Paper 4: Bridging aero-fracture evolution with

the characteristics of the acoustic emissions in

a porous medium

In this article, acoustic emissions during the same type of experiments as in chap-
ters 5 and 6 are recorded and analyzed together with optical data from the high
speed camera. The acoustic signals are recorded by piezoelectric sensors and shock
accelerometers placed on the bottom plate of the cell. During experiments, air/solid
interactions inside the cell create acoustic signals which are transmitted through the
beads and excite the cell plates where the signals are recorded. Signature acoustic
events are characterized in the Fourier spectrum and discussed together with the
optical data to identify various sources, such as compaction of the medium, chan-
nel formation and distinct events due to particle rearrangements in the compacted
state. It is found that there is typically a transition between Type 1 and Type
2 events during the experiments, where Type 1 events are non-impulsive low fre-
quency signals associated with channel formation and compaction of the medium,
and Type 2 events are impulsive signals with energies spread over a wide range of
frequencies, associated with sudden particle rearrangements in the compacted stage.
Furthermore, the Type 1 events are found to evolve during the channel growth with
increasing mean frequency, and when the channel is developed there is a cross over
to Type 2 events. The accumulated number of Type 2 events after the cross-over
are found to follow a modified Omori law, similar to the stick-slip relaxation events
which follows a big earthquake at real scale. The paper was published in Frontiers
in Physics in September 2015.
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The characterization and understanding of rock deformation processes due to fluid flow

is a challenging problem with numerous applications. The signature of this problem

can be found in Earth Science and Physics, notably with applications in natural hazard

understanding, mitigation or forecast (e.g., earthquakes, landslides with hydrological

control, volcanic eruptions), or in industrial applications such as hydraulic-fracturing,

steam-assisted gravity drainage, CO2 sequestration operations or soil remediation. Here,

we investigate the link between the visual deformation and the mechanical wave signals

generated due to fluid injection into porousmedium. In a rectangular Hele-ShawCell, side

air injection causes burst movement and compaction of grains along with channeling

(creation of high permeability channels empty of grains). During the initial compaction

and emergence of the main channel, the hydraulic fracturing in the medium generates a

large non-impulsive low frequency signal in the frequency range 100Hz–10 kHz. When

the channel network is established, the relaxation of the surrounding medium causes

impulsive aftershock-like events, with high frequency (above 10 kHz) acoustic emissions,

the rate of which follows an Omori Law. These signals and observations are comparable

to seismicity induced by fluid injection. Compared to the data obtained during hydraulic

fracturing operations, low frequency seismicity with evolving spectral characteristics have

also been observed. An Omori-like decay of microearthquake rates is also often observed

after injection shut-in, with a similar exponent p≈ 0.5 as observed here, where the decay

rate of aftershock follows a scaling law dN/dt ∝ (t − t0)
−p. The physical basis for this

modified Omori law is explained by pore pressure diffusion affecting the stress relaxation.

Keywords: fracturing, lamb waves, acoustic emissions, power spectral evolution, Hele-Shaw cell

1. Introduction

Fluid flow [1, 2], rock deformation [3] and granular dynamics [4] by themselves are very large
scientific domains to investigate individually [5]. However, the idea of putting them together via
a system of deformable porous medium with a fluid flow makes the phenomena even harder
to understand. Rapid changes in the porosity of the medium due to fluid flow, channeling and
fracturing via momentum exchange with the flow make understanding the mechanics of the
system a challenge [6–9]. Hydraulic fracturing of the ground is a good example for this coupled
behavior of solid and fluid phases. First, the pressure of the flow creates fissures and cracks which
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changes the permeability of the initial rock. Then, a flowing
mixture of fine sand and chemicals helps maintain this cracked
state by penetrating the newly opened areas. By jamming and/or
cementing the newly-formed channels and cracks, possible
relaxation after injection is prevented. Thus, a more permeable
state of the rock is preserved after injection for various types
of industrial applications. Recently, various well-stimulation
projects have attempted to use pressurized gas (N2, CO2), instead
of water, to trigger fracturing within reservoirs for several reasons
(e.g., to avoid wasting water, to sequestrate CO2, environmental
risks due to chemicals etc.) [10–12]. In this study, contrary to
conventional fracturing methods, the fractures are induced using
air injection.

Monitoring, predicting and controlling fracture evolution
during hydraulic-fracturing, steam-assisted gravity drainage,
or CO2 sequestration operations is a key goal [13–16]. One
possibility for monitoring is to use generated acoustic emissions
during those operations. In the hydraulic fracturing industry,
the typical monitoring devices consist of geophones and
seismometers. However, the interpretation of the signals during
fast deformations of porous media due to fast fluid flow is
not simple. Particularly, the measurements of deformations are
usually difficult to achieve in an opaque medium, and the source
of the seismic waves and acoustic emissions can be complex. The
study of microseismicity during well operations is routinely done
in the industry, but its interpretation is often delicate [17–19].

In this paper, we present an experimental study using
a purpose-built setup allowing channeling and fracturing
due to fluid flow, where we can observe the deformations
optically using a fast camera and transparent setup, and
simultaneously record the mechanical waves emitted by the
complex channels and fractures created. Both signals, optical
and acoustic/microseismic, are then analyzed. They display a
complex evolution of the source geometry, and of the spectral
characteristics. The experimental setup designed to achieve this
consists of a rectangular Hele-Shaw cell filled with 80 microns
diameter grains, mixed with fluid (air). The linear cell has three
lateral sealed boundaries and a semi-permeable one enabling
fluid (but not solid) flow. During the experiments, air is injected
into the system from the side opposite to the semi-permeable
boundary so that the air penetrates into the solid and at high
injection pressures makes a way to the semi-permeable boundary
via the creation of channels and fractures - or at low injection
pressures, directly using the pore network.

For a similar system of aerofractures in a Hele-Shaw cell,
a numerical model was conducted by Niebling et al. [20].
These models were also compared with experiments for
further development and validation [20–24]. Same kind of
experiments—but without acoustic monitoring—with a Hele-
Shaw cell have also been conducted. Johnsen et al. worked on the
coupled behavior by air injection into the porous material both
in fluid saturated and non-saturated cases to study multiphase
flow numerically and experimentally [23, 25, 26]. Aero-granular
coupling in a free falling porous medium in a vertical Hele-Shaw
cell was studied numerically and experimentally by Vinningland
et al. [27–29]. Varas et al. conducted experiments of air injection
into the saturated porous media in a Hele-Shaw cell [30, 31]

and in a cylinder box [32]. Eriksen et al. and McMinn et al.
worked on injecting gas into a saturated deformable porous
medium [Eriksen et al., submitted; 33]. Sandnes et al. classified
different regimes of fingering of porous media in a Hele-Shaw
cell [34]. Rust et al. developed a closed-system degassing model
using volcanic eruption data [35]. Holtzman et al. also studied
air induced fracturing where they identified different invasion
regimes [36]. Furthermore, a recent study was conducted
by Eriksen et al. where the air injection causes bubbles in a
fluid-grain mixture [37].

The equivalent of microseismicity monitoring in the lab is
the tracking of acoustic events. Hall et al. compared recorded
acoustic emissions with the digital image correlation to track
crack propagation in the rock samples [38]. Valès et al. used
acoustic emissions to track strain heterogeneities in Argilite rocks
[39]. Some studies have started to look at sources directly, both
optically and acoustically, in various problems to characterize
the different source mechanisms [40–44]. Farin et al. conducted
some experimental studies on rockfalls and avalanches where
he monitors those phenomena using acoustic emissions [45].
Stojanova et al. worked on fracture of paper using acoustic
emissions created during crack propagation [46–48]. During the
current experiments, acoustic signals are recorded using different
sensors (shock accelerometers and piezoelectric sensors). Those
signals are compared and investigated further in both time
and frequency domains. Furthermore, during the experiments,
photos of the Hele-Shaw cell are taken using a high speed camera.
Thus, it is possible to visualize the complex branched patterns
arising due to the solid-fluid interaction and to process images
to gather information about the strain and strain rates, and
investigate the mechanical properties of the solid partition.

2. Experimental Setup

A Hele-Shaw cell is made of two glass plates (80× 40 cm) placed
on top of the other, separated by 1.5mm distance. The plates
are separated via aluminum spacers placed close to the edges to
provide equidistant spacing across the cell. For the experiments
particular to this study, we completely sealed three boundaries
of the Hele-Shaw cell and made one semi-permeable boundary
using 50 µm steel mesh which allows fluid to exit the system but
keeps the solid grains inside the cell. One of the plates has an
inlet, which is used for injection of pressurized air, located at the
bottom end of the plate, midway from the long edges 3 cm inside
from one of the clamps close to the shorter edge (Figure 1A).
The cell is filled with non-expanded polystyrene grains (80 µm
diameter ±1%) called Ugelstad spheres (see details in Toussaint
et al. [49]). The density of the spheres is 1.005 g/cm3. A mass of
170 g of grains is required to fill the cell, corresponding to an
initial solid fraction of 52± 5% which is close to the 57% random
loose pack for monodispersed grains [50]. Solid fraction of the
grains in similar systems was investigated thoroughly by Johnsen
et al. and found to be as low as 44% [23]. The difference between
our experimental value and the theoretical value for an infinite
box could be due to finite size of the cell which causes steric
effect between the grains and the flat boundaries of the container,
making the solid fraction 10–15% less [51]. Additionally, the
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FIGURE 1 | Schematic diagram of the Hele-Shaw cell including the dimensions. (A) Top view of the Hele-Shaw cell including its dimensions. The cell is

made of two glass plates which are placed on top of the other with 1.5mm spacing between them. A porous medium is placed inside the cell. Three sides of

the cell are sealed and the 4th boundary is sealed with a semi-permeable filter. (B) Side view of the Hele-Shaw cell showing clamp details. To protect the

glass plates from point loading, a rubber sheet is placed in between the screw and the plate. Aluminum spacers are placed in between the plates to provide

equivalent spacing everywhere in the cell.

measurement of 1.5mm plate separation is subject to an error
of 10% which has a direct effect on the solid fraction error
bar. Electrostatic forces and humidity are also effective for real
experimental beads and not for theoretical hard spheres, which
can lower the solid fraction.

Some of the grains are colored with Indian ink to provide
markers and texture, allowing a better resolution of the
displacement measurements based on optical data. Images taken
via high speed camera are used for digital image correlation to
have full field measurements of displacement, velocity, strain
rate etc. [21, 52–54]. The solid-air interface is placed 1-2 cm
away from the inlet to avoid pressure localization close to the
inlet. A schematic diagram of the Hele-Shaw cell is shown in
Figure 1. The sides of the Hele-Shaw cell are clamped using
steel clamps after sealing with double-sided rubber sealing tape.
To protect the glass plates from stress focus on the clamping
points, rubber sheets are placed between the clamp screws and
the glass plates. Before placing the semi-permeable boundary, the
cell is placed vertically and grains are poured inside. Following
this, a semi-permeable filter is placed on the 4th edge. Then, the
Hele-Shaw cell is positioned vertically, in a way that the semi-
permeable boundary stays at the bottom side to decompact grains
and homogenize the solid fraction through the cell. Another
important goal of this rotation process is to provide a small
rectangular buffer empty of grains around the air injection inlet
to avoid having point injection force over the medium. After the
filling phase, the Hele-Shaw cell is placed horizontally.

Air injection is started and ceased via an electrovalve placed on
the pipe very close to the air inlet, (Figure 2). This air pressure is
provided via a pressurized air tank. Injection pressure over time
is constant. It starts like a step function and is monitored using
a pressure sensor placed on the air inlet allowing to check if the
real injection pressure is within 5% of the value required during
the experiment.

During the experiments, acoustic signals are recorded using
different sensors. The data recorded on the piezoelectric sensors
which are mostly sensitive in the range (200–900 kHz) are
amplified with a Signal Preamplifier. The data recorded on the
shock accelerometers which are mostly sensitive in the range

(1 Hz–26 kHz) are amplified with a Brüel and Kjaer Nexus
Charge Amplifier—Type 2692-A. The amplified/conditioned
signal is transmitted to the computer via a Ni-DAQmx PCI-6133
acquisition card with multiple channels at 1MHz sampling rate
(Figure 2). In addition, synchronized with the acoustical data,
images of the Hele-Shaw cell are taken via a Photron SA5 high
speed camera transferred and stored numerically. A TTL signal is
used as a trigger to initiate the injection and the data acquisition
via the camera and the acoustic sensors, thus, enabling time
synchronization between the apparatus. Ambient lab noise is
also recorded for reference and investigated using camera and
accelerometer recordings prior to air injection. After recording,
the signals are corrected by using the response function of the
accelerometers provided by the manufacturer and cross-checked
at the lab.

3. Experimental Observations

At large enough injection pressures, the fluid makes its way
by creating channels and fractures toward the semi-permeable
boundary as seen in Figure 3. In the beginning, the solid-air
interface of the porous medium (closest to the injection point)
moves more or less homogeneously, with the appearance of
only large scale curvature of the interface (Figure 3B). Then
after roughly 150ms, some thin finger-like carved formations of
thickness around 2mm start to appear at several points (marked
with yellow circles in Figure 3C). As injection continues, those
fingers penetrate further in the medium. They get larger and
wider with the help of the air pressure (Figure 3D). In addition
to that enlargement, fingers branch out into thinner fingers. In
the end, a tree-like branched channel network is created inside
the porous medium. As a result of those fractures and channels,
the surrounding material is displaced and the porous medium is
compacted. Fracturing, channeling and fluid interaction inside
the porous medium has its effects on the granular part of the
medium. These interactions also result in granular transportation
and compaction which involves inter-granular interactions as
well as interactions of the solid grains with the confining glass
plates. Initially the solid fraction is homogenous inside the plate.
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FIGURE 2 | The acquisition chain of the aero-fracturing experiments with a Hele-Shaw cell. The signal acquisition card, camera and the electrovalve

connected to the air pump are triggered at the same time via a TTL sent from the signal generator to have synchronized optical and acoustic data. The sensors are

placed on the bottom glass plate of the Hele-Shaw cell.

However, during the experiment the solid fraction of the grains
increases in the close vicinity of the channels and fractures (up to
the maximum possible solid fraction up to 63% for loose packed
medium [50]. As observed in numerical models of such system in
Niebling et al. [24], this solid fraction may decrease with distance
from the fingers. After the experiment, depending on the pressure
duration, initial solid fraction, and overpressure, some parts of
the medium may have remained at the initial solid fraction, in
other words may not have been compacted at all.

The acoustic events recorded during the experiments arise
presumably due to sources of various types. While some
vibrations are happening solely due to the air pressure fluctuation
inside the channels, some others are generated by the stress
increases on the plates due to granular compaction, intra-
porous air pressure vibrations, granular shocks and variation
of the friction forces. These sources excite the confining plates,
transporting mechanical waves to the sensors, i.e., the source
types that are convoluted with the response of the Hele Shaw
cell structure. Eventually, what is recorded is not just a signal
created by a simple source, but a systemic response (i.e.,
signals interacting with plates and clamps, reflecting from edges,
refracting through interfaces and eventually having different
characteristic properties) to the many individual processes

happening inside the plate during the whole period of the
experiment. Signature of the signals recorded during experiments
did not depend significantly of the sensor type and location.

Even though many individual acoustic events are superposed
in time in the recorded signals, and are influenced by a systemic
response, this does not mean that their specific signature is
lost. Superposed signals may hide their signatures in the time
domain, however their influence in the power spectrum may
still be noticeable. In the following section, the evolution of the
power spectral signature with varying solid-fluid interactions
(e.g., compaction of the solid with fluid pressure, channeling,
diffusion of the overpressure of the injected fluid through the
pore spaces etc.) is shown. First, the power spectrum of several
snapshots in time (i.e., Fast Fourier Transform, FFT), taken
from different experimental stages, are presented. Then, they
are analyzed and compared with each other. The flowchart in
Figure 4 describes the analysis procedure.

4. Results

4.1. Power Spectral Evolution
The first time window analyzed, occurred prior to injection (i.e.,
at a state of rest). Figure 3 shows an image of the Hele-Shaw cell,
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FIGURE 3 | Image of the Hele-Shaw Cell prior to injection (A), during quasi-homogenous compaction (B) and during channeling (C–D). Red dot shows

the position of the acoustic sensor (accelerometer). Yellow circles in (C) represent the locations of the first finger-like carved formations.

FIGURE 4 | Flowchart showing the acoustic-emission analysis procedure. Snapshots of the experimental signal is taken. Then, they are first converted to the

fourier domain to obtain the power spectra. Afterwards, power spectra are compared with each other to understand differences.

acquired via the fast speed camera. The acoustic recordings at the
same time step are shown in Figure 5. The air injection starts at
t = 0 s.

Before injection, only ambient electrical noise in the recording
system is present. Its power spectrum is flat (Figure 5, Right,
Blue Curve). After correction with the sensor response the
mechanical response (Figure 5, Right, Red Curve) is obtained.
This noise represents the minimum mechanical vibration level
which can be captured by the sensors without being hidden by

the electrical noise. Aside from the ambient noise within the
lab, no other signal is present. The red strip (time window of
0.005 s) on the experimental signal (Figure 5, Top-Left) shows
the time window of signal when the picture in Figure 3A

is taken. The FFT is applied to this time window to obtain
the power spectrum which is presented in the right panel of
Figure 5.

Compaction starts when the fluid (air) pressure is sufficiently
large to move the solid grains. In Figure 6A, 150ms after the
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FIGURE 5 | Ambient Lab Noise recorded prior to experiment. The red strip in the top left panel (time window of 0.005 s) and its zoomed version (Bottom

left panel) corresponds to the snapshot that the power spectra (Right) occurred at. Right panel: The uncorrected (blue) and corrected with sensor response

(red) power spectra of the ambient lab noise.

FIGURE 6 | Optical (A) and acoustic (B) experimental recordings just before channeling. Yellow circles on the left image shows the initiation points of

the channeling. The red dot on the left image illustrates the sensor location where the signal on the right is recorded. Top Right panel: Acoustic signal

recorded throughout the entire experiment. The red strip (time window of 0.005 s) corresponds to the snapshot that the image (A) and power spectrum

(Bottom Right) occurred at.

start of the injection, channel initiation can be observed at
several points, as highlighted by the yellow circles. Due to
the interaction between the solid and fluid phases inside the
Hele-Shaw cell, some mechanical signals are generated. The
power spectrum of the signal recorded during this snapshot is
presented in the bottom right panel of Figure 6. As channeling
continues, the bulk movement of the grains takes place together
with fluid motion. This causes emergent acoustic emissions
which are predominantly in the low frequency range (less
than 10 kHz). Vibration of the plates, granular friction and
stress differences on the plates due to compaction create waves
that are also in the power spectrum. All those contributions
from different source mechanics gives a shape to the presented
power spectra, similar to a power law decay having an
exponent b = −1.61.

In addition to this slope, it is possible to find the mean
frequency of the power spectra using Equation (1).

〈

f
〉

=
∫

f |a(f )|2df
∫

|a(f )|2df
(1)

This will show the dominant frequency range within the signal.
In the following Figure 7, it can be seen that the mean frequency
starts very low and then increases with increasing energy in
the high frequency range. As the channel network develops,
we see that the mean frequency reaches to its maximum value.
Using cubic fitting, this mean frequency curve is estimated
and compared with the optically obtained curves. An inflection
point of the fitted curve is observed around time t0 = 1.49 s
after injection. This corresponds to the point where the finger
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FIGURE 7 | Mean frequency evolution (normalized with the maximum

value 200kHz) during injection. As the channel network develops

progressively the energy percentage in the low frequency range f <10 kHz

diminishes, and the mean frequency gets higher. A cubic polynomial curve

(red) is fitted to the mean frequency data to simplify the comparison and

discussions. The location of the inflection point of this curve is indicated by the

(red) dash dot strip (t0 = 1.49 s). In this curve the normalized maximum finger

length (green, maximum value is approximately 35 cm) and the carved area

(black, maximum value is approximately 270 cm2) is also presented.The area

saturates to a maximum at a time close to t0. The length still increases slightly

after t0, in particular, a small step in finger length (high slope of the length

curve, corresponding to a large stick slip event connected to the finger) can be

noticed around t0.

development stops and the regime inside the Hele-Shaw cell
changes to a slow relaxation stage with slow fluid overpressure
diffusion detailed in the discussion section.

4.2. Acoustic Events
It is possible to link the information received from the small
scale lab experiments with large scale data, and vice-versa. In
the experiments, we noted that the number of acoustic events
occurring inside the Hele-Shaw cell is related to the empty
channel area. However, after the fractured area reaches the final
channel network shape, stress relaxation events are observed.
These events are investigated further using event counting
methods based on the ratio of Short Term Average over Long
Term Average (STA/LTA) for event detection and compared with
the evolution of the channel area inside the Hele-Shaw cell.

4.2.1. Event Detection

Detecting the number of events occurring during fracturing is a
good indicator of the compaction level within the material. As
long as there is motion of granular particles with the fast fluid
flow it is very probable to detect some acoustic events in the
experimental recording. However, it is very important to analyze
and understand which part of the recording can be labeled an
event and which part can not. STA/LTA threshold method is
commonly used in seismic data interpretation [55–58]. If the
parameters are selected carefully, it is very easy to use and is very
robust [59]. While LTA considers the average temporal noise to
have an idea of the general behavior of the site, STA looks for
intense changes in the signal in a small time window to detect
acoustic events. Thus, it makes the ratio of those two parameters
sensitive to the more complex events as well. When this STA/LTA
ratio passes a pre-defined threshold, it is considered as an event

(Figure 8), and the event counter is incremented. As long as the
ratio stays above the threshold, it does not trigger again. Right
after the ratio goes below the threshold, the algorithm can be
triggered again for the next event to be counted. This algorithm
(for one time window) can be generalized as follows:

(STA)

(LTA)
=

1
Ns

∑i+Ns
i (s(i)2)

1
Nl

∑i+Nl
i (s(i)2)

(2)

9 =
(STA)

(LTA)
→ 9 > T → Event (3)

where s(i)2 is the squared raw signal in the time domain
(if necessary, a filtered signal s′(i)2 can be used for different
characteristic events), Ns and Nl are the length of the short
(0.05ms) and long time (1ms) windows respectively and T is
the predefined threshold for an event. The threshold to detect
events may change between different datasets or different types
of acoustic events.

4.2.2. Event Classification

One important thing that should be mentioned about the
STA/LTA counting method is the frequency range used. After
detailed analysis, it has become apparent that two different types
of events exist within the experimental dataset. The first type of
events are the non-impulsive low frequency (less than 10 kHz,
similar to Figure 6) events (Type 1) which are related to the fluid
flow and to the fluid-grain interactions rearranging the grains
and producing major deformations and channeling. These events
begin at the moment when the air injection starts and continue
until a fully developed channel network is reached. It is possible
to determine accurately this period from the optically acquired
data, simply by calculating the area of the channel (estimated via
the number of dark pixels in a binarized image) that saturates
to a maximum value before the end of the acoustic emissions.
Interestingly, in our findings, the number of Type 1 acoustic
events follows a similar trend in time as the evolving emptied
channel area within the Hele-Shaw cell (Figure 9). To enable the
detection algorithm to distinguish between the different types of
events, frequency filters are applied. To detect Type 1 events, a
butterworth bandpass filter with corner frequencies 100Hz and
10 kHz is applied to the raw signal s(i) before the STA/LTA event
detection is applied.

The second type is the aftershock-like events, Type 2. Unlike
the Type 1 events, in power spectrum their energy is spread
over a wide frequency range similar to the one presented in
Figure 10. These events are similar to the stick-slip relaxation
events following a big earthquake in real scale. Compacted grains
are rearranging their positions to have a more compacted state
due to continuous air injection which results in some of their
energy being released as acoustic emissions. To detect Type 2
events, a highpass filter for frequencies higher than 100 kHz is
applied to the raw signal s(i) before the STA/LTA event detection
is applied. In Figure 11 the evolution in the power spectrum
with time is presented. In the figure, a Type 2 event occurred at
t = 2.8 s is also presented.
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FIGURE 8 | STA/LTA detection plots for Type 1 (upper figure) and Type 2 (lower figure) events. Top: The raw signal is filtered by using a butterworth bandpass

filter with corner frequencies 100Hz and 10 kHz before computation. Bottom: The raw signal is filtered by using a highpass filter for frequencies higher than 100 kHz

before computation. We found that some of the Type 2 events can be classified as Type 1 events since they have energy in the low frequency higher than the threshold.

FIGURE 9 | Top: Signal recorded during the experiment. Bottom: Blue curve shows dark pixel counting over the image to compare compacted area

with the number of different acoustic events occurred. Circles represent cumulative number of events normalized with maximum number of Type 1

events (i.e., 17 events). Cumulative number of Type 1 events (red points) are fitting well to the normalized channel area with time presented in the

lower plot. First Type 2 (blue) event occurs very close to the inflection point of the mean frequency curve. Type 2 events are very impulsive and

noticeable in the top panel as well.

After investigating further, we also noticed that the occurrence
frequency of these events decay with time, similar to the Omori
Law [60, 61]. In the following section, curve fitting to the number
of Type 2 acoustic emissions assuming an Omori Law decay
(Figure 12) will be discussed.

4.2.3. Omori Law

Omori [60, 61] worked on the half-day and monthly frequencies
of aftershocks of the 1891 Nobi earthquake in Japan [60, 61] .
He found that the frequency of aftershocks n(t′) at time t′ can be
expressed as:

n(t′) = K(t′ + c)−1 (4)

and the same equation for the cumulative number of aftershocks
is given as

N(t′) =
∫ t′

0
n(s)ds = Kln(t′/c+ 1), (5)

where c is a characteristic time, small and positive, K is the
slope of the fit in the semi-logarithmic domain and N(t′) is
the number of cumulative aftershocks up to time t′. Following
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Omori, Utsu (1957) emphasized that the real aftershock activity
decays with time differently than the originally derived Omori
Law and proposed the equation for the frequency of aftershocks,
with another fitting exponent p, as Utsu [62, 63]:

n(t′) = K ′(t′ + c′)−p (6)

and called this the Modified Omori Law (MOL). The
corresponding equation for the cumulative number of
aftershocks is given as:

N(t′) =
K ′

(p− 1)

(

c′1−p − (t′ + c′)1−p
)

(7)

where c′ is a characteristic time and K ′ is the slope having the
dimension of time(p−1).

Using these approaches Omori Parameters K, c and p are
estimated on our experimental catalog of Type 2 events, using
time t′ = t − t0, where t0 is the time defined in Section 4.1,
that corresponds to the end of the channel formation and to the
inflection point of the mean frequency recorded (Figure 12). A
bin size to find frequency of occurrence of the events is selected
as 0.2 s. However, it is more robust to use cumulative number of
aftershocks (Equations 5 and 7) to avoid choosing an additional

parameter for binning which can vary. Fitting is computed with
95% confidence bounds (i.e., two standard deviations away from
the mean of the estimated value) to show the quality of fitting.
Fitting parameters are calculated by a linear regression in the
semi-logarithmic space of the cumulative number of events as
K = 4.89 ± 1.33 and c = 0.13 ± 0.8 s. The Root Mean Square
Error (RMSE) - average of the residual of the fit - is calculated to
be 0.57 in this particular fit using the Equation (5).

Using the Modified Omori Law (i.e., Equation 7) fitting
parameters are found as K ′ = 5.34 ± 1.52 s−0.45, c′ = 0.0066 ±
0.55 s, p = 0.55± 0.38 and RMSE is calculated to be 0.53 and the
error bar is evaluated as the standard error [64]. The dashed lines
in the Figure 12 represents two RMSE from the fitted curves.

5. Discussion

5.1. Discussion of the Experimental Results
The power spectrum of the mechanical signal at the different
time windows show that the interactions inside the Hele-Shaw
cell are evolving with continuous injection. In the beginning,
there is a bulk movement of the grains due to the compaction
caused by air injection. In Figure 6B it can be seen that
the power spectrum follows a power law trend with an

FIGURE 10 | Optical (Left) and acoustic (Right) experimental recordings just before (Top) and during (Bottom) an aftershock like

event. The red dot on the left image illustrates the sensor location where the signal on the right is recorded. Top Right: Acoustic signal

recorded throughout the entire experiment. The red strip (time window of 0.005 s) corresponds to the snapshot that the image (Left) and

power spectrum (Right) occurred at.
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FIGURE 11 | The evolution of power spectrum over different time windows are presented. With time, the power is decreasing until finally reaching back to the

initial level. However, during Type 2 events the spectrum has a completely different signature.

FIGURE 12 | Conventional and Modified Omori Law Fits of the cumulative number of events. The circles represent the cumulative number of events and the

solid lines represent the fitting curves given by the Equations (5) and (7). t′ = 0 in this representation corresponds to time t0 = 1.49 s after the start of the air injection.

exponent equal to−1.61 without any major peak. This indicates,
although there are many different phenomena with various
characteristic frequencies happening at the same time (e.g.,
bulk compaction, interactions between solid and fluid phase,
stress redistribution among the medium etc.), that a scale-free
mechanical phenomenon—probably related to the developing
branching pattern—is dominating the emissions. Since the low
frequency has higher energy, it can be seen that the mean
frequency of the initial part t < 1.5 s is low as well (Figure 7).
As the channeling and fingering starts, the mean frequency is
shifting from lower frequencies f < 10 kHz to the higher
frequencies. Moreover, this evolution can be seen in Figure 11.
Rising mean frequency is also seen in the signals recorded during
some volcanic processes, as e.g., the 2004 eruption process of

the Arenal volcano, Costa Rica, and was interpreted as related
to the stress increase with time due to the fluid pressure [65].
Additionally, the rate of this increase decreases as the channel
network establishes. The trend which represents the channel area
and also increasing permeability due to fracturing, is given in
Figure 9 by checking the dark pixels in the images through time.
Occurrence frequency of low frequency earthquake-like events
(described as Type 1) decreases with increased permeability due
to fingering and fracturing indicated in the work of Frank et al.
about real scale events seen in Mexico [66].

The inflection point (Figure 7 red dash dot line) of the mean
frequency curve (t0 = 1.49 s) shows the point where the power
spectra evolves from a power law trend (Figure 6B) to stick-
slip aftershock like events (Figure 10, Bottom Right) whose
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power spectra consists of several peaks in the frequencies higher
than 10 kHz (Figure 11) which causes the increase in the mean
frequency. This inflection point occurs almost at the same time
as the small step in the maximum finger length curve (high slope
of the length curve, Figure 7 green) can be noticed around t0.
This small step shows a stick slip motion in the most advanced
finger tip. The inflection point also corresponds to the start
of occurrence of the first Type 2 event which is presented in
Figure 9. We can thus attribute it to a change in dynamics of the
pneumatic fracture process: the main tree of channels stabilizes,
and a slower stress relaxation process starts in the bulk around
the channels, which leads to different type of acoustic event
signatures, associated to the appearance of the impulsive Type 2
events.

The presence of this inflection point in the average frequency
of the power spectrum, and the appearance of impulsive events
(Type 2), can be suggested as the interesting signatures of the
stabilization of the main channel during the monitoring of field
scale hydrofracture or pneumatic fracture: these clear signatures
can be detectable even in opaque field scale microseismic
monitoring studies. This change of event types can also be seen
in Figure 9 which shows the event detection using STA/LTA
event detection procedure. As presented in the bottom panel of
Figure 8, Type 2 events are detected starting from the inflection
point of the mean frequency curve (t0 = 1.49 s). Furthermore,
we noticed that the cumulative number of Type 2 events are
following an Omori Law trend which is shown in the Figure 12.
This is due to the similarity between the aftershocks which is
observed in real life and the Type 2 events in the medium which
are due to the local stress relaxations. K = 4.89 ± 1.33 and
c = 0.13 ± 0.8 s for the Omori Law and K ′ = 5.34 ± 1.52
s−0.45, c′ = 0.0066 ± 0.55 s, p = 0.55 ± 0.38 for the Modified
Omori Law are computed as fitting parameters. It can be said that
the Modified Omori Law—Equation (7)—gives slightly better
fitting results to this dataset (RMSE is 0.57 for Omori Law and
0.53 for Modified Omori Law) due to the application of another
parameter which is making the fitting procedure more sensitive.

The obtained p-value in this study (p = 0.55) corresponds to
the p-value range for earthquakes studied by different scientists
(i.e., 0.6–1.6 [63], or 0.3–2.0 [67]). There are several studies for
different types of earthquake mechanisms with varying p-values.
Utsu [63] presented some of them: p = 0.9 ± 0.1 is found for
the 1962 Westport earthquake in New Zealand, p = 1.4 is found
for the 1965 Hindu Kush intermediate-depth (h = 214 km)
earthquake, and p = 0.84 is found for the aftershocks following a
rock fracture event in amine causing a lowmagnitude earthquake
(M = −2). This variability has been attributed to the variations
in the state of stress, temperature, structural heterogeneities,
material parameters, etc., in different tectonic regimes. However,
a single, dominant factor controlling this parameter has not yet
been identified [68].

In different examples, post-injection fluid-induced seismic
events at various injection sites such as Fenton Hill, USA, and
Soultz-sous-Forêts, France, appear to decay with an Omori-like
fashion [69]. The rate of the post-injection seismic events in
these cases has not been analyzed using the conventional MOL,
thus a direct comparison between the obtained p-values cannot

be carried out. In other examples, Nur and Booker [70] found
that the decay of earthquakes following a step in the pore fluid
pressure obeys a Modified Omori Law (MOL) with p = 0.5,
which was consistent with a pore fluid diffusion law. Similarly,
Yamashita worked on a model linking the fault slip and fluid
flow in a system preloaded in shear. He found that the p-value is
0.48 for an early time period in a sequence of induced secondary
aftershocks [71]. This link was also derived by Shapiro et al. [72–
74] and Rozhko et al. [75] for the events related to pressure
changes in operation wells. Their formulation relates the rate of
acoustic events to the temporal change in pore pressure. This is
very similar to the p-value obtained by fitting the MOL to our
experimental results.

5.2. Physical Explanation of the Experiments
The observed p-value in our experiments is also consistent
with the derivations and approximations carried out in the
models derived by Niebling et al. [20, 24] or Johnsen et al.
[25] for systems related to the one currently studied. The
exponent of this Modified Omori Law and its prefactor can
be directly related to the stress relaxation due to the diffusion
of fluid pressure with the following approximations - that
will be validated a posteriori by the agreement between the
exponent and prefactor derived and the one that can bemeasured
directly.

After the initial fast stage where the large empty channel is
created, the compressibility of the fluid induces a slower seepage
into the surrounding material. The boundary conditions can be
considered as fixed for the granular material along the channel:
owing to the large permeability of the channel, the boundary
condition along the channel corresponds to an approximately
homogeneous fluid pressure equal to the imposed inlet pressure,
which also corresponds to the total stress since no grains are
present in the channel, and the total pressure and pore pressure
correspond on this boundary. The outlet boundary conditions
can be considered as fixed pore pressure equal to the atmospheric
one, and fixed displacement due to the semipermeable grid. The
boundary conditions along the plates correspond to no flux for
the fluid, and no normal displacement for the particles.

Since no large motion occurs in the following relaxation stage,
the total stress field in the medium can be approximated as
constant. This total stress σT is the sum of the solid stress
σ s arising from the forces transmitted in the grain-grain and
grain-plate contacts, and the pore pressure p:

σT = σ s + pId, (8)

where Id is the identity matrix. This general formulation of
summing the solid-bearing and fluid-bearing parts of the stress
is for example demonstrated by Jackson [76], and is valid as
long as the large scale shear stress due to fluid-solid momentum
exchange is negligible. It was shown to hold, for example, in
sheared saturated granular layers [77].

The total stress being fixed with fixed boundary conditions,
the balance between solid-bearing and fluid-bearing stress
changes as the fluid seeps in due to pore pressure relaxation. For
every grain-grain contact and grain-plate contact, the stick/slip
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criterion can be described using a Coulomb friction criterion
according to which slip occurs when the equality is reached:

σ s
s ≥ µσ s

n, (9)

where σ s
n and σ s

s are respectively the norms of the normal
and shear (frictional) solid stress transmitted by the contact
considered, and µ is the friction coefficient depending on the
characteristics of the contacting elements (grains and plates).

The fluid can be explicitly considered by expressing this law
in terms of total stress and fluid pressure, using Equations (8, 9)
which leads to a formulation corresponding to Terzaghi’s 1936
effective stress formulation [77, 78]:

σT
s ≥ µ(σT

n − p), (10)

where p is the pore fluid pressure. With fixed total stress,
Equation (10) can be reformulated in terms of fluid pressure
required for the grain pairs to slide:

p > σT
n −

σT
s

µ
. (11)

We assume a random distribution for the local total stress values,
σT
s and σT

n , and call ξ the density of contacts per unit surface
of the plates that will break with an acoustic emission due to
sufficiently high pore fluid pressure. According to the above
criterion, when p rises from the initial value to the final one a slip,
during which micro acoustic events are produced, happens. The
rate of events can be derived as follows: the system is considered
to have a quasi one dimensional geometry where the grains ahead
of the channel in the average flow direction correspond to x > 0.
The initial value of the overpressure (i.e., pressure above the
atmospheric pressure) is approximated as P = Pmax for x < 0
and P = 0 for x > 0. This holds if the initial channel creation
was fast compared to pressure diffusion, so that the pressure skin
depth stayed small with respect to the system size during channel
creation, which was verified numerically by Niebling et al. [20].

The variation of the pore pressure over time is thus the key
factor in this system to change stability of the porous medium.
This pore pressure can be expressed using the fluid pressure
diffusion into the porous medium. Considering that the grains
are not moving, the pore velocity vd of the fluid (local velocity
in the pores) and the Darcy velocity vD, can be computed
from Darcy’s law. As presented e.g., in Niebling’s work [22] or
Johnsen’s [26]:

vd =
vD

φ
= −

κ

φµ
▽P (12)

where κ is the local permeability, φ is the local porosity of
the granular medium, µ is the fluid viscosity and P is the
pressure gradient driving the flow. Implementing this equation
into conservation of mass we have:

∂t(φρ(P))+ ▽(φρ(P)vd) = 0 (13)

where ρ(P) is the updated mass density of air, obtained assuming
the state equation of a perfect gas which is following the relation

ρ(P) = ρ0
P
P0

which is valid for this type of setups since the
pressure is not varying by orders of magnitude with no strong
density changes over the cell. When the pressure dependence
of the density is included in the analysis which is indeed more
correct, the diffusion equation becomes nonlinear. It can be
treated numerically, Niebling et al. [20]. As shown by Niebling
et al., no qualitative changes are noted in this kind of regime
though and the same kind of scaling law for the growth of the
skin depth is observed. In this equation, ρ0 is the density of air
and P0 is the atmospheric pressure. This puts Equation (13) into
the form:

ρ0

P0
∂t(φP)− ▽(ρ0

κ

µ
▽P) = 0. (14)

Considering that porosity (φ = φ0) and local permeability (κ =
κ0) does not change with time, after some simplification Equation
(14) will become:

φ0

P0
∂t(P)−

κ0

µ
▽
2P = 0. (15)

Then, from Equation (15) we can derive the diffusion equation as:

∂t(P) =
κ0P0

φ0µ
▽
2P (16)

where the part before the pressure gradient of Equation (16) can
be described as diffusivity constant of overpressure in a porous
medium, corresponding to the slow Biot wave [79]:

D =
κ0P0

φ0µ
. (17)

The local permeability κ0 can be computed using Carman-
Kozeny equation [22]:

κ0 =
d2

180

φ3

(1− φ)2
(18)

where d = 80µm is the diameter of the grains and φ, the porosity
of the medium, is around 48% which is typical for this kind of
preparation. The results of Niebling et al. [20] show that in this
kind of system, fast forming aerofractures are formed, followed
by a slow diffusion of overpressure away from the large channels -
our slow relaxation stage.

He modeled the behavior of the aerofractures with two
different stages, with initially a fast channel formation in the
beginning due to the high fluid pressure and following, close
to the injection point, a thick compaction front which satisfies
Equation (11).

As the overpressure diffuses in the medium, the grains can
slip and rearrange, possibly giving rise to the acoustic events.
The fundamental solution of Equation (16) is derived with
an approximated 1D boundary condition, having an initial
condition P = 0 at t = t1 describing the finger tip as a flat
boundary at x = 0, and the space ahead of it as x > 0. Then,
the initial condition for the overpressure is 1P = 0 for x > 0
and t = t1 (when the finger stops and the overpressure has not
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yet penetrated far from the boundary). Furthermore, boundary
conditions corresponding to the imposed overpressure are1P =
Pmax at x = 0 (the finger boundary), and 1P = 0 at x → +∞
(far ahead of the finger). The solution of the diffusion Equation
(16) gives the overpressure at distance x ahead of the tip of the
empty channel, and at time t > t1, after the end of the channel
formation [25]:

1P(x, t) = Pmaxerfc(
x

2
√
D(t − t1)

)

= Pmax
2

√
π

∫ ∞

x/2
√
D(t−t1)

e−y2dy (19)

where t1 is the time when the end of channel growth stops, Pmax

is the saturation level of pressure. As it is described in Equation
(11) fluid pressure is directly effective on the number of failing
contacts.

This exponentially decreasing pressure field, for order of
magnitude estimates, can be approximated as a zone of (skin)
depth 2

√
D(t − t1) ahead of the finger tip experimenting a

significant overpressure rise close to the maximum overpressure
Pmax, and a negligible overpressure in the zone ahead of it. Since
ξ contacts break—with an acoustic emission—per unit area when
the overpressure rises from 0 to Pmax, the cumulative number
of contacts failing (i.e., the cumulative number of acoustic
emissions) can be approximated via the equation below:

N(t) = 2Lξ
√

D(t − t1) =
√

(t − t1)/τ (20)

where L is the width of the cell. Furthermore, there is a
characteristic time related to the pore pressure diffusion and
density of contacts breaking due to this pore pressure increase,

τ = 1/(4DL2ξ 2). (21)

This time τ is different from the other characteristic time t1, that
corresponds to the start of the diffusive behavior for the pore
pressure.

Equating Equations (7) and (20) (and recalling that the time t′

is measured with respect to t0 in this last equation), we obtain the
prediction:

((t − t1)/τ )
0.5 =

K ′

1− p
((t′ + c′)(1−p) − c′(1−p)), (22)

which predicts that 1 − p = 0.5, i.e., p = 0.5, t − t1 = t′ + c′,
c′ = 0 which leads to t − t1 = t′. Considering t′ = t − t0,
this becomes t1 = t0 and finally Equation (22) turns into
K ′/(1− p) = τ−(1−p).

This is indeed the case up to the error bars: t1 = t0 − c′, with
c′ = 0.0066 ± 0.55 s, i.e., the start of the diffusive regime t = t1
corresponds to the end of the growth of the finger t = t0 up to the
error bar, and p is found to be p = 0.55± 0.38, equal to 0.5 up to
the error bar. The prefactor of the MOL, found with the central
p-value of 0.55 to be K ′ = 5.34 ± 1.52 s−0.45, allows to evaluate
the characteristic diffusion time

τ = (K ′/(1− p))1/(p−1) = (5.34/0.45)(−1/0.45) = 0.004 s. (23)

The frequency of occurrence of events is the time derivative:

dN

dt
=

1

2
√

τ (t − t1)
. (24)

The present study thus suggests that p = 0.5 in the Modified
Omori Law is the signature of the slow stress relaxation due to
the diffusion of the overpressure in the medium surrounding
the cavities.Presumably, this p-value may decrease if the fluid
injected slowly enough so that the diffusion skin depth becomes
large with respect to the channel width during the injection,
which is a contrary to the situation depicted here [20]. Also,
large injection pressure may lead to subcritical crack growth and
change p-value [40, 42, 80].

The prefactor of this law, corresponding to the characteristic
time τ = 0.004 s for this diffusion, can thus be related to the
porosity and permeability of the medium around the channels,
the viscosity and compressibility of the fluid, and the density of
failing sites leading to events.

Putting τ back into the Equation (21) it is possible to calculate
ξ via the following equation:

ξ =
1

2L
√
Dτ

(25)

Recalling the expressions Equations (17) and (18), we obtain for
this medium a diffusivity

D =
d2φ2P0

180(1− φ)2µ
= 0.20 m2/s (26)

where we have used the air viscosity, µ = 1.810−5 Pa s, and the
atmospheric pressure value P0 = 105 Pa.

These two last equations, Equations (25) and (26), allow to
express the density of the triggered seismogenic contacts, with
L = 0.4m, as:

ξ =
1

2L
√
Dτ

≃ 45/m2 (27)

for this presented experimental setup. This indicates that around
45 contacts per square meter can give rise to strong events due
to overpressure rise (which is far lower than the total number
of contacts ≈ 2.3 × 1010 for the grains and cell thickness
considered). This shows that just a small subfraction of contacts
give rise to strong events.

It is also very consistent within the order of magnitude with
the fact that 12 events of Type 2 were observed during this
relaxation in the system of size around 50 cm ahead of the
main finger by 40 cm width, i.e., of size 0.2m2 corresponding
to a density around 50m−2 microseismogenic events happening
during this stress relaxation.

6. Conclusion

A purpose-built Hele-Shaw cell experiment was designed to
enable both optical and acoustic recordings associated with
controlled fracturing of a porous medium via air injection.
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The optical and acoustic recordings are analyzed together to
obtain a further understanding of the type of deformation
occurring within the cell. Based on the evolution of the power
spectrum and mean frequency of the acoustic data with time,
together with the growing channel network, it can be determined
that the low frequency content f < 10 kHz of the acoustic
emissions is directly related to the permeability state of the
medium. Low frequencies dominate the power spectrum as
long as the medium has not reached its final fractured state.
After this state is reached, aftershock-like events seem to release
the stress from the medium in the post-fractured phase. These
aftershock-like events have a broadband spectrum where the
energy is not focused on the low frequency but spread on a
wide span of frequencies. These events occur right after reaching
the final fractured state and their frequency of occurrence
decays with time. Both power spectra evolution and diminishing
frequency of occurrence are present in real scale microseismic
data. In addition, it is possible to estimate the number of
aftershocks by using Modified Omori Law in experimental

and microseismic data. These signatures, inflection point in
the average frequency, appearance of impulsive events of high
frequency, and starting point of an Omori Law, can be used
straightforwardly in large scale microseismic monitoring of fluid
injection and well stimulation. The permeability of the medium
can also be directly estimated from the prefactor of the Omori
Law.
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9.2 Paper 5: NOTE: Localization Based On Esti-

mated Source Energy Homogeneity

Following the previous article, it was of interest to investigate methods for localizing
sources of the signals received. In this paper, a new localization method for signals
on a thin plate is proposed, based on the attenuation of energy and inverted source
amplitude comparison. The method is developed and tested on both synthetic
numerically simulated signals, as well as experimental signals originating from known
sources and locations (e.g. steel pellet dropped on the plate at a given location).
The localization method is tested against many existing methods, and found to
be very versatile and works better than the conventional techniques considering
computational cost and accuracy. The principle of the technique is as follows; with
multiple sensors (here, 4) at different locations, the energy of the source signal is
estimated as function of distance from the receiver, i.e. inversion taking account of
the attenuation by travel distance of the wave. The source is then localized at the
position where these estimated energies have the best match with each other. The
accuracy of the method is discussed for various sampling rates, for non-dispersive
and dispersive waves in systems with and without reflection. The expansion of the
method into 3-D is also considered possible. This article was published in Review
of Scientific Instruments in September 2016.
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Note: Localization based on estimated source energy homogeneity
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1IPG Strasbourg, CNRS, Université de Strasbourg, Strasbourg, France
2Department of Physics, University of Oslo, Oslo, Norway
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Acoustic signal localization is a complex problem with a wide range of industrial and academic appli-
cations. Herein, we propose a localization method based on energy attenuation and inverted source
amplitude comparison (termed estimated source energy homogeneity, or ESEH). This inversion is
tested on both synthetic (numerical) data using a Lamb wave propagation model and experimental
2D plate data (recorded with 4 accelerometers sensitive up to 26 kHz). We compare the performance
of this technique with classic source localization algorithms: arrival time localization, time reversal
localization, and localization based on energy amplitude. Our technique is highly versatile and
out-performs the conventional techniques in terms of error minimization and cost (both computational
and financial). Published by AIP Publishing. [http://dx.doi.org/10.1063/1.4962407]

Source localization of acoustic signals is fundamental
for a broad range of academic and industrial applications,
from robotics to medicine and from telecommunications to
geoscience.1–7 Even though it is trivial to locate impulsive,
non-dispersive signals without any reflections,8 as the signal
and propagating medium get more complex this task becomes
more difficult. In this paper, a new approach of localization
based on the signal energy is presented. It is possible
to implement this estimated source energy homogeneity
(ESEH) method into the authors’ previous work9 to localize
microseismic events in aero-fracturing of a porous medium
in a Hele-Shaw Cell,10 or other types of 2D experiments
such as fracture propagation experiments in plexiglass11 or
crack propagation in paper.12 Furthermore, it is possible to
implement this method into a 3D medium at a larger scale
which then can be used in the industrial applications such as
geothermal activities,13–15 well stimulation,16 etc.

We here present a set of experimental and numerical
results that compare different methods of localization: Arrival
Time Delay Localization (ATL),17–19 Energy Based Localiza-
tion (EBL),20,21 Time Reversal Localization (TRL)7,22 (see S1,
the supplementary material), and ESEH.

A glass (or plexiglass) plate having dimensions 80 cm
× 40 cm × 1 cm is used for experiments. A 4.5 mm
diameter steel ball is dropped from 2–3 cm height above
the plate on different locations. The signal generated by the
impact is recorded with a set of 4 miniature piezoelectric
accelerometers (Brüel and Kjaer - 4374) with an optimal
sensitivity in the (1 Hz–26 kHz) frequency range. The recorded
signal is amplified and conditioned using a Brüel and Kjaer
Nexus Charge Amplifier—Type 2692-A. Then, the signals are
transmitted to the computer using a Ni-DAQ mx PCI-6133
acquisition card.

This new method relies on the principle that the source
energy, after correction from travel path-related attenuation,

a)Electronic mail: turkaya@unistra.fr

should be equal (or almost equal) at every sensor location. The
energy spreading due to distance for plates of thickness h can
be expressed, from energy conservation and isotropy along
the plates, as Em =

Es

2πRh
where Es is the total emitted source

energy and Em is the energy density integrated over time and
plate thickness, on a receiver m at a distant R. An additional
attenuation factor due to the viscosity of the plate material can
be incorporated as Em =

Es

2πRh
e−αRm, where α is a damping

factor of dimension of inverse length (when this one is lowly
or non-dependent of frequency). The source energy can thus
be expressed from the energy received at m as

Es = 2πRhEme−αRm. (1)

Modifying this Eq. (1) for localization we have23,24

Es(rs,rn) =

∫ ωN yq

0
2πR(n)ρhc(ω)

|a(ω)|2

ω2
eα(ω)R(n)dω, (2)

where Es(rs,rn) is the source energy seen from the sensor num-
ber n at position rn, the source is at position rs, ρ is the mass
density of the plate, c(ω) is the group velocity over different
ω (angular frequency) at which the energy is traveling,24

a(ω) is the acceleration of the plate after Fourier transform,
R(n) = ‖rn − rs‖ is the distance between the source and the
receiver n, and ωNyq is the Nyquist frequency (ωNyq =

π

dt

where dt is a discrete time step). The part eα(ω)R represents
correction due to the material based attenuation which is
equal to 1 in the case of glass plate.24 For plexiglass plate
for the frequencies lower than the cutoff frequency ωc = ω

(1/h), this attenuation coefficient is equal to α(ω) = 1 m−1,
and for the frequencies higher than cutoff frequency it is α(ω)
= 7.64 × 10−4ω2/3 m−1.24 Defining an average operator as
〈A〉 = 1

N

∑

N

n′=1 A(n′) and using the normalized source energy
Ψs(rs,rn) = Es(rs,rn)/max(Es(rs,rn))where max(Es(rs,rn)) is
the maximum over the N sensors, we can formulate the
standard deviation of the energy recorded at N different

sensors as σ(rs) =

√

1
N

∑N
n=1(Ψs(rs,rn) − 〈Ψs(rs,rn)〉)2. The

minimum of this standard deviation, σ(rs) over the plate will
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indicate the position of the source. This method is based on the
direct wave (signal without the arrival of reflected waves from
the sides). Therefore, it is necessary to carefully define the
time window prior to the arrival of reflection so as to achieve
high quality estimates of the source position. We define a
direct wave window ranging from the impact duration of the
source by using Hertzian mechanics (30 µs and 96 µs for the
glass and plexiglass plates, respectively)25,26 up to the time of
arrival of the reflected wave, i.e., τsource < L/VR, where L is the
length of the raypath of the closest reflected wave (97 µs and
375 µs for the glass and plexiglass plates, respectively). We
used window sizes 50 µs on glass and 200 µs on plexiglass
for the experimental cases. The Rayleigh wave velocity is
VRglass

≈ 3100 m/s and VRplexi
≈ 800 m/s on glass and plexiglass

plates.24

Tests on synthetic data using hertzian contact load during
shocks25,26 are conducted to check different methods (ATL,
TRL, EBL, and ESEH) in different conditions before testing
in physical experiments (see S2, the supplementary material).
During the localization estimations, we used Rayleigh wave
velocity VR as the wave velocity. However, it is possible to
implement different group velocities for different frequencies
in ESEH which decreases the error around≈10 mm. In Table I,
the average error of the different cases of signal generation
is presented in this order: infinite and non-dispersive plate,
infinite and dispersive plate by taking into account different
velocities over the frequency spectrum, finite and non-
dispersive plate by taking into account the reflected waves
from the boundaries, and finite and dispersive plate by taking
into account both. Signals for 18 various source locations are
generated and localized using different methods. From Table I,
it can be seen that the effect of uncertainty due to the estimation
of the source energy in the conventional method leads to some
estimation error even in the simplest case. In the infinite cases
where the reflections are not included, energy based methods
are more precise. A clear definition of the primary signal
means that ESEH performs well in all circumstances. ATL
is comparable to ESEH when the medium is non-dispersive;
however, with increased dispersivity the performance of ATL
decreases due to the attendant uncertainty in the wave velocity.

TABLE I. Table showing the average distance between the real source po-
sition and the estimated position (i.e., error) in mm for different cases in the
signal generation.

Mean error, glass plate (mm) ATL TRL EBL ESEH

Infinite, non-dispersive 0 0 7 0

Infinite, dispersive 45 26 35 4

Finite, non-dispersive 2 2 20 5

Finite, dispersive 35 27 50 36

Experimental 21 29 48 33

Mean error, plexiglass plate (mm) ATL TRL EBL ESEH

Infinite, non-dispersive 0 0 7 0

Infinite, dispersive 30 61 27 11

Finite, non-dispersive 0 0 21 3

Finite, dispersive 36 37 48 40

Experimental 48 34 34 30

TABLE II. Table showing the computational time in milliseconds for differ-
ent cases.

Mean computational cost (ms) ATL TRL EBL ESEH

Infinite, non-dispersive 6 31 5567 125

Infinite, dispersive 6 31 5567 125

Finite, non-dispersive 6 43 6983 257

Finite, dispersive 6 22 4760 90

In Table II, it is possible to compare computational costs
for each method in every signal generation context.

This table is obtained by measuring the time spent during
the estimation process with different methods. The window
size of the signal is optimized for the cases to better include
the direct wave. As a result, some of the less complex cases
have longer signals and thus take more time to estimate. From
Table II, it can be seen that ATL is the cheapest method while
EBL is the most expensive.

We tested experimentally the effect of the ball size (1 mm,
5 mm, and 10 mm) and stiffness of the plate (polyamide, glass,
and steel) of the signals. We observed that these properties
do not affect localization results significantly. The average
estimation error for different sampling rates for a set of
experiments using a 5 mm steel ball hitting on a plexiglass
plate is presented in Figure 1.

On the other hand, due to the lower Rayleigh wave
velocity (≈800 m/s) in plexiglass, direct wave is clearer. This
allows energy based methods to work in this case with a
resolution ≈3.3 ± 1.0 cm, which is calculated by averaging
the difference between the real and estimated source position
for all the experiments (including the human error on targeting
the predefined source position). Analysis of the experiments
with different spatial resolution (by changing the grid from
1 cm to 1 mm) has a minor effect on the resolution of the
data, but it increases the computational cost 70 times (see S3,
the supplementary material). The conventional energy based
localization method can be optimized by having a linearly
spaced grid of 10 points between the maximum and the
minimum possible source energy (see S4, the supplementary
material).

The sampling rate of the signal has a significant effect
on the estimation process; the smaller the sampling rate, the

FIG. 1. Figure showing the decay of the average error on plexiglass plate
with different sampling rates in different methods. Signals with lower sam-
pling rates are obtained by decimating the experimentally recorded signal
with 1 MHz sampling rate.
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FIG. 2. Figure showing the effect of the SNR (added artificially) of the signal
over the estimation quality in different methods on glass plate.

higher the error on localization. However, EBL and ESEH are
the most stable techniques and provide better results over the
range of sampling rates tested.

To see the effect of signal to noise ratio (SNR) in
localization, Gaussian white noise with different amplitude
is added to the input data. In Figure 2, it can be seen that the
average error from ATL is the largest when the signal quality
is poor. Here, ESEH and EBL have very similar responses.
Moreover, no dependence on the propagation medium (i.e.,
glass or plexiglass) has been observed for the decay of
the localization error with respect to the SNR (see S5, the
supplementary material).

To see the effect of array geometry on the resolution, we
placed the sensors in different positions over the plate in the
simulations. Based on our investigations, we found out that
a “T” shaped sensor placement gives the best results (≈10%
better estimation) (see S6, the supplementary material).

The theoretical formulation of ESEH can be used in
3D media by changing the cylindrical energy spreading
(with a decay of the energy in 1/R) in Eq. (1) to spherical
spreading and modifying the material based viscosity α

for the selected 3D medium. Thus, we have for deep
sources: Em =

E

4
3 πR

2 e−αRm and for superficial sources: Em

= E

2
3 πR

2 e−αRm. The two main advantages of employing a 3D

medium are that (1) the signals reflected from the sides are
generally clearly distinguishable (or not existing at all when
boundaries are sufficiently distant) and (2) the waves are body
waves, meaning that the medium is non-dispersive. We thus,
anticipate improved resolution in a 3D medium compared to
a system of plates.

The proposed method, ESEH, appears to be the best
compromise with respect to location accuracy and compu-
tational cost among the set of methods tested in this study.
Particularly, if the primary signal can clearly be defined, ESEH
is very convenient to use. Despite being slower than ATL and
TRL, it is more robust when the signal is noisy, dispersive,
or fast propagating. This method can be easily applied in 2D
environments such as touchscreens, or membranes,12,27 or in
3D in the petroleum industry, seismology, or medicine.

See the supplementary material S1 for the explanation
of the different localization methods used in this study, S2
for detailed information about the numerical simulation,

S3 for the details of spatial resolution of EBL, S4 for the
optimization of the source energy grid in EBL, S5 for details
of the SNR comparison, and S6 for the details of the different
array geometries compared.
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in frictional fluid dynamics. Nat. Commun., 2011. doi:10.1038/ncomms1289.

[63] R. Holtzman, M. L. Szulczewski, and R. Huanes. Capillary frac-
turing in granular media. Phys. Rev. Lett. 108:264504, 2012.
doi:10.1103/PhysRevLett.108.264504.

[64] C. Chevalier, A. Lindner, M. Leroux, and E. Clément. Morphodynamics during
air injection into a confined granular suspension. J. Non-Newton Fluid Mech.
158:63-72, 2008. doi:10.1016/j.jnnfm.2008.07.007.

[65] J. A. Eriksen, B. Marks, B. Sandnes, and R. Toussaint. Bubbles breaking the
wall: two-dimensional stress and stability analysis. Phys. Rev. E 91:052204,
2015. doi:10.1103/PhysRevE.91.052204.

[66] J. A. Eriksen, R. Toussaint, K. J. Måløy, E. G. Flekkøy, and B. Sandnes.
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[70] G. Løvoll, M. Jankov, K. J. Måløy, R. Toussaint, J. Schmittbuhl, G. Schäfer,
and Y. Méheust. Influence of viscous fingering on dynamic saturationpres-
sure curves in porous media. Transp. Porous Med. 86: 305, 2011.
doi:10.1007/s11242-010-9622-8.

170



[71] K. T. Tallakstad, H. A. Knudsen, T. Ramstad, G. Løvoll, K. J. Måløy,
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Fredrik ERIKSEN 

Écoulements dans des fractures et 
milieux poreux en évolution

Résumé

Mots-clés : Milieux granuleux et poreux, instabilités, transformation mécanique et chimique, diffusion 
de la pression interstitielle 

Cette thèse est une étude expérimentale de la transformation lente et rapide d’un milieu poreux sous 
l’action de l’écoulement d’un fluide. Le processus rapide est une déformation mécanique avec 
formation de canaux en raison de la forte pression du fluide, alors que le processus lent correspond 
à l’évolution chimique des fractures. L’étude de la déformation rapide est effectuée grâce à l’injection 
d’air à pression constante dans un milieu granulaire sec ou saturé. Par des techniques d’imagerie 
nous avons pu caractériser l’invasion par des motifs de Saffman-Taylor ;  la déformation du milieu ; 
ainsi que les régimes d’écoulement et la dynamique de croissance des canaux. La pression 
interstitielle est évaluée numériquement et utilisée pour caractériser la rhéologie. L’étude de la 
transformation lente repose sur des expériences où de l’eau distillée est injecté à débit constant à 
travers un échantillon de calcaire fracturé. En comparant l’ouverture des fractures mesurées avant et 
après l’écoulement, nous avons caractérisé l’évolution des fractures pour différentes durées 
d’écoulement réactif. 

Résumé en anglais 

Keywords: Granular and porous media, flow instabilities, mechanical and chemical transformation, 
pore pressure diffusion 

This thesis is an experimental study of flow and transformation of porous media, where we study 
both fast and slow transformation of the media due to fluid flow. The fast process is mechanical 
deformation and channel formation due to high fluid pressure, and the slow process is chemical 
evolution of fractures. In the study of fast deformation, we perform experiments where air is injected 
at a constant overpressure into a saturated or dry granular medium. From recorded images, we 
characterize Saffman-Taylor like invasion patterns, surrounding deformation of the medium, flow 
regimes, and channel growth dynamics. Pore pressure is evaluated numerically, and used to 
characterize the rheology. In the study of slow transformation, we perform experiments where 
distilled water is injected at a constant flow rate through a fractured chalk sample. By comparing 
fracture apertures measured before and after experiments, we study the evolution of fractures for 
different durations of reactive flow. 


