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INTRODUCTION 
----------------------------------------------------------------------------------	

Human	immunodeficiency	type	1	virus	
------------------------- 

 

I.	HIV-1:	general	information	
	

I.1 Taxonomic classification 
 
Human immunodeficiency virus type 1 (HIV-1) belongs to the Retroviridae, a large 
family of viruses found in all vertebrates. The International Committee on Taxonomy 
of Viruses has divided the retrovirus family in two groups: simple retroviruses 
composed of the alpha retroviruses, beta retroviruses and gamma retroviruses; and 
complex retroviruses composed of the delta retroviruses, epsilon retroviruses, 
lentiviruses and spumaviruses (239). All retroviruses encode gag (group-specific 
antigen), pol (polymerase) and env (envelope) gene products, and complex 
retroviruses encode additional regulatory proteins (95).  

HIV-1 is part of the lentiviruses and is divided in four groups: M (main), O (outlier), N 
(non-M, non-O) and P. The M group includes more than 98% of the HIV-1 isolates and 
is divided into nine clades (reviewed in (180)). 
 

I.2 HIV-1 components and virus morphology 
 
Retroviruses were originally classified based on their characteristic morphology. The 
viral particle is spherical, surrounded by a membrane derived from the host lipid 
membrane bilayer and comprising the glycosylated surface glycoprotein 120 (SU-
gp120) and transmembrane glycoprotein 41 (TM-gp41) envelope proteins. 
Approximately ten trimers of Env proteins per virion are thought to be present on 
each particle (442).   

Virions are released from the infected cell initially as immature particles of roughly 
120 nm in diameter with a characteristic electron-lucent centre (57, 58). 
Approximately 2500 (68) to 5000 (58) Gag precursors (Pr55Gag) are present per 
particle with a GagPol precursors (Pr160GagPol) level of about one-twentieth per virion 
(198).  

Processing of Pr55Gag and Pr160GagPol drastically changes the virus morphology. 
Underlying the membrane of the mature viral particles the matrix (MA) layer, which 
contains a fullerene cone composed of capsid (CA) proteins (155). The HIV-1 cone 
encompasses a ribonucleoprotein (RNP) complex consisting of two copies of 
genomic ribonucleic acid (gRNA) coated by nucleoprotein (NCp7), several viral 
proteins (reverse transcriptase (RT), integrase (IN), protease (PR), viral protein R (Vpr), 
viral infectivity factor (Vif) and negative factor (Nef)) and some cellular factors such 
as the transfert RNA Lysine 3 isoacceptor (tRNALys, 3) RT primer, actin, APOBEC-3G and 
cyclophilin A (reviewed in (317)).  
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I.3 Organisation of the genome 
 
The HIV-1 proviral genome, integrated into the host genome, is flanked from either 
side with identical duplicated regions called 5’ and 3’ viral long terminal repeats 
(LTRs). 5’ and 3’ LTRs comprise U3 (Unique in 3’), R (Repeated) and U5 (Unique in 5’) 
domains (Figure 1B).  

The U3 domain constitutes the HIV-1 promoter that controls transcription. This region 
fulfils its biological purpose once the RNA genome is reverse transcribed into DNA 
provirus. R and U5 domains contain number of cis-acting elements recognised by 
RNAs and proteins, regulating crucial steps of the viral life cycle such as 
transcriptional elongation, splicing, gRNA dimerisation, packaging of the unspliced 
genome and RT.  

Once RTion is accomplished and the provirus integrated, a positive-sense and single-
stranded RNA (ssRNA) of 9,2 kilobases (kb) is produced by the host transcriptional 
machinery with a trimethylguanosine cap at the 5’ end and a polyadenylated tail at 
the 3’ end (436). The gRNA is flanked by untranslated regions (UTR) of approximately 
350 and 550 nucleotides at the 5’ and 3’ ends, respectively containing R and U5 
domains and U3 and R domains (Figure 1A).  
 

 
 
 
 
 

Figure 1 
Overview of the organisation and expression of the HIV-1 genome.  
A. Proviral genomic organisation with the coding region flanked by the two LTR regions. B. 
gRNA organisation highlighting the ten overlapping ORFs with the 5’ and 3’ untranslated 
regions. C. Viral proteins expressed and encapsidated inside the viral particle. D. Schematic 
representation of the mature viral particle highlighting the localisation of the different proteins. 
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Figure 2 
Model of the secondary structure of the HIV-1 gRNA 5’-UTR.  
The 5’-UTR comprises the first 350 nucleotides of the gRNA. The main domains are indicated: 
TAR, Poly-A, PBS (nucleotides 131 to 217 are not indicated to facilitate the representation), SL1, 
SL2, SL3 and SL4 containing the AUG start codon of gag. The DIS is highlighted in the context of 
the kissing-loop complex mediating gRNA dimerisation (Model from (388)). 

The 5’-UTR (Figure 2) folds into several relatively independent structural and 
functional domains (28, 90, 174, 220, 319, 383, 422, 426). From 5’ to 3’ these are the 
TAR (trans-activation response element) stem-loop mediating efficient transcriptional 
elongation; the Poly-A stem-loop containing the repressed 5’ copy of the 
polyadenylation signal;  the PBS (primer binding site) domain crucial for annealing to 
the host tRNALys,3 primer for initiation of RTion; the SL1 domain (stem-loop 1) 
containing the gRNA dimerisation initiation site (DIS) element involved in gRNA 
dimerisation; the SL2 domain containing the major splice donor (SD) site; the SL3 
domain considered as the historical major packaging signal; SL4 containing the AUG 
start codon of Pr55Gag, and forming an unstable stem-loop whose dynamic structure 
probably depends on the replicative step of the life cycle.  
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The 3’-UTR of gRNA comprises the U3 region followed by the R region, like the 5’ end 
but with the fully functional poly-adenylation signal. It is important to keep in mind 
that the AAUAAA and GU/U-rich binding sites, localised in the Poly-A hairpin, are part 
of the R domain and thus located at each end of RNA. A polyadenylation enhancer 
localised upstream of the 3’ poly-adenylation signal stabilises the binding of factors 
required for poly(A) addition, explaining the non-functionality of the 5’ poly(A) site.  

Regarding the coding region, the HIV-1 genome consists of ten overlapping open 
reading frames (ORFs): gag, pol, vif, vpr, rev (regulator of virion protein expression), 
tat (trans-activator of transcription), vpu (viral protein U), env, asp (antisense protein) 
and nef. The existence of asp has been recently demonstrated, this ORF being 
localised in an antisense orientation overlapping env (69).  

The gag and pol ORFs encode Pr55Gag (to produce the structural proteins MA, CA, 
NCp7, p6) and Pr160GagPol (to produce the enzymatic proteins IN, PR and RT). The 
eight other ORFs produce SU-gp120 and TM-gp41, regulatory (Tat and Rev) and 
auxiliary (Vif, Vpr, Vpu, Nef and Asp) proteins, described in the following section “the 
HIV-1 life cycle” of the manuscript. Figure 1C describes viral proteins that are 
packaged with their location inside the virus highlighted in Figure 1D.  

The core Psi, responsible for the correct packaging of gRNA inside viral particle, 
comprises the SL1 to SL4 domains. A fully functional packaging signal may also 
include the TAR, Poly-A and PBS domains plus the first 300 nucleotides of gag. This 
part will be discussed in detail within the section “The life-cycle of the HIV-1 Gag/RNA 
complex”.  

Packaging of a dimeric genome has two evolutionary advantages. First, a back-up 
template is present to correct mutations generated during the polymerisation 
reaction and impacting viral infectivity. This phenomenon is explained by the high 
replication rate and the lack of proofreading activity of the HIV-1 RT. Second, 
genetic diversity is conferred via RNA template switching generated by the RT 
(reviewed in (315)) (94). 
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Figure 3 
Schematic representation of the HIV-1 replicative cycle.  
This figure highlights the different steps, from 1 to 12, crucial to produce a fully infective viral 
particle. Steps occurring during the early and late phases are respectively coloured in orange 
and green.  

II.	Overview	of	the	HIV-1	life	cycle	
 
Considered as an intracellular parasite, the HIV-1 strictly depends on the host 
targeted cell to reproduce itself and hijacks transcriptional and translational 
machinery to reproduce itself. Up to one billion virions are produced per day in an 
infected individual, and this viral population exists as a quasi-species due to high 
mutation rate of the RT. The replicative cycle of HIV-1 ends with the production of 
new infectious viral particles able to initiate the next round of replication. This process 
is usually divided into two main stages (Figure 3). The early phase comprises the 
binding of the viral particle with the host cell and its subsequent fusion, the release of 
the cone into the cytoplasm with RTion of gRNA, uncoating of the cone, nuclear 
import and DNA provirus integration into the host genome. The late phase begins 
with the transcription and splicing of viral RNAs, viral RNA export into the cytoplasm, 
the translation of viral RNAs into viral proteins, through to the assembly, release and 
maturation of viral particles.  
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II.1 Early phase 
 

II.1.1	Viral	attachment	and	fusion	
 
Viral entry into the host cell is mediated by interactions between the viral envelope 
proteins and specific cellular receptors, determining the viral cell tropism. The 
external SU-gp120 mediates viral attachment while the TM-gp41 promotes viral 
fusion. The two processed proteins form a non-covalent heterodimer (reviewed in 
(78)) with the gp41 TM domain anchored in the plasma membrane by a 
hydrophobic stop-transfer signal (47, 170). The gp120-gp41 complex is associated as 
a trimer in the active form (209, 274). The gp120 sub-unit is composed of five variable 
domains (V1-V5) interspersed with five constant domains (C1-C5) and is heavily 
glycosylated. Approximately half of its molecular mass is composed of approximately 
20 to 35 N-linked glycans with a small additional contribution from O-linked sugars 
(78).  

Cluster of differentiation 4 (CD4) is the primary receptor of HIV-1 entry and is 
associated with the two main co-receptors: CCR5 (C-C chemokine Receptor type 5) 
and CXCR4 (C-X-C chemokine Receptor type 4) (93, 137). Viral attachment is also 
performed in an unspecific manner through the binding of SU-gp120 to host cell 
lectins and proteoglycans. Incorporation of host cell factors into the viral envelope 
also contributes because they are still able to bind to their specific target on the 
cellular membrane (reviewed in (218)).  

The infection is initiated by the SU-gp120/CD4 receptor interaction, inducing a 
conformational change in the Env trimer. SU-gp120 then interacts with CCR5/CXCR4 
co-receptors inducing further rearrangements. TM-gp41 is finally able to insert its 
hydrophobic fusion peptide into the cellular membrane. This interaction allows fusion 
and release of the viral capsid into the cell by creating a helical bundle structure 
(189).  
 

II.1.2	Reverse	transcription	
 
Partial uncoating of the capsid, which contains the viral genetic information 
protected by the NCp7, begins during migration of these particles from the cortical 
actin barrier to the microtubule network where RTion is initiated (20, 257). The timing 
of HIV-1 core disassembly is essential for the formation of a functional RTion complex 
leading to viral double-stranded DNA (dsDNA) synthesis by the packaged RT (146, 
403).  

Conversion of positive ssRNA into dsDNA with complete LTR harboring sites for 
initiation and termination of transcription requires a complex series of events 
(reviewed in (406)). Briefly, the tRNALys,3 bound to PBS serves as a primer to initiate 
negative ssDNA synthesis. The RNA segment of the RNA/DNA hybrid is degraded by 
the RNase H activity of RT. The first DNA strand transfer occurs between the nascent 
negative DNA and the R region at the 3’ end of the gRNA and allows the negative 
DNA synthesis to resume. RNA is further degraded excepted at two polypurine tracts. 
These sites provide the RT primers for the positive DNA strand synthesis. Removal of 
the tRNALys,3 primer allows the positive strand DNA transfer and the central 
termination at the central flap located in IN ORF (73, 74).  
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II.1.3	Uncoating	and	nuclear	entry	
 
Several models of uncoating have been proposed: immediate, cytoplasmic and 
nuclear pore complex (NPC) uncoating (reviewed in (64)). Considering the 
protective function of the core regarding the RNP complex, several studies postulate 
that uncoating starts several hours post-entry into the cytoplasm of the infected cell 
and is critical for viral infectivity (188, 434). First strand transfer of RTion then induces 
capsid disassembly (97, 342). Nevertheless, the exact timing of uncoating is still poorly 
understood. 

The microtubule network is necessary for the movement of the RTion complex toward 
the nuclear pore (20, 63), the remnant CA lattice (435) and the DNA flap (438) could 
be actively involved in its nuclear import. The RTion complex is then remodeled into 
the pre-integration complex (PIC) containing the dsDNA plus several host (high-
mobility group proteins, lamina-associated polypeptide 2a, lens epithelium-derived 
growth factor (LEDGF)/transcriptional coactivator p75) and viral (RT, IN, MA, CA, and 
Vpr) proteins (reviewed in (399)). Since HIV-1 productively infects both dividing and 
non-dividing cells, this implies an active import of the PIC into the nucleus (reviewed 
in (282)). Some tRNA species (437) and CA proteins (435) modulate interaction of the 
PIC with the nuclear transport machinery (273).  
 

II.2 Late phase 
 

II.2.1	Integration	
 
Once inside the nucleus, the dsDNA is integrated into the host chromosomal DNA, 
followed by gene expression and productive infection. Proviral integration into host 
chromatin is required for high levels of viral expression, unintegrated dsDNA 
supporting only limited transcription (409). The packaged IN and many cellular 
proteins (reviewed in (98)) facilitate insertion of the dsDNA into active transcription 
units (117, 267). 

Integration is divided in three steps (98). First, two nucleotides at the 3’ ends of dsDNA 
are removed in the cytoplasm by IN. This step generates CA-3’ recessed hydroxyl 
ends, which induce an asymmetric break of the host genome and a simultaneous 
joining by a one-step transesterification mechanism. This strand transfer ends with the 
repair of each side of the viral genome, completing the stable insertion of the 
provirus (132).  

Upon integration, IN remains associated with the viral DNA ends as part of the PIC, 
along with several host proteins such as LEDGF/p75. This protein complex mediates 
the tethering of the IN-viral DNA complex to the host chromatin (reviewed in (131)).  
 

II.2.2	Transcription	and	splicing	
 
After integration, the provirus is dependent on the cell machinery for gene 
expression. RNA polymerase II (Pol II), in association with cellular transcriptional trans-
activating proteins such as NF-kB, NFAT and Sp1, synthesise the full-length HIV-1 RNA 
transcript, driven by viral promoters and enhancers localised in the U3 region of the 
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5’ LTR. U3 is divided in three main part: the modulatory region, the enhancer and the 
core promoter, constituting the transcription factor binding site (reviewed in (53)). 

Initial transcriptional output is low due to poor Pol II processivity. Processive 
transcription requires binding of the viral protein Tat to the TAR domain (251) and the 
association of the cellular co-factor p-TEFb allowing hyper-phosphorylation of the C-
terminal domain (CTD) of Pol II.  

This 9-kb transcript is polycistronic and contains multiple alternative 5’ and 3’ splicing 
sites (Figure 4B) (reviewed in (217)) in order to generate more than 100 different 
transcripts (312).  

Different classes of transcripts are generated: 9 kb, 4 kb and 2 kb (128, 136, 312, 340). 
In addition, a new class of 1 kb transcripts has recently been proposed (312) (Figure 
4C).   

- the 9 kb class contains the unspliced viral RNA which encodes Pr55Gag and 
Pr160GagPol and also serves as the gRNA being packaged. 

- the 4 kb class comprises singly-spliced mRNAs encoding auxiliary and Env proteins. 
Auxiliary proteins modify the cellular environment to render it compatible with HIV-1 
replication:  

v Vif counteracts the host viral restriction factor APOBEC-3G/3F 
v Vpu is implicated in the CD4 downregulation and promotes the release of 

virions from infected cells by inhibiting the host BST2/tetherin restriction factor 
v Vpr is implicated in the PIC complex and promotes viral replication in non-

dividing cells 
v the two envelope proteins SU-gp120 and TM-gp41 are required for binding 

and entry into target cells 

- the 2 kb class comprises multi-spliced RNAs generated by alternative splicing and 
encoding auxiliary proteins that drive viral replication. These RNAs are expressed 
early in the viral life cycle: 

v Tat enhances viral transcription 
v Rev allows nuclear export of unspliced and singly-spliced RNAs 
v Nef is implicated in the CD4 downregulation so the cell is less visible to the 

immune system and counteracts restriction factors SERINC 3/5 (355, 415) 

- the 1 kb class has recently been identified and comprises 29 completely spliced 
RNAs, containing exons of Tat, Rev and Nef. These novel fusion products are 
potential candidates for acting as regulatory RNAs (312). 
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Figure 4 
Overview of the splicing donor, acceptor sites and of the spliced viral RNAs derived from the 
gRNA.  
A. Full-length gRNA highlighting splice donor (D1 to D4, purple) and acceptor (A1 to A8, blue) 
sites. The location of the RRE is shown. B. Representation of the different populations of viral 
RNAs: non-spliced of 9 kb, mono-spliced of 4 kb and multi-spliced of 2 kb coding the viral 
proteins.  

	 	
 
 
 
 
 
	

II.2.3	Nuclear	export	of	viral	RNAs,	post-transcriptional	regulation	translation		
 
Rev mediates the export of unspliced and singly-spliced viral RNAs from the nucleus 
to the cytoplasm, as detailed in the section “The life-cycle of the HIV-1 Gag/RNA 
complex”. 

Eukaryotic cells post-transcriptionally regulate gene expression by recognising and 
degrading aberrant mRNAs. This quality control is ensured by multiple strategies 
including non-sense-mediated mRNA decay (NMD), no-go decay (NGD) and 
nonstop decay (NSD) (Reviewed in (382). NMD is a translation-coupled mechanism 
triggering degradation of polycistronic messenger RNAs (mRNAs) containing 
premature translation-termination codons (reviewed in (60, 279)). Given the fact that 
the polycistronic nature of a genome, as well as the retention of intronic sequences 
are key factors triggering NMD, how does HIV-1 counteract this mRNA decay 
machinery?  
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HIV-1 hijacks cellular factors involved in different mRNA decay pathways. As 
examples, the up-frameshift protein 1 (UPF-1) (9, 10), the Staufen protein (6, 27, 75–77, 
123) and the YTH-domain containing family 2 (YTHDF2) (224) seem to be critical in 
determining the fate of the unspliced mRNA. The UPF-1 factor, one of the major 
factors of the NMD pathway, is required for HIV-1 RNA stability both in the nucleus 
and cytoplasm, translation (10) as well as for viral RNA nuclear export (9).  

UPF1 increases the levels of viral RNAs and the expression of Pr55Gag proteins during 
the replication cycle. Indeed, UPF-1 regulates the fate of the unspliced mRNA by 
enhancing its association with nuclear export factors and forming a specific complex 
with DDX3, Rev and Chromosomal Maintenance 1 (CRM1) (9). Thus, HIV-1 ensures 
nuclear export of the gRNA through the recruitment of UPF-1 and by the exclusion of 
UPF-2. But the precise function of UPF-2 remains incompletely understood. Human 
Staufen-2 has also been shown to interact with HIV-1 Rev to enhance its gRNA export 
activity (27). DDX3 also initiates HIV-1 unspliced mRNA by binding the trimethyl cap 
and forming a pre-initiation complex in the absence of the initiation factor eIF4E 
(391). Nevertheless, the role of many host factors remains unknown as well as how 
exactly the recruitment of these host proteins interferes with mRNA degradation 
processes.  

RNAs encoding Tat, Rev and Nef are expressed early in the viral life cycle to allow 
synthesis of the full-length genome (8, 102, 276). Structural and enzymatic proteins 
are expressed from this unspliced mRNA as the Pr55Gag and Pr160GagPol polyproteins, 
that are later cleaved into their mature subunits by the PR enzyme. In parallel, Env, 
Vif, Vpr and Vpu proteins are expressed from the mono-spliced mRNAs. All proteins 
are expressed in polysomes localised in the cytoplasm, except for the Env proteins 
which are synthesised in the endoplasmic reticulum (reviewed in (400)).  
 

II.2.4	Assembly		
 

II.2.4.1	The	Life-Cycle	of	the	HIV-1	Gag–RNA	Complex	

Pr55Gag and Pr160GagPol multimerise in the cytoplasm and migrate to the plasma 
membrane (PM) where the assembly of the newly viral particle occurs, with the 
concomitant recruitment of Env proteins in addition to Vif, Nef, Vpr and cellular 
factors. In parallel, two copies of gRNA must traffic to the PM to be packaged. The 
assembly process from initial Pr55Gag detection in the cytoplasm to the completion of 
Pr55Gag accumulation at the PM has been estimated in the range of 5 to 9 minutes 
(208). These aspects are further detailed in the review article “The Life-Cycle of the 
HIV-1 Gag–RNA Complex” published in “Viruses”. 
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II.2.4.2	tRNALys	annealing	and	packaging	

An important aspect of the replicative cycle which has not been developed in the 
review is the packaging of tRNAs into newly formed viral particles. Indeed, during 
HIV-1 assembly, cellular tRNALys isoacceptors tRNALys,1, tRNALys,2 and tRNALys,3 are 
specifically incorporated into the viral particle (Reviewed in (237)) (205, 281). The 
function of tRNALys,1 and tRNALys,2 is elusive, these tRNALys,1 and 2 probably being 
encapsidated because the Lysyl-tRNA synthetase (LysRS) does not discriminates 
between isoacceptors, whereas tRNALys,3 is the primer for initiating RTion.  

Four regions of the tRNALys,3 participate in its placement and stabilisation to the PBS 
domain (reviewed in (195)). These four interactions are: (1) the 3’ end of the tRNALys,3 

stem acceptor anneals to an 18-base sequence located in the 5’-UTR and termed 
the PBS to initiate the RTion (281), (2) the variable loop of tRNALys,3 interacts with the 
C-rich region (194, 196), (3) the thymidine-pseudouridine-cytidine (TYC) arm of 
tRNALys,3 interacts with the primer activation signal (PAS) (29–32, 159, 160, 387), and (4) 
the anti-codon loop of tRNALys,3  complementary to the A-loop (160, 193, 194, 196) 
(Figure 5). 

The exact mechanism underlying the specific packaging of tRNALys isoforms remains 
unclear, but is thought to occur independently of the gRNA despite the sequence 
complementarity (119, 187). The mitochondrial lysyl-tRNA synthetase (LysRS) is taken 
up to the virus particle in association with tRNALys,3 to be the source of viral LysRS 
(Reviewed in (237)) (213, 240). In addition, an interaction between tRNALys  and 
Pr160GagPol seems to stabilise this complex, the exact interaction domain remaining 
controversial with evidences for the RT domain (Khorchid et al., 2000; Saadatmand 
et al., 2008) as well as for the transframe and IN domains (240).  

 

Figure 5 
Description of the tRNALys,3 binding to the PBS domain. 
The different regions of the PBS domain (A.) implicated in the interaction with the four domains 
of the tRNALys,3 (B.) are highlighted.  
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It is unknown whether tRNALys,3 annealing to gRNA occurs prior to or after viral 
budding, nor whether tRNALys,3 is still part of the LysRS-Pr55Gag–Pr160GagPol complex at 
this stage. Nevertheless, multiple pieces of evidence suggest annealing occurs prior 
to Pr55Gag processing (138, 186, 375), followed by formation of a more stable 
interaction thanks to the chaperone activity of the mature NCp7 protein (reviewed 
in (261)) and leading to an improved ability to induce RTion (168).  
 
The regulation of annealing seems to involve cellular and viral components. Inositol 
phosphates have been shown to stimulate Pr55Gag binding to tRNALys,3 in vitro, 
suggesting that the annealing complex is formed at the PM (206). Annealing would 
be further aided by the viral protein Vif (182, 341) and the cellular protein RNA 
helicase A (433).  
 

II.2.4.3	Packaging	of	cellular	RNAs	and	their	impact	on	assembly	

Besides tRNALys isoacceptors, full-length and spliced viral RNAs, HIV-1 encapsidates a 
variety of host RNAs which represent approximately 30% of the total mass (reviewed 
in (45, 407)). Analysis of the HIV-1 RNA packageome reveals that the predominant 
class is non-coding RNAs (ncRNAs): 

- An estimation of 50 tRNAs are encapsidated per virion with a proportion of 8 to 12 
tRNALys,3  (reviewed in (407)). tRNAAsn (as abundant in virions as tRNALys isoacceptors) / 
tRNAIle have an unknown role in HIV-1 replication (329) but their encapsidation seems 
to be mediated through interaction with Pr55Gag and Pr160GagPol.  

- 7SL RNA constitutes the most prominent host RNA population after tRNAs with 14 to 
26 copies per virion (316). 7SL RNA bind to the NC domain of Pr55Gag (221, 246). It has 
also been shown that encapsidation of 7SL is not mediated through base pairing 
with gRNA (reviewed in (125)) (125, 185, 229, 360). Its function in HIV-1 replication 
remains unknown. This has given rise to the idea that cellular RNAs play a role in the 
assembly process. 7SL RNA has been the subject of much speculation because it is 
packaged at relatively high levels. However, depletion of 7SL does not reduce viral 
infectivity (221).  

- U1/U2 spliceosomal small nuclear RNA (snRNA) (125), fragments of endogenous 
retroelement RNAs called long interspersed elements (LINEs) (124), and a number of 
micro RNAs (miRNAs) (reviewed in (347)) (371) are also encapsidated in smaller 
proportions, but are probably not required for viral replication except U1 
snRNA.  Indeed, the SL1 of U1 snRNA is implicated in regulating the 3' 
polyadenylation of viral RNAs (21). 

HIV-1 assembly does not specifically require gRNA packaging, but RNA appears 
critical for structural integrity (reviewed in (344)) (65, 309, 318, 419). Indeed, 
retroviruses lacking gRNA are still able to assemble through the packaging of cellular 
RNAs (309, 360). These RNAs presumably act as a scaffold for Pr55Gag and Pr160GagPol, 
facilitating contacts between precursors through CA and NC domains. The NC 
domain of Pr55Gag is described as the main site of interaction with RNAs (318). A key 
observation is that Pr55Gag assembly is still efficient if the NC domain is replaced by a 
leucine-zipper domain (7, 99, 238, 285, 439) but viral particles contain almost no 
packaged RNAs. This observation suggests that interaction of RNA with the NC 
domain is required to mediate Pr55Gag multimerisation. 
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The spatio-temporal parameters of ncRNAs joining the RNP complex remain 
unresolved. Nevertheless, ncRNAs seem to be recruited early in their biogenesis (124, 
156, 187).  
 

II.2.5	Budding	
 
The membrane scission event leading to HIV-1 particle release is mediated by the p6 
domain of Pr55Gag (7, 162) as well as Vpu which increases the rate of release from the 
host cell surface (373, 408). Late domains called PTAP (Pro-Thr-Ala-Pro), YPXL (Tyr-Pro-
Xn-Leu where Xn is from 1 to 3 variable residues) and PPXY (Pro-Pro-Xn-Tyr) are small 
peptide motifs, localised in Pr55Gag, that recruit the host endosomal sorting complex 
required for transport (ESCRT) machinery to the site of budding to promote virus 
release (reviewed in (148)). Ubiquitylation of Pr55Gag proteins has been shown to help 
recruiting the ESCRT machinery, as several of its components contain ubiquitin-
binding domains (reviewed in (417)).  

The cellular machinery ESCRT is composed of four multi-subunits complexes known as 
ESCRT-0, I, II and III (reviewed in (190, 207)). Briefly, tumor susceptibility gene 101 
(Tsg101), part of ESCRT-I, is recruited by the PTAP motif whereas ALG-2-interacting 
protein X (ALIX) binds to the YPXnL domain. Binding of ESCRT-III and the recruitment of 
ATPase vacuolar protein sorting 4 (VPS4) lead to membrane scission, and the 
recycling of ESCRT factors.  
 

II.2.6	Maturation	
 
HIV-1 buds from the infected cell as an immature particle that must undergo 
maturation to become infectious. Maturation occurs concomitantly or immediately 
following budding and allows the internal rearrangement of the virion necessary for 
infectivity. This dramatic rearrangement is mediated by the sequential processing of 
Pr55Gag and Pr160GagPol polyproteins by the viral PR into functional units. This 
proteolytic processing is temporally regulated and triggers morphological 
rearrangements of the immature Pr55Gag shell in order to form a mature particle with 
a cone shaped core containing the gRNA in a dimeric form (reviewed in (398)).  

During this time, the dimeric RNA also rearranges with a concomitant increase in 
dimer stability (151, 201, 313, 390). Whereas the proteolytic processing is well 
understood, gRNA maturation remains unclear.  

Proteolytic processing and gRNA maturation are detailed in the second part of the 
introduction, as my PhD project is mainly focused on understanding gRNA 
maturation and the impact of proteolytic processing on this process.  
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III.	Mechanism	and	regulation	of	HIV-1	virion	maturation	
	

III.1 Description of the different players 
 
III.1.1	Pr55Gag	as	a	multitasking	protein	

 
Pr55Gag is responsible for the selection of the gRNA and its subsequent assembly into 
viral particles (reviewed in (149, 344, 398)). It contains four major and independently 
folded domains: MA, CA, NC and p6 (Figure 6). Two flexible linkers known as Sp1 and 
Sp2 spacer peptides connect these domains. During the proteolytic cascade 
responsible for the ordered cleavage of Pr55Gag, different NC-containing 
intermediates (NC-Sp2-p6 called NCp15 and NC-Sp2 called NCp9) are temporally 
present and will be further discussed in part III. 3.2.2 “From Pr55Gag processing to 
NCp7 condensation: impact of NCp7-containing intermediates” of the manuscript. 
 

 
III.1.1.1	Matrix	(MA)	

MA facilitates Pr55Gag binding to the PM via a bipartite signal (reviewed in (86)). The 
highly basic region (HBR) (residues 17 to 31 comprising six lysine residues) mediates 
electrostatic interactions with cellular lipids like phosphatidylinositol-4,5-bisphosphate 
(PI(4,5)P2) and cholesterol in the inner leaflet of the PM (61, 441). Complete depletion 
of PI(4,5)P2  inhibits the formation of a pre-assembled Pr55Gag lattice at the PM, 
revealing an important role of PI(4,5)P2 also for HIV-1 morphogenesis. 

Figure 6 
Description of the different domains composing Pr55Gag and NC-containing intermediates. 
Pr55Gag, the two intermediate forms containing the NC domain, NCp15 (partial cleavage 
product containing NC/Sp2/p6) and NCp9 (partial cleavage product containing NC/Sp2) as 
well as the fully processed form, NCp7 are represented. Atomic-level structures of the individual 
Pr55Gag domains are available. Unavailable and/or unstructured domains are represented by 
dashed lines. PR cleavage sites are indicated by the arrows (adapted from (294)). 
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Moreover, the post-translational modification at its N-terminus by the covalent 
attachment of a myristic acid moiety facilitates hydrophobic interactions of Pr55Gag 
with membranes. This 14-carbon saturated fatty acid can adopt a sequestered or an 
exposed conformation, constituting a reversible myristoyl switch (290, 321). 

This conformational switch is proposed to prevent Pr55Gag interaction to intracellular 
membranes prior to its interaction with the PM. The HBR of MA might also regulate 
Pr55Gag binding to cellular membranes during Pr55Gag trafficking by binding a subset 
of specific tRNAs in the cytosol (246). Indeed, binding of the MA domain to RNA has 
previously been shown in vitro (reviewed in (13)) and the study of Kutluay et al. shows 
that deletion and substitution of lysines in the HBR domain inhibit Pr55Gag-tRNA 
interaction to the same degree as deletion of the MA domain. Since the same lysine 
residues are involved in membrane binding and tRNA interaction, MA cannot bind 
simultaneously tRNAs and cell membranes.  This suggests a critical role of the MA 
domain to regulate Pr55Gag localisation (85).  

Recent studies highlight a second function of the MA domain which is to promote 
incorporation of the Env glycoproteins into the forming virions (14, 405). More 
specifically, MA interacts as a trimer with the cytoplasmic tail of trimeric TM-gp41 and 
actively guides their assembly into the budding lattice.   
 

III.1.1.2	Capsid	(CA)	

CA drives Pr55Gag multimerisation and the assembly of the immature particle (11). CA 
is composed of two independently folded domains: the N-terminal domain (CA-NTD) 
and the C-terminal (CA-CTD) domain, connected by a flexible hinge region. CA 
binds host cellular factors, such as cleavage and polyadenylation factor 6 (CPSF6) 
(50, 254), nucleoporin NUP153  (283) and the CA-NTD interacting with NUP358 (51), 
the host proline isomerase cyclophilin A (147, 154, 270) (reviewed in (64). Inter-
hexameric CA-NTD contacts stabilise the immature capsid (351). The CA-CTD 
contains the major homology region (MHR) composed of approximately 20 
conserved residues (277). The function of this motif during assembly is not yet 
understood.  

Following proteolytic processing, the mature CA protein re-assembles to form a 
characteristic fullerene cone (286). The crystal structure of CA monomers reveal a six 
fold intra-hexamer symmetry and a threefold and twofold interhexamer symmetry 
(165). A recent structure of CA hexamer determined by crystallography shows the 
presence of a size-selective pore, necessary for dNTPs entry, and bounded by a ring 
of six arginines with a ‘molecular iris’ formed by the N-terminal β- hairpin (200).  
 

III.1.1.3	Nucleocapsid	(NCp7)	

From a structural point of view, NCp7 is composed of a poorly folded and highly 
basic N-terminal region followed by two copies of a CCHC zinc finger (ZF) motif (Cys-
X2-Cys-X4-His-X4-Cys with X corresponding to amino acids other than Cys/His), ZF1 
and ZF2, connected by a basic linker. The three-dimensional structure of NCp7 has 
been determined by nuclear magnetic resonance (NMR) methods (298, 396). 
Electrostatic, hydrophobic and hydrogen bonds mediate contact between NCp7 
mature / as part of the Pr55Gag and gRNA. ZF1 and ZF2 are localised in hydrophobic 
pockets and have been shown to bind exposed guanosine residues, creating a 
simplified folding pathway (reviewed in (261)) (142, 166, 426).  
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Regarding the function, the NC domain in the context of Pr55Gag, NCp15, NCp9 and 
NCp7 (reviewed in (294)) is involved in multiple steps of the replicative cycle, 
including RTion, gRNA dimerisation and maturation, selective gRNA packaging and 
integration. 

* The selective recognition of the dimeric gRNA by Pr55Gag mediates its packaging 
inside the newly assembled virus particle.  

The NC domain specifically binds gRNA presumably in the cytoplasm (140, 181, 208, 
223). gRNA is recruited at the PM and assembled into viral particles (12, 46, 161). The 
stoichiometry is about 12 Pr55Gag associated with one dimer of gRNA with high affinity 
(48), Pr55Gag likely forming a trimer in solution (127). These aspects are further detailed 
in the article “The Life-Cycle of the HIV-1 Gag–RNA Complex”. 

* The unspecific binding of Pr55Gag through the NC domain to gRNA participates to 
the assembly process, gRNA acting as a scaffold. In vitro assays revealed that Pr55Gag 
has a higher affinity for gRNA than NCp7, and this suggests that other domains such 
as MA and Sp1 would contribute to the specific interaction with the nucleic acid 
(reviewed in (344)) (46, 101, 105). 

* Placement of primer tRNALys,3 onto the PBS is initiated by the NC domain of Pr55Gag 

(70) but completion of tRNALys,3 annealing requires NCp7 (reviewed in (261)) (71, 168). 

* The NC domain of Pr55Gag has been shown to initiate gRNA dimerisation in multiple 
retroviruses including Harvey sarcoma virus (139), HIV-1 (151, 310) and Moloney 
murine leukemia virus (MuLV) (152, 166). The chaperone activity of NCp7 ensures the 
correct rearrangement of gRNA with an increased compaction and thermal stability 
of the dimeric gRNA (114, 151, 152, 201, 313). Indeed, NCp7 is an RNA chaperone 
that lowers the energetic barriers between RNA states to accelerate the adoption of 
thermodynamically stable RNA structures, and facilitates the rearrangement of 
misfolded states through duplex destabilisation (reviewed in (343)) (65, 87). This 
destabilisation is ATP-independent  (23, 34, 49, 54, 178). The structural basis for 
destabilising activity of NCp7 is still under investigation but RNA destabilisation activity 
seems associated with ZFs (35, 49) and basic residues (430). The rapid kinetic of 
binding/annealing and dissociation/destabilisation events increases NCp7 
chaperone effectiveness (100, 393). 

* Following gRNA maturation, NCp7 forms a RNP complex with gRNA through 
unspecific contacts. NCp7 is the most prominent protein ligand of the gRNA inside 
the viral particle (reviewed in (345)) with a NC/RNA molar ratio of approximately one 
protein per 10 nucleotides.  

* During the next replicative cycle, NCp7 assists the RT all along DNA synthesis by 
facilitating RT recruitment (258) and increasing the time of residence of active RT on 
gRNA (167), facilitating strand transfers (15, 203, 356) and recombination reactions 
(reviewed in (315)) (153, 261). NCp7 seems also to help integrating viral DNA into the 
host genome (62, 336), possibly by stabilising IN at the LTR ends. However, Coren et 
al. are not in agreement and postulate the Sp2/p6 cleavage instead of the 
implication of NCp7 is required for efficient viral DNA integration (96). 

Several studies compared the nucleic acid chaperone properties of NC containing 
intermediates p15 and p9 with the mature NCp7. Impact of these different HIV-1 
proteolytic intermediates on gRNA dimerisation and maturation will be further 
discussed in the section “genomic maturation”. Retroviral mature NC proteins from 
different genera also exhibit different chaperone activities, with a more rapid 
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association/dissociation from ssRNA seen with HIV-1 and RSV NCs compared to MuLV 
and HTLV-1 NCs (393).  

 
III.1.1.4	p6	domain	

The p6 domain allows the correct release of the virus (7), by recruiting the ESCRT 
machinery. Abscission of budding virions from the PM is mediated by the p6 NTD 
containing the two late domains, the PTAP and YPXnL motifs.  

Additionally, the p6 CTD promotes the incorporation of the viral factor Vpr into 
assembling virions (242, 330) through the highly conserved LXXLF motif (241).  

A recent study suggests an impact of the p6 domain on the aggregation activity of 
NCp15 (420). The acidic p6 domain would fold back and interact with the basic ZFs 
of the NC domain, explaining the weaker annealing capability of NCp15 compared 
to NCp9 and NCp7.  

It is still unknown whether p6 has a function once it has been cleaved from Pr55Gag, 
especially since p6 is present in amounts equimolar to CA in viral particles. Recently, 
the team of U. Schubert showed that p6 is specifically degraded by a ubiquitously 
expressed cytosolic metalloendopeptidase, the insulin-degrading enzyme and that 
removal of p6 during viral entry is important for virus replication, at least in the case of 
X4 tropic HIV-1 (171). 

 
III.1.2	Pr160GagPol		

 
The Pr160GagPol precursor is translated from the same unspliced mRNA as Pr55Gag 
precursor. Since viral replication requires relatively more structural proteins compared 
to viral enzymes, HIV-1 uses ribosomal frameshifting to ensure a proper ratio (about 1 
to 20) of Pr160GagPol compared to Pr55Gag (198). Sequences directing translational 
frameshifting are located at the p6 N-terminus so the p6 protein is truncated in the 
context of the Pr160GagPol and called p6*.  

PR, IN and RT enzymes are generated upon processing of Pr160GagPol by the viral PR, 
once PR is auto catalytically activated.  
 

III.1.2.1	PR	

PR is part of the aspartic class of proteases and composed of two identical 
monomers (reviewed in (243)). Protease dimerisation is mediated by the N- and C-
terminal residues (a.a. 1 to 4 and 96 to 99) and is necessary to achieve catalytic 
competence. The active site comprises three amino acids (Asparagine (Asp), 
Tyrosine (Thr) and Glycine (Gly)), also known as the catalytic triad.  
 

III.1.2.2	RT	

RT is an asymmetric heterodimer consisting of two subunits p66 and p51. The p66 
subunit exhibits an RNA and DNA dependent DNA polymerase activity and an RNase 
H activity. The polymerase domain is composed of four subdomains: fingers, palm, 
thumb, and connection. The p51 subunit is obtained by further proteolytic cleavage 
of the p66 subunit, with the p51 subunit lacking RNase H catalytic activity (199, 369). 
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RT has no proofreading activity, explaining the high mutation rate in the newly 
synthesised proviral DNA. 
 

III.1.2.3	IN		

IN catalyses the viral DNA insertion into the genome of infected cells in the context of 
the intasome complex (reviewed in (164). This enzyme functions as a homo-
hexadecamer, with a tetramer-of-tetramer, the structure of the intasome been 
determined by cryo-electron microscopy (cryoEM) (26, 328). Each protomer contains 
a NTD, a catalytic core domain and a CTD. 

Two different classes of IN inhibitors are available and target either the enzyme 
catalytic site (IN strand transfer inhibitors (INSTIs)) or the IN dimer interface (non-
catalytic site IN inhibitors (NCINIs)). NCINIs engage the IN dimer interface at the 
binding site for the LEDGF/p75 host complex.  
 

III.2 Proteolytic processing 
 

Pr55Gag and Pr160GagPol polyproteins generate structural and enzymatic viral proteins 
through a highly ordered and sequential processing of the different cleavage sites. 
Proteolytic processing of these two precursors is required to convert the non-
infectious immature particle into a mature infectious form (reviewed in (400)) (96, 
425). Proteolytic processing ensures genetic economy by using a single set of 
transcriptional and translational control elements.  
 

III.2.1	Particle	morphogenesis	
 
The architecture of starting and endpoints of morphological maturation of the viral 
particle has been deciphered by cryoEM and cryo-electron tomography (cryoET) 
(38, 56, 57, 59, 372, 428, 429) (Figure 7). Immature particles are characterised by a 
semi-spherical shell of Pr55Gag and Pr160GagPol molecules (spacing of 8 nm) with the 
MA domain lining the lipid envelope and the NC domain extending towards the 
center of the virus (57). CA-CA interactions mediate Pr55Gag interactions. The action 
of the ESCRT complex to close the viral bud presumably explains the large gap in the 
Pr55Gag shell of the immature particle (68, 155, 429). Indeed, Pr55Gag forms a 
continuous but incomplete sphere in the released virion in contrast with viral 
assembly in cells lacking functional ESCRT with a nearly closed sphere. So, HIV-1 
assembly seems to be completed in an ESCRT-dependent manner before the 
Pr55Gag sphere is complete.  

 



INTRODUCTION 

 
 

19 

Figure 7 
General morphological comparison of immature and mature particles. 
A. Central slices from tomographic reconstructions of immature and mature HIV-1 virions. B. 
Radial sections through the averaged sub tomograms of immature and mature core shell 
accentuate the difference in CA layer thickness (adapted from (222)). C1. cryoET analysis of an 
isolated, native HIV-1 core. Yellow stars indicate locations of sharp curvature change (scale 
bar, 20nm). C2. View of a molecular dynamics equilibrated all-atom capsid model comprising 
216 CA hexamers (blue, NTD; orange, CTD) and 12 CA pentamers (green) (adapted from 
(440)). C3. Three-dimensional cryoET rendering of two sample virions (scale bar, 100 nm). Blue, 
viral membrane; yellow, density between the membrane and the core; red, viral capsid. Half of 
the blue and yellow densities has been computationally removed to reveal the core. The 
rendered virions are shown above a central slice through the reconstruction (adapted from 
(56)). 

 

 

 

 

 

 

 

 

 

In contrast, the mature particle has a MA layer lining the lipid envelope and contains 
a conical capsid containing the condensed nucleoprotein complex (440). The 
formation of a CA hexameric lattice is accomplished with 12 pentamers closing both 
extremities. There is a regular spacing of 9.6 nm between hexamers (59, 155, 286) so 
the capsid is more loosely packed than in the immature particle. Only about half of 
the CA proteins is used to form the mature cone (reviewed in (55)) (250). These 
findings suggest a complete disassembly of the immature architecture followed by a 
complete de novo reassembly of the mature lattice. This is referred to as the 
disassembly-assembly model (114, 222).  
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The HIV-1 surface is also affected during maturation with re-distribution of Env 
glycoproteins. Visualisation using stimulated emission depletion (STED) super 
resolution fluorescence microscopy has shown several patches of Env proteins on the 
viral surface of immature particles which convert to close clusters on the membrane 
of mature virions (84). These findings correlate with an active recruitment of Env 
trimers to budding sites due to Env CTD interactions with the MA domains of the 
Pr55Gag lattice (14, 359, 405). This maturation-induced clustering of Env trimers aids 
virus entry through the association of Env trimers with CD4 patches on the target cell 
surface. 
 

III.2.2	Stepwise	cleavage	of	Pr55Gag	
 
The different cleavage sites can be divided into three kinetic categories (135, 256, 
333–335, 337) and are presented in Figure 8:  

1. The initial processing separates MA-CA-Sp1 from NCp7-Sp2-p6, releasing the RNP 
complex from the thick membrane-attached MA-CA lattice. This cleavage initiates 
dimer gRNA rearrangement, stabilisation and condensation (114, 313, 425) with 
approximately 60% of dimeric RNAs (313). 

2. NCp7-Sp2 is released from p6 to further continue RNP condensation without virion 
morphological changes (96, 114, 304, 313). MA is cleaved from CA, separating CA 
from the membrane-bound MA layer. The viral envelope becomes thin with the 
detection of some amorphous structures rather than a well-defined core (114, 255, 
313, 425). Approximately 80% of dimeric RNAs are detected (313). Relative to the 
fastest cleavage (Sp1-NCp7), Sp2-p6 cleavage is 9 times and MA-CA cleavage 14 
times slower (333, 335).  

3. Sp1 and Sp2 are finally cleaved from CA and NCp7. Release of Sp1 from CA allows 
to obtain the mature core whereas the RNP complex becomes further condensed 
(96, 114, 163, 245, 425) with a similar amount and mobility profile in native conditions 
compared to the wild type (313). NCp7-Sp2 appears 350 times and CA-Sp1 400 times 
slower than the initial cleavage (333, 335). The influence of Sp1 on processing 
intermediates has been assessed and was shown to negatively regulate the 
cleavage rate of the CA/Sp1 site during sequential processing in vitro and in cellula 
(335).  
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Sp1 participates in the disassembly-assembly model of capsid formation (109, 114, 
255, 313, 425). Cleavage upstream and downstream of CA-Sp1 is required for 
immature lattice disassembly whereas CA-Sp1 cleavage initiates mature lattice 
assembly (222).  

On the other hand, the role of Sp2 remains unclear. Several studies report the 
cleavage of NCp7-Sp2 as dispensable for efficient replication (96, 113, 333) whereas 
the study of Ohishi et al. shows a major effect on infectivity when this site is mutated 
(313). NCp7-Sp2-p6 as well as Sp2-p6 cleavage are reported to produce non-
infectious particles (96, 113). Since NCp7 and NCp7-containing intermediates are 
implicated in gRNA compaction, Sp2 processing could dynamically regulate this 
process (294) to coordinate it to the capsid assembly.  
 

III.2.3	Exact	timing	and	duration	of	the	maturation	process	
 

III.2.3.1	Initiation	of	the	maturation	process	

Initiation of proteolytic processing has to be closely coordinated with virus budding 
(214). PR activation begins with dimerisation of PR domains within Pr160GagPol (331, 
332). This process presumably requires high concentration of Pr160GagPol precursors 
suggesting that virus assembly could be the trigger for proteolytic processing (243).  
 

III.2.3.2	Regulation	of	processing	

Processing is then tightly regulated through sequential cleavage at individual sites of 
precursors. Cleavage sites have no amino acid sequence similarity and present 
different cleavage rates (256, 335, 410).  

In several studies, complete cleavage appears essential for successful maturation 
and viral infectivity acquisition, a partially processed intermediate, in particular the 
late CA-Sp1 intermediate, acting as a trans-dominant negative and inhibiting 
infectivity (79, 145, 304, 335). Nevertheless, Ohishi et al. obtain an infectivity similar to 
the mature particle with the CA/Sp1 mutant (313).  

The effect of the context surrounding the cleavage site on proteolytic processing has 
been highlighted by replacing the MA/CA cleavage site with each Pr55Gag 
cleavage site (256). The rate of the CA/Sp1 cleavage site, shown to be negatively 
regulated (335), significantly increases when placed in the MA/CA context. 
Moreover, the cleavage rate of Sp1/NC and Sp2/p6 sites is significantly decreased, 
indicating a possible local positive regulation in their homologous sites (256). These 
cleavage sites are both at the CTD end of a spacer peptide and both have been 
implicating in interacting with viral RNA (219, 297, 354, 381), suggesting an implication 
of viral RNA in this regulation. Indeed, RNA accelerates proteolytic processing by 
interacting directly with the PR rather than the cleavage site substrate since the 
proteolysis increase is independent on the substrate’s ability to interact with RNAs 
(337). This interaction seems mediated by electrostatic forces with no specific RNA 
structure or sequence. This RNA-dependent processing has also been proposed to 
increase the processing rate at the Sp1/NC site (118).  
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III.2.3.3	Duration	and	technical	issues	

The duration of the maturation step to obtain a complete rearrangement of the viral 
particle has been matter of debate due to technical issues. Indeed, assembly and 
maturation occur in a short time scale (172) and maturation is asynchronous with 
newly particles continuously formed and released by the infected cell. Post-assembly 
events are thus difficult to analyse by electron microscopy (EM). This technique gives 
static images of mature, intermediate or immature virus produced in the presence of 
PR inhibitors or mutations in the PR active/cleavage sites. Since maturation 
intermediates have not been detected so far with wild type viruses, this process is 
believed to be fast.  
 
Construction of sequential HIV-1 Pr55Gag mutants containing point mutations 
abolishing cleavages at individual or multiple cleavage sites allows the production of 
maturation intermediates blocked at a precise step and correlated with the ordered 
processing events (114, 245, 313, 335, 425). A snapshot of the morphological 
maturation process is thus technically possible, depending on the processing step of 
Pr55Gag and Pr160GagPol.  

Investigation of the dynamics of HIV-1 maturation using wild-type particles has further 
been possible by improving live-cell imaging techniques with fluorescently labeled 
viral particles (83). Super-resolution microscopy techniques significantly improved the 
spatial resolution so it is now possible to visualise sub-viral details under live-cell 
conditions. In parallel, an inhibitor washout strategy to synchronise the PR activation 
in wild-type viruses has been developed (284). This strategy has been improved and 
couples STED nanoscopy with a photo destructible PR inhibitor to obtain a 
synchronised induction of protease cleavage in situ (172).  

A clear ring-like structure has been visualised in immature particles using cryoET (57, 
68, 372, 429). Moreover, dual-color STED nanoscopy allows the discrimination 
between the outer membrane showing a closed ring-like structure and the Pr55Gag 
lattice covering only 70% of the inner membrane surface in the immature 
conformation (172) (Figure 9). The photodegradable PR inhibitor cleaved by UV 
irradiation and resulting in PR activation, enables dynamic analysis of the proteolytic 
processing with a defined analysis start point and the visualisation of the transition 
from immature to mature morphology in native and unfixed viral particles. The time-
course of Pr55Gag proteolytic processing revealed a half-life of 29 +/- 8 minutes to 
switch from an immature to a condensed lattice (172), indicating a morphological 
conversion without further delay once PR is active. Nevertheless, it is important to 
remind that viral infectivity was not recovered upon inhibitor washout (284), thus 
questioning the infectivity of virus particles with utilisation of the photodegradable PR 
inhibitor.  
 
 
 
 
 



INTRODUCTION 

 
 

24 

 
III.2.4	Mechanism	of	action	of	protease	inhibitors	

 
PR inhibitors (PIs) efficiently block HIV-1 replication by inhibiting the viral PR (244). 
Clinical concentrations of PIs induce a severe reduction of viral infectivity with, 
surprisingly, minor effects on Pr55Gag proteolytic processing (215, 304). This inhibition of 
viral infectivity correlates with an accumulation of NC/Sp2 processing intermediates. 
In addition, these viruses, produced in the presence of PIs, have a normal in vitro RT 
activity but fail to synthesise endogenous viral DNA (304). Furthermore, PI resistance 
mutations are located in the NC-Sp2-p6 region of Pr55Gag, establishing the important 
role of this region in determining resistance (103).  
 

 
 
 
 

 

Figure 9 
Dynamics of the morphological transition analysed by STED microscopy.  
A. HIV particles labelled with the CLIP tag were imaged by STED nanoscopy at the indicated 
time points. Images shown represent overlays of particles detected at the respective time 
(n~500). Scale bar: 300 nm. B. Time-course analysis showing the proportion of rings compared 
to all particles detected in the respective image. The time point of illumination is indicated by 
the purple line. The graphs show combined data from five independent experiments, indicated 
by differently coloured symbols; the inset is a log transformed representation of the same data 
set. Dashed curves represent an exponential fit to the data set (adapted from (172)).  
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III.3 Genomic maturation 
 

The HIV-1 genome is a single-stranded and positive-sense RNA. Two RNA copies are 
packaged inside the viral particle as a dimer.  
 

III.3.1	The	dimeric	nature	of	retroviral	genomes	
 
The dimeric nature of retroviral gRNAs has been demonstrated in the early 70s, by 
applying biochemical techniques (analytical ultracentrifugation and sedimentation 
analysis) to gRNAs purified from viral particles (82, 235, 278, 350, 394). Electron 
microscopic studies of gRNA from several retroviruses allowed the detection of 
monomeric and dimeric gRNA with monomers linked in parallel orientation near their 
5’ ends (36, 37, 278, 311).  

The mechanism of HIV-1 dimerisation has been further investigated in vitro using RNA 
fragments encompassing the 5’ UTR. These truncated RNAs spontaneously dimerise in 
vitro (28, 40, 107, 280, 358, 397) allowing the identification of the dimer linkage 
structure (DLS). This region has been shown as highly structured (28, 174) but its 
structure remains unclear with several models proposed as explained in the review 
“The Life-Cycle of the HIV-1 Gag–RNA Complex”. The contact between the two 
monomers is mediated by non-covalent interactions, with dimers dissociating upon 
heating (152, 390, 394).  

The essential motif within the DLS, called the DIS, has finally been identified in vitro by 
interference of chemical modifications (386), site-directed mutagenesis (252, 322) 
and antisense oligonucleotides (308, 385). DIS mediates HIV-1 gRNA dimerisation 
through a kissing loop interaction (322). The precise six nucleotides implicated in the 
dimerisation initiation have been identified by interference of chemical modifications 
(386), in vitro dimerisation tests (322) and confirmed by directed mutagenesis (322). 
The three purines (A255, A256 and A263) from either side of the DIS are also required 
for the dimerisation process and stabilise the kissing-loop complex (325, 385).  
 

III.3.2	Conformational	rearrangement	of	the	HIV-1	dimeric	gRNA	
 

III.3.2.1	Requirement	of	the	proteolytic	processing	of	Pr55Gag	

The team of M. Laughrea analysed the general conformation of gRNA purified from 
viral particles in a time course manner using non-denaturing gel electrophoresis (201, 
390). After 5 minutes, viruses present about 80% of gRNA migrating as a dimer with 
slower electrophoretic mobility (Figure 10 lane 2), compared to the remainder 
monomer. This monomeric population disappears after 48 hours (Figure 10 lane 1).  
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The team of J. Sakuragi further studied the gRNA dimer transition, from fragile to 
stable, by generating Pr55Gag cleavage-site mutants (Figure 11). These mutants allow 
specific gRNA extraction, thermal dissociation kinetic and densitometric analysis by 
native blotting in a step-wise manner (313).   

Thermal dissociation kinetic of gRNA dimers extracted from mature, immature and 
mutant particles has been compared. gRNA dimers from mature particles, as well as 
CA/Sp1 mutants, exhibit an increased thermal stability, with a dissociation of the 
dimer at approximately 44 °C (Figure 12) compared to immature particles where half 
of the gRNA population is monomeric at 40 °C. Interestingly, mutants Step 1, Step 1.1 
and Step 2 have an intermediate thermal stability with a dissociation at 
approximately 43 °C. 

Figure 11 
Dimerisation of gRNA isolated from newly released and 48 hours wild-type viruses. 
gRNAs extracted from 48 hours-released wild-type (lane 1), 5 minutes-released wild-type (lane 
2) and 48 hours-released PR– virions were electrophoresed on a non-denaturing 1% (w/v) 
agarose gel and analysed by northern blotting (adapted from (390)).  
 

Figure 10 
Description of mutants mimicking the sequential processing of HIV-1 Pr55Gag. 
Mutants are described from the completely immature mutant Step 0 exhibiting the 5 cleavage 
sites mutated (represented by red crosses) to the wild-type. White boxes represent fusion 
proteins resulting from mutation of the cleavage sites and colored boxes proteins in their 
mature form.  
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Densitometric analysis of these samples’ distribution highlights the lower mobility of 
the intermediate mutants Step 1, Step 1.1 and Step 2, with Step 1 considerably 
different from the wild-type (Figure 13). This result was not expected since the dimeric 
gRNA proportion is similar in Step 1 and Step 1.1 mutants (Figure 13).  
 

Figure 12 
Thermal dissociation of gRNA isolated from wild-type, immature and intermediate mutant 
virions.  
The level of gRNA dimerisation from extracted viral RNA were analysed by northern blot as a 
function of incubation temperature. Independent experiments were analysed and plotted 
(adapted from (313)). 

Figure 13 
Densitometric analysis of gRNA samples isolated from wild-type, immature and intermediate 
mutant virions in native conditions.  
A. RNA profile from northern blot. B. Mobility of the samples is compared and highlights the 
monomeric and dimeric gRNA populations (adapted from (313). 
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These evidences demonstrate that the dimeric gRNA is rearranged from a “loose” 
and unstable to a “tight” conformation. 

Several teams looked at the HIV-1 RNA dimer isolated from WT and PR defective (PR-
) particles (viruses deletion for PR) (151, 313, 377, 378, 390). A different conformation is 
observed and this is coherent with the previously observed conformational 
rearrangement of the Mo-MuLV genome upon viral release from the cell (152).  

The WT HIV-1 gRNA totally migrates as a dimer (Figure 10 lane 1) and this proportion is 
reduced to 40-50% in the case of PR- (Figure 10 lane 3). 

In addition, the dimeric gRNA isolated from PR- is thermolabile (Figure 12). So, the 
gRNA dimer of PR- viruses is unstable, much like RNA dimers isolated from immature 
viruses (313, 390). These experiments show that the proteolytic processing is required 
to observe a fully effective gRNA maturation. 

Effects of mutations within the primary (Sp1/NCp7), the secondary (MA/CA and 
Sp2/p6) and the tertiary (NCp7/Sp2 and CA/Sp1) cleavage events have been 
further assessed on gRNA dimerisation. A strong influence of the primary cleavage 
event on thermal stability of the dimeric gRNA is shown compared to secondary and 
tertiary cleavage events (184, 313, 379). Moreover, the Sp1/NCp7 cleavage is more 
important for RNA dimerisation and stability in the context of Pr55Gag than in the 
Pr160GagPol and also impacts the core formation (379). So, mutation of the Sp1/NCp7 
cleavage site hinders formation of stable HIV-1 gRNA dimers probably because the 
chaperone activity is incomplete in the context of Pr55Gag, and also because the 
gRNA in association with NCp15 is still attached to MA-CA at the PM. This cleavage 
defect leads to the formation of defective cores.  

CryoET and subtomogram averaging (114) also highlight the importance of the 
primary cleavage between Sp1 and NC domains of Pr55Gag to initiate core formation 
surrounding the RNP complex and dimer RNA stabilisation (Figure 6C). The cleavage 
of Sp2 from the NCp7 CTD is also required in order to increase the stability of the 
dimeric gRNA (313).  

 
III.3.2.2	From	Pr55Gag	processing	to	NCp7	condensation:	impact	of	NC-containing	
intermediates	

Factors mediating the gRNA maturation are still unclear, the proteolytic processing of 
Pr55Gag and more precisely the release of NCp7 being considered to be the leading 
candidate. In the mature viral particle, NCp7 is the most prominent protein ligand of 
the gRNA (reviewed in (261, 345)). Indeed, the NCp7 domain in both the context of 
Pr55Gag and the NC-containing intermediates as well as the fully processed form are 
well-known for their nucleic acid chaperone activity (138, 150, 169, 173, 212, 345). NC 
has also been shown to play a role in in vitro RNA dimer stabilisation of Harvey 
sarcoma virus genome (139) by increasing its thermal stability and MoMuLV (52).  

Regarding HIV-1, an average of one NCp7 for 10 nucleotides typically drives efficient 
co-aggregation of NCp7 with dimeric gRNAs (230) whereas selection of this dimer 
from a large pool of spliced viral and cellular RNAs is mediated by the NCp7 domain 
in the context of Pr55Gag (185). 

The HIV-1 chaperone properties of NCp7 and NC-containing intermediates have 
been shown to be different. Indeed, the chaperone activity of the different 
processing intermediates containing the NCp7 domain is improved from Pr55Gag to 
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NCp7. This is done by increasing both the flexibility of NCp7 and the on/off kinetic 
rate with gRNA (100, 393).  

The in vitro binding capacities of Pr55Gag, NCp7 and NC-containing intermediates 
have been compared and showed that aggregative properties of NCp7-containing 
intermediates are lost with the release of the p6 domain from Pr55Gag, NCp15 being 
able to promote aggregates (reviewed in (294)). The p6 domain has recently been 
proposed to fold-back on NCp7/Sp2 through the two ZFs of NCp7 (420). Actually, 
NCp9 strongly promotes gRNA aggregation with a rapid turn-over of 
binding/dissociation (292). The complete functionality is acquired through the 
release of Sp2, allowing both specific and unspecific contact of NCp7 with gRNA 
(292, 395).   

In agreement with this, gRNA dimerisation is significantly disrupted in viral particles 
blocked at NCp15 processing state (Step 1 in Figure 11) and RTion/integration steps 
are highly impaired, compared to NCp9 (201, 211, 293). Surprisingly, NCp9 is the most 
aggregative intermediate compared to NCp15 and the mature NCp7 (292). This 
property is explained by its less efficient ability to rapidly bind and dissociate from 
nucleic acids (100). The exact purpose of this characteristic is still unknown.   

Thus, the state of NC processing spatiotemporally regulates intravirion morphogenesis 
with RNP condensation, conferring to the viral particle an optimal architecture within 
the core crucial for its ensuing replication in the target cell. NCp15 and NCp9 are 
short-lived species undetected during viral production, the reason of their 
maintenance remaining unclear.  
 

III.3.3	Other	factors	implicated	in	the	maturation	of	the	gRNA	
 
Nevertheless, proteolytic processing of Pr55Gag is not sufficient for mediating gRNA 
maturation as demonstrated with mutants in the CA domain (211) or defective for 
the PTAP motif in the p6 domain (150) where structural proteins were mostly 
processed but with an immature particle morphology and an impaired dimeric 
gRNA thermal stability, similar to PR- viruses.  

The Pr55Gag/Pr160GagPol ratio is also implicated in gRNA maturation with a reduced 
dimeric gRNA stability in the absence of Pr160GagPol (378) and when the ratio is 
changed from 20/1 to 20/21 (377). In addition, the addition of PR in trans did not 
completely restore the stability of gRNA suggesting a role for RT and IN in gRNA 
maturation (227, 275, 378). Several mutations in IN coding region have been 
highlighted as not only affecting integration (class I mutations) but also the viral 
particle maturation (class II mutations) (129, 130), suggesting the possibility that 
integration interference is not the only mode of action of IN inhibitors. 

An atypical morphological phenotype has been observed in presence of NCINIs 
(referred to as allosteric IN inhibitors) (25) (Figure 14). Defects in core morphology 
were observed by thin-section EM (25) and tomographic (144) analysis with a WT 
level of condensed RNP complex localised outside the capsid shell and an 
accumulation of IN oligomers. This “empty capsid” phenotype correlates with the 
phenotype of viral particles lacking IN (129). Presence of the majority of NCp7 
proteins in close proximity with gRNA has been checked by irradiation-induced 
bubbling (144).  



INTRODUCTION 

 
 

30 

Identical conclusions were drawn from other studies (210) with a potent late-stage 
antiviral effect of allosteric IN inhibitors due to their inference with viral assembly, 
leading to a block of RT in newly infected cells.  

A recent study postulates that IN initiates core morphogenesis (144), as a partial 
rescue of the conical core and HIV-1 infectivity occurred when defective IN particles 
were trans complemented with IN. In addition, RNP complex seems incorporated 
into the mature core by binding to IN (144, 227), with IN mutations that disrupt its 
binding to gRNA leading to an eccentric viral cone. 

The detailed mechanism is still incompletely understood but could implicate IN 
multimerisation upon treatment with allosteric IN inhibitors that disrupts the IN-RNP 
complex interaction. Direct interaction between IN and gRNA has been 
demonstrated in virions using the CLIP-seq and appears specific for viral RNAs 
through structural elements such as TAR and RRE (227). Nevertheless, deletion of TAR 
or RRE does not noticeably impact viral morphogenesis (246), probably due to the 
redundancy of structural elements along the viral genome.  

Given the crucial role of the core in the RTion process (5, 25, 143, 146, 204, 259), the 
mislocalised RNP complex is unstable and could explain the DNA synthesis defect 
observed with these inhibitors. Moreover, a recent study postulates the viral gRNA as 
well as IN from ALLINI-treated virus particles to be prematurely degraded in target 
cells, whereas RT remains stably associated with the core (275), further explaining the 
DNA synthesis defect. 
 

Figure 14 
Model illustrating the mechanism of allosteric IN inhibitors. 
Tomographic central slices of representative HIV-1 virions (bar, 50 nm) A. in absence or B. 
presence of allosteric IN inhibitors illustrated with schematic representations. A. In the WT 
particle, the conical cone contains the dimeric Grna associated with NCp7 proteins. B. In 
presence of allosteric IN inhibitors, the viral core is empty with an eccentric condensate 
relocated outside the capsid shell (highlighted with the white arrow). The IN accumulates in a 
multimeric conformation (cryoET slices from (144)).  
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III.3.4	Proteolytic	processing	and	gRNA	maturation:	the	other	way	around		
 
The classical way to link proteolytic processing of the Pr55Gag and Pr160GagPol 
precursors with maturation of the gRNA is through the release of the mature NCp7 
chaperone activity. Nevertheless, the opposite could also be true with an impact of 
gRNA maturation onto proteolytic processing. Indeed, gRNA binding to Pr55Gag and 
NCp7-containing intermediates, besides forming a scaffold mediating assembly, also 
stimulates PR activity and ensure complete processing of Pr55Gag and Pr160GagPol  (293, 
337, 381).  

This hypothesis emerged from the study of a 16 nucleotides deletion mutant within 
SL1, impacting packaging of gRNA. Long-term replicative culture of this mutant 
yielded revertant viruses with a replication kinetic similar to the WT virus. This 
phenotype is explained by the introduction of two additional point mutations, 
respectively located in the Sp1 and NCp7 domains of Pr55Gag (265). Deletions in the 
DIS region slow down cleavage between CA and Sp1 and one of the compensatory 
mutations is in Sp1 domain. As this mutation compensates  defects of SL1 mutants, it 
suggests an impact of SL1 RNA domain or more generally dimerisation onto 
proteolytic processing of the CA/Sp1 intermediate (264).  

In addition, in HIV-2, genome dimerisation is mediated by the packaging signal 
palindromic sequence (pal) (247, 249). A mutation in pal led to an abnormal 
proportion of particles containing more than one core, suggesting that gRNA 
encapsidation, dimerisation and viral particle morphology are closely linked. The 
analysis of the proteolytic processing pattern of HIV-2 dimerisation mutants indicates 
an accumulation of the p41 (MA-CA-Sp1) intermediate (248). Thus, mutations in the 
non-coding region of the gRNA are linked with perturbations in Pr55Gag processing, 
which ultimately prevent correct viral core assembly and thus impact viral infectivity 
and replication. A compensatory mutation within the MA domain rescued viral 
replication of these mutants (248). In simian immunodeficiency virus infected 
macaques, mutants within SL1 led to an accumulation of the first and second 
cleavage intermediates, an atypical core architecture and diminished viral 
replication (424).  

Altogether, gRNA dimerisation and, in general gRNA maturation, seems to have an 
impact on particle assembly, possibly by acting as a scaffold to allow the processing 
of Pr55Gag (313). The molecular mechanism underlying dimerisation and the role of 
the DIS in vitro are well understood. Nevertheless, the spatio-temporal parameters of 
the dimerisation initiation remain controversial, mainly because of technical issues 
due to the low gRNA amount and stability in the cell. These aspects are detailed in 
the review “The Life-Cycle of the HIV-1 Gag–RNA Complex”.  
 

III.3.5	Implication	of	other	inter-molecular	interactions		
 
Whilst the DIS is the only gRNA intermolecular interaction demonstrated in cellula, 
inter-molecular interactions other than the DIS must exist since gRNA dimerisation 
takes place even when the DIS is non-functional (43, 183, 366, 367, 390). 

gRNAs isolated from viruses containing a deletion of the DIS (DDIS) exhibit a 100% 
dimeric form (390), potentially indicating the implication of other inter-molecular 
interactions. Nevertheless, dimerisation is slower compared to WT viruses, with 
approximately 3 hours for DDIS viruses to reach the gRNA dimer level of newly 
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released WT viruses. In addition, dimeric gRNAs migrate heterogeneously with a 
diffuse profile. These data indicate the existence of secondary dimerisation sites, yet 
uncharacterised, within the genome in addition to the main DIS. 
 

Evolution	of	RNAs	probing	methods	over	the	last	40	years:	
technical	aspects	

------------------------- 
 
This review is in preparation and will be submitted as a focus article in WIREs. 
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RNA	 is	 a	 dynamic	 molecule	 that	 can	 fold	 into	 a	 vast	 variety	 of	 structures	 depending	 on	
alternative	 intramolecular	 base-pairings	 whose	 are	 highly	 dependent	 to	 the	 RNA	 environment	
(presence	 of	 biological	 macromolecules,	 chemical	 modifications	 or	 to	 the	 physicochemical	
environment	such	as	pH,	osmolarity	or	temperature).	These	RNA	structures	play	a	powerful	role	 in	
encoding	 and	 regulating	 genetic	 information,	 explaining	 the	 increasing	 interest	 in	 studying	 RNA	
secondary	structure	and	its	higher-order	tertiary	conformation.	

RNA	structure	exhibits	a	hierarchical	organization	with	multiple	secondary	structure	motifs	such	as	
hairpins,	mismatches,	bulges	or	three-way	junctions	which	together	build	the	tertiary	structure	(11).	
The	RNA	secondary	structure	can	be	determined	in	silico	by	phylogenetic	studies	where	the	alignment	
of	a	large	number	of	orthologous	RNA	sequences	allows	to	predict	base	pairs	and	the	structure	of	large	
RNAs	(28).	When	such	an	alignment	is	missing,	an	alternative	de	novo	approach	based	on	free-energy	
minimization	 (35)	 can	 be	 used	 to	 predict	 the	 thermodynamically	most	 stable	 conformation	which	
broadly	corresponds	to	the	structure	that	 is	most	 likely	to	be	accurate.	Beside	these	above	 in	silico	
approaches,	biophysical	techniques	such	as	Nuclear	Magnetic	Resonance	(NMR)	are	efficient	methods	
to	characterize	the	structure	of	small	RNA	motifs	however	this	technique	is	highly	restricted	by	buffer	
composition	 and	 cannot	 be	 performed	 under	 physiological	 conditions.	 Crystallography,	 and	 more	
recently	cryo-electron	microscopy	(4,	27,	29,	55),	were	also	able	to	determine	at	the	atomic	level	the	
structure	of	RNAs	in	complexes	but	were	unable	to	resolve	the	structure	of	RNAs	in	non-compact	states	
nor	the	RNA	unstructured	regions.		

In	 order	 to	 gain	 in	 accuracy	 and	 in	 variety	 of	 RNA	 studied,	 RNA	 footprinting	 experiments	 were	
designed.	The	first	generation	of	probing	methods	was	developed	35-40	years	ago	(18)	but	remained	
restricted	 to	 the	 in	vitro	 and	 in	vivo	 analysis	of	 short	 regions	of	RNA.	A	 first	 improvement	was	 the	
development	of	“high-throughput”	methods	based	on	capillary	electrophoresis	analysis	(97)	allowing	
the	quantification	of	reactivity	data	and	the	analysis	of	longer	RNA	regions.	A	few	years	ago,	a	new	
step	was	reached	with	the	coupling	of	probing	methods	to	Next	Generation	Sequencing,	NGS.	These	
novel	approaches	are	powerful	enough	to	study	genome-wide	RNA	and	to	characterize	thousands	of	
RNA	 structures	 in	 a	 single	 experiment.	 Since	 altering	 RNA	 secondary	 structure,	 RNA-RNA	 or	 RNA-
protein	interactions	modulate	RNA	processing,	localization,	translation,	and	decay,	these	tools	allow	
the	biologists	to	address	new	questions,	unthinkable	only	10	years	ago,	concerning	RNA	structure	/	
function	relationships.		

Among	the	emerging	questions	that	can	be	addressed,	the	influence	of	the	cellular	environment	onto	
the	RNA	structure	(85),	 is	of	great	 interest	and	comparing	RNA	structuromic	in	native	conditions	to	
data	obtained	in	vitro	is	highly	informative.	The	distinction	of	protein-binding	site	versus	base-pairing	
can	also	be	assessed.	Actually,	a	nucleotide	protection	from	chemical	probing	modification	does	not	
directly	reveal	the	nucleotide’s	interaction	partner.	This	protection	can	in	fact	be	due	to	base-pairing	
or	RNA-binding	protein.	By	comparing	the	in	vivo	and	ex	vivo	states,	the	nature	of	the	protection,	i.e.	
protein-binding	site	or	base-pairing,	can	in	theory	be	determined.	Moreover,	the	remodeling	of	RNA	
structure	in	cell	by	protein	partners	such	as	in	the	case	of	riboswitch	structures	(reviewed	in	(80))	or	
upon	binding	of	chaperon	proteins	(23,	36,	57)	can	be	visualized.			



Beside	 the	 RNA	 secondary	 structure	 studies,	 advances	 performed	 in	 the	 development	 of	 novel	

transcriptome-wide	 sequencing	 technologies	 also	 allowed	 the	 identification	 of	 post-transcriptional	

RNA	modification	(reviewed	in	(32,	46)).	Approximately	150	RNA	modifications	are	together	termed	

“epitranscriptome”	(70).	These	modifications	are	present	in	non-coding	RNAs	(ribosomal	RNA,	transfer	

RNA	and	small	nuclear	RNA)	and	eukaryotic	mRNAs.	N1
-	and	N6

-methyladenosine,	5-methylcytidine,	5-

hydroxylmethylcytidine,	 pseudouridine	 and	 inosine	 are	 the	most	 predominantly	 RNA	modification	

internally	found	in	eukaryotic	mRNA	(reviewed	in	(68)).	It	is	interesting	to	note	that	some	of	these	RNA	

modifications	are	known	to	alter	the	secondary	structure	of	mRNAs	by	changing	the	H-bond	formation	

pattern	 or	 by	 modifying	 the	 electron	 density	 of	 the	 aromatic	 ring	 and	 the	 base	 stacking:	 m
1
A	 at	

translation	start	site	and	first	splice	site	in	coding	transcripts	(17),	m
6
A	favoring	locally	unstructured	

transcripts	 (67,	79),	pseudouridine	altering	stop	codon	read-through	(21)	as	well	as	m
1
A	crucial	 for	

human	mitochondrial	tRNA
Lys
	to	obtain	the	canonical	cloverleaf	structure	(31).		

	

The	classical	experimental	methodologies	for	RNA	structure	determination	are	going	to	be	reviewed	

first	with	 a	 brief	 presentation	 of	 the	 different	 probe	 specificities.	 Since	 these	methodologies	 have	

recently	 been	 adapted	 for	 in	 vitro	 and	 in	 vivo	 genome-wide	 analysis,	 insights	 gained	 from	 each	

approach	will	be	discussed	in	detail.	Several	biases	 introduced	during	generation	of	the	sequencing	

library	 as	 well	 as	 the	 challenging	 computational	 analysis	 of	 NGS	 data	 that	 can	 strongly	 infer	

misinterpretation	 of	 sequencing	 results	will	 be	 highlighted	 and	 briefly	 discussed	 at	 the	 end	 of	 the	

review.	

I. RNA	PROBING	REAGENTS	
Enzymatic	and	chemical	probes	can	be	used	to	assess	the	RNAs	secondary	structure	under	single-hit	

kinetics	conditions.	Such	conditions	ensure	on	average	one	cleavage	or	modification	event	per	RNA	

molecule	so	that	there	is	no	5’	signal	decay	(5)	and	RNA	is	not	refolded	due	to	multiple	modifications	

localized	in	close	proximity.	Nucleotide	accessibility	or	reactivity	indicates	their	propensity	to	be	in	a	

paired	 or	 unpaired	 state,	 and	 can	 be	 determined	 using	 a	 variety	 of	 readout	methods.	 The	 target	

positions	of	enzymatic	and	chemical	probes	are	illustrated	in	figure	1.		

I.1.	Enzymatic	probes	
Several	nucleases	are	commonly	used	to	probe	RNA	in	a	wide	range	of	physiological	buffers	and	have	

different	structural	specificity.	RNase	V1	cleaves	double-stranded	or	structured	regions	within	RNAs	

without	base	specificity	and	generates	fragments	with	a	5’-phosphate.	Nucleases	S1	and	P1	are	zinc-

dependent	endonucleases,	unspecific	of	the	base	moiety	but	which	cut	RNAs	in	single	stranded	regions	

leading	to	5’-phosphate	RNA	fragments.	RNase	T1	and	T2	cleave	specifically	the	bond	adjacent	to	the	

3’-phosphate	of	unpaired	guanosine	(T1)	or	preferentially	the	bond	adjacent	to	unpaired	adenosine	

(T2)	with	formation	of	a	3’-phosphate	RNA	fragment.	RNase	A	cleavage	also	results	in	the	formation	

of	a	3’	phosphate	fragment	but	this	enzyme	is	specific	of	pyrimidine	residues	(Figure	1).	Other	more	

exotic	 nucleases	 such	 as	 RNases	U2	 and	Cl3	 or	 from	Neurospora	 crassa	were	 also	 reported	 in	 the	

literature	to	address	the	secondary	structure	of	RNAs	but	are	less	used	(18).	Nevertheless,	due	to	their	

large	size,	enzymatic	probes	are	sensitive	to	steric	hindrance	and	do	not	allow	the	detection	of	small	

RNA	structural	motifs	such	as	bulges	or	mismatches,	and	are	not	suited	for	studies	where	RNA	is	bound	

to	proteins.	Another	limitation	of	the	enzymatic	mapping	approach	is	that	enzymes	are	restricted	to	

in	vitro	applications	because	of	their	membrane–impermeable	nature	and	their	requirement	for	non-

physiological	conditions	(18).		

I.2.	Chemical	probes	
A	strength	of	the	chemical	probes	is	their	diversity.	Many	probes	have	been	developed,	and	they	have	

been	designed	to	interrogate	the	top	of	the	base	(Hoogsteen	face),	the	Watson-Crick	face	or	the	sugar-

phosphate	backbone	depending	on	 their	 specificity	 (Figure	1).	 For	 a	 review,	 see	 (20).	Due	 to	 their	
smaller	size	compared	to	enzymes,	chemical	probes	allow	to	obtain	more	detailed	information,	at	the	



nucleotide	level.	The	choice	of	a	specific	probe	is	also	driven	by	the	reaction	time	scale	and	its	ability	
to	enter	living	cells	and	quite	often	several	chemical	probes	or	a	mix	of	chemical	and	enzymatic	probes	
based	experiments	are	required	to	obtain	an	accurate	RNA	structure.		

-	The	base-specific	chemical	probes	interrogate	the	Hoogsteen	face	and/or	the	Watson-Crick	face	of	
the	base	but	have	the	drawback	of	having	nucleotide	specificities.	For	example,	dimethylsulfate	(DMS)	
which	methylates	N1-A,	N3-C	and	N7-G	at	neutral	pH	is	largely	used	to	identify	unpaired	adenosine	
and	cytosine	nucleotides	in	vitro	and	in	a	wide	variety	of	organisms	(94).	However,	as	the	introduction	
of	the	methyl	group	is	located	on	the	Hoogsteen	face	of	G	an	additional	step	is	needed	to	detect	this	
modification	 (61)	 and	nowadays	DMS	 is	 less	 used	 for	 guanine	probing.	 Base	 specific	 reagents	 also	
include	 1-cyclohexyl-3-(2-morpholinoethyl)	 carbodiimide	 metha-p-toluene	 sulfonate	 (CMCT)	 which	
reacts	primarily	with	N3-U	and	N1-G	of	unpaired	nucleotides	under	basic	conditions,	2-keto-3-ethoxy-
butyraldehyde	(kethoxal)	forms	an	additional	ring	between	the	primary	amine	located	on	C2	and	the	
N-1	of	unpaired	guanine.	The	modification	reaction	is	reversible	but	under	slightly	acidic	conditions	or	
in	the	presence	of	borate	ions	the	adduct	is	stable.	At	neutral	pH,	diethylpyrocarbonate	(DEPC)	reacts	
specifically	with	N7-A	and	after	treatment	with	aniline	it	allows	the	detection	of	adenosine	implicated	
in	tertiary	interactions.		

-	Other	chemicals	 interrogate	the	sugar-phosphate	backbone	with	 the	advantage	that	 they	are	not	
specific	 to	 an	 individual	 nucleotide.	 For	 example,	 ethylnitrosourea	 (ENU)	 is	 an	 alkylating	 reagent	
specific	of	the	oxygen	atom	of	phosphate	groups	non-engaged	 in	tertiary	 interactions	nor	 in	cation	
coordination.	The	alkylation	results	in	the	formation	of	an	unstable	phosphate	tri-ester,	which	leads	
to	RNA	cleavage	under	mild	alkaline	treatment.	Hydroxyl	radicals	also	cleave	the	RNA	backbone	but	
after	abstraction	of	an	hydrogen	atom	from	C4’	and/or	C5’	ribose	position,	providing	nucleotide-level	
information	on	solvent	accessibility	of	the	nucleic	acid	backbone	and	tertiary	fold	of	the	RNA	molecule	
(84).	Until	recently,	hydroxyl	radical	probing	was	limited	to	 in	vitro	applications,	since	radicals	were	
generated	by	Fenton	reagents:	hydrogen	peroxide,	Fe(II)-EDTA	and	sodium	ascorbate.	But	this	probe	
has	 been	 adapted	 to	 effective	 footprinting	 of	 RNA-protein	 complexes	 in	 vivo.	 In	 that	 case,	 a	
synchrotron	X-ray	beam	generates	hydroxyl	radicals	inside	the	cell	with	a	100	milliseconds	exposure	
(1,	2).		
	
In-line	probing	technique	is	not	strictly	speaking	a	chemical	probing	technique	since	it	is	based	on	the	
natural	ability	of	each	nucleotide	inside	RNA	to	form	a	2’-3’-cyclic	phosphate	product	leading	to	the	
cleavage	of	the	ribose-phosphate	chain.	This	event	is	mediated	by	the	attack	of	the	sugar	2’-OH	on	the	
adjacent	phosphate	di-ester	(66)	and	occurs	more	frequently	when	the	two	groups	are	“in-line”,	that	
is	 when	 the	 nucleotides	 are	 flexible.	 Whilst	 this	 technique	 has	 been	 used	 to	 investigate	 the	
modification	 profile	 of	 RNAs	 implicated	 in	 a	 riboswitch	 (47),	 it	 is	 not	 adapted	 to	 study	 fast	 RNA	
structure	transitions	since	the	in-line	probing	technique	takes	about	40	hours	to	perform	cleavages	in	
mild	conditions.	The	same	mechanism,	but	at	the	minute	scale,	occurs	with	metal-induced	cleavages	
(22).	The	best	studied	example	is	the	probing	with	lead(II)	ion	which	activates	the	2’-OH	of	nucleotides	
located	in	single-stranded	regions	such	as	bulges	and	loops	but	also	in	paired	regions	destabilized	by	
non-canonical	interactions	or	distortions	(8,	10).		
	
SHAPE	(Selective	2’-Hydroxyl	Acylation	analyzed	by	Primer	Extension)	probes	are	not	susceptible	to	
the	base	nature	and	under	slightly	basic	conditions	they	react	with	the	ribose	2’-hydroxyl	group	of	
flexible	nucleotides	often	meaning	unpaired.	These	reagents	are	powerful	because	they	are	able	to	
interrogate	 the	 local	 dynamic	 of	 the	 4	 different	 nucleotides	 at	 the	 same	 time	 (14).	Moreover,	 the	
increasing	number	of	reagents	available	allows	the	study	of	various	biological	processes	where	RNAs	
are	 involved.	 Indeed,	1-methyl-7-nitroisatoic	anhydride	(1M7)	(26)	and	benzoyl	cyanide	(BzCN)	(54)	
quickly	react	with	RNA	(14	s	and	0.25	s,	respectively)	and	are	thus	well	suited	for	the	study	of	dynamic	
RNAs.	On	the	other	hand,	N-methylisatoic	anhydride	(NMIA)	(26),	2-methylnicotinic	acid	imidazolide	



(NAI)	 and	 2-methyl-3-furoic	 acid	 imidazolide	 (FAI)	 (78)	 are	 less	 sensitive	 to	 2’-OH	 attack	 and	 react	
within	10,	33	and	73	min,	respectively,	compatible	with	in	vivo	study	of	RNA	structures	(78,	85).	
	

	
Figure	1	
Mechanism	of	action	of	chemical	and	enzymatic	probes.	
A.	Bases	preferences	of	various	nucleases.	B.	Canonical	Watson-Crick	interactions	and	target	positions	
of	multiple	 chemical	 probes.	 Hydroxyl	 radicals	 are	 generally	 generated	 by	 Fenton	 reagents	 (H2O2,	
Fe(EDTA)	and	sodium	ascorbate)	and	Pb(II)	is	from	lead	acetate.	C.	Chemical	structure	of	probes	with	
the	typical	time	of	reaction	reported	in	the	literature	(14,	20,	26,	54,	59,	78,	85)	but	the	time	reaction	
is	highly	dependent	on	probes’	concentration	and	temperature.		

	

II.	CONVENTIONAL	REACTIVITY	READOUT	METHODS	
Sites	 of	 chemical	 adduct	 formation	 or	 strand	 scission	 can	 be	 detected	 in	 several	 ways.	When	 the	
probing	methods	 involve	 enzymatic	 or	 chemical	 strand	 scission,	 end-labeled	RNAs	 at	 their	 5′	 or	 3′	
extremity	can	be	used.	In	that	case,	the	population	of	cleaved	RNA	fragments	is	sized	by	denaturing	
polyacrylamide	gel	electrophoresis	and	detection	of	labeled	fragments	allows	the	identification	of	the	
position	of	cleavages	on	the	RNA	molecule.	However,	this	method	can	only	be	used	to	analyze	short	
RNAs	 (<300	 nucleotides).	 For	 probing	 the	 structure	 of	 large	 RNAs,	 primer	 extension	 by	 reverse	
transcriptase	is	a	preferred	alternative	(63).	Usually	the	modified	RNA	is	hybridized	with	a	5’-terminal	
[32P]-labeled	oligodeoxyribonucleotide	complementary	 to	a	chosen	sequence	 in	 the	RNA.	Since	 the	
reverse	transcription	reaction	is	usually	blocked	when	the	enzyme	encounters	a	RNA-chemical	adduct	
or	a	strand	scission,	a	population	of	truncated	radiolabeled	cDNA	whose	3’-end	corresponds	to	the	
nucleotide	before	the	site	of	modification	or	to	the	nucleotide	of	the	cleavage	site	is	generated.	This	
population	is	traditionally	resolved	by	denaturing	polyacrylamide	gel	electrophoresis	and	detection	is	
done	with	either	X-ray	autoradiography	or	a	phosphorimager	apparatus.	Reactivity	are	mapped	back	



to	 the	 primary	 RNA	 nucleotide	 sequence	 thanks	 to	 dideoxyribonucleotide	 sequencing	 reactions	
performed	in	parallel.	Band	intensity	of	nucleotide	fragments	resolved	on	gel	can	be	quantified	by	the	
semi-automated	footprinting	analysis	(SAFA)	program.	However,	cDNA	synthesis	is	not	only	blocked	
by	 chemical	 adducts	or	 cleavage	 sites	but	 also	occurs	 at	 sites	with	a	 stable	RNA	 structure,	natural	
modification	(such	as	m2G	or	m6A)	or	due	to	RNA	degradation.	Thus,	a	negative	control	sample	must	
be	conducted	 in	parallel	 to	the	experiment.	Data	from	the	probed	samples	are	then	normalized	by	
control	 data	 to	 obtain	 chemical	 reactivity.	 Nevertheless,	 experimental	 readout	 using	 radioactively	
labeled	 RT	 primers	 is	 labor-intensive	 and	 limited,	 leading	 to	 semi-quantitative	 data	 for	 reading	
windows	of	150	nucleotides	only	due	to	the	resolution	of	polyacrylamide	gels.	
	
A	great	improvement	over	this	traditional	approach	has	been	the	use	of	capillary	electrophoresis	(CE)	
for	sizing	the	pool	of	cDNAs	obtained	in	probing	experiments	with	2’-O-acylating	reagents	(97).	This	
modification	 to	 the	 readout	 method	 (termed	 hSHAPE)	 uses	 fluorescently	 labeled	 RT	 primer	 and	
capillary	 electrophoresis	 to	 extend	 the	 analysis	 window	 to	 approximately	 500	 nucleotides.	 CE	
electropherograms,	 representing	 fluorescent	 intensity	 for	 each	 nucleotide,	 are	 generated	 and	
subjected	 to	 multiple	 bioinformatics	 treatments	 in	 order	 to	 be	 converted	 into	 single-nucleotide	
reactivity.	 Several	 analytical	 pipelines	 have	 been	 developed	 to	 semi-automatically	 convert	 CE	
electropherograms	into	reactivity.	These	include	capillary	automated	footprinting	analysis	(CAFA)	(51),	
ShapeFinder	 (88),	high-throughput	 robust	analysis	 for	capillary	electrophoresis	 (HiTRACE)	 (98),	Fast	
Analysis	 of	 SHAPE	 traces	 (FAST)	 (60),	 SHAPE-CE	 (6)	 and	 QuShape	 (38).	 All	 these	 programs	 need	
electrophoretic	 traces	 for	 the	 chemically	modified	RNA,	 the	unmodified	 reference	and	one	or	 two	
sequencing	reactions	as	input.	ShapeFinder	need	4	traces	to	be	analyzed	in	the	same	capillary	requiring	
of	 a	 DNA	 primer	 labeled	 with	 4	 different	 fluorescent	 probes,	 whereas	 QuShape	 needs	 only	 2	
fluorescently-labeled	primers	with	an	analysis	split	in	two	capillaries.	Finally,	SHAPE/FAST	needs	only	
one	 labeled	 primer	 and	 the	 presence	 of	 an	 internal	 standard	 allows	 the	 comparison	 of	 multiple	
capillaries.	The	use	of	decreasing	number	of	fluorescent	probes	for	one	experiment	was	developed	
because	it	reduces	the	complexity	of	the	data	treatment	and	allows	increased	automation	and	thus	
saved	 time.	 ShapeFinder	 requires	 the	 user	 to	 manually	 select	 tools	 making	 data	 processing	 time	
consuming	and	requires	significant	user	training,	whereas	QuShape	software	is	easier	to	set	with	the	
automation	of	multiple	treatments	(data	entry,	pre-processing,	signal	alignment,	sequence	alignment,	
reactivity	 estimation).	 In	 all	 cases,	 numeric	 reactivity	 data	 is	 output	 for	 use	 as	 input	 in	 secondary	
structure	prediction	programs	such	as	RNAstructure	(14).	Even	though	the	pioneering	hSHAPE	method	
has	 been	 applied	 to	 the	detection	of	 other	 chemical	 or	 enzymatic	modifications	 (51)	 and	 capillary	
electrophoresis	 has	 significantly	 increased	 the	 resolution	 and	 the	 coverage	 length	 compared	 to	
sequencing	gel,	this	readout	method	is	not	suitable	for	genome-wide	analysis	because	large	amounts	
of	RNA	are	still	needed,	as	well	as	the	design	of	gene-specific	primers.		

Recently,	gel-	and	capillary	electrophoresis	techniques	have	given	way	to	next-generation	sequencing	
methods,	 allowing	 for	 the	 multiplexing	 of	 several	 samples	 within	 single	 experiments	 or	 even	
transcriptome-wide	analysis.			

III. HIGH-THROUGHPUT	METHODS	
The	 democratization	 of	 the	 fast	 and	 deep	 sequencing	 of	 genome	 linked	 to	 the	 Next	 Generation	
Sequencing	 (NGS)	 technique	 advent	 allows	 the	 outbreaks	 of	 numerous	 protocols	 to	 probe	 RNA	
structure	special	by	their	length	(genome	wide),	their	complexity	(complex	RNA	mixture)	or	their	low	
abundance.	Despite	some	differences	due	to	the	RNA	origin,	these	techniques	share	several	core	steps.	
Similar	to	the	above	strategies,	RNA	structure	is	interrogated	using	enzymatic	or	chemical	probes	and	
then	RNA	is	reverse	transcribed	into	cDNA	using	one	of	two	strategies:	the	truncation	strategy	or	the	
mutational	profiling	approach.	Library	 is	 then	prepared	for	sequencing	by	addition	of	two	adapters	
flanking	 the	 cDNA	 and	 barcodes	 for	 sample	 multiplexing.	 Finally,	 bio-informatic	 processing	 of	
sequencing	reads	is	performed	for	reads	alignment	and	reactivity	determination.	



III.1.	NGS	coupled	to	RNA	segmentation	or	ligation	
The	first	methods	developed	for	the	study	of	RNA	structures	in	a	high-throughput	manner	have	been	

derived	from	enzymatic	probing	techniques	and	were	carried	out	in	vitro	on	RNA	mixtures	extracted	

from	cells.	Parallel	analysis	of	RNA	structure	(PARS)	combines	RNase	V1	(specific	of	paired	or	stacked	

nucleotides)	 and	 nuclease	 S1	 (specific	 of	 single	 stranded	 nucleic	 acid)	 treatments	 and	 reactivity	 is	

scored	by	the	ratio	of	V1	to	S1	number	of	reads	for	a	given	position	(39,	89).	Almost	at	the	same	time,	

Fragmentation	sequencing	(Frag-seq)	was	reported	by	Underwood	et	al.	In	this	approach,	the	RNA	is	
cleaved	 in	 single	 stranded	 regions	 by	 nuclease	 P1	 and	 any	 natural	 degradation,	 potentially	 being	

quantified	 as	 a	 P1	 cut	 is	 taken	 into	 account	 by	 two	 negative	 controls,	 one	without	 P1	 enzyme	 to	

quantify	the	amount	of	unspecific	cleavages	leaving	a	5’	phosphate	and	one	with	T4	Ligase	treatment	

to	detect	cleavage	products	without	a	5’	phosphate	end.	 (86).	For	a	comparative	 study	of	 the	 two	

methods	see	(96).	A	chemical	probe	leading	to	the	cleavage	of	RNA	was	also	coupled	with	Illumina	

sequencing.	 In	 the	 HRF-Seq	 technique,	 hydroxyl-radical	 footprinting	 was	 used	 to	 interrogate	 the	

solvent	 accessibility	 of	 the	 E.	 coli	 16S	 ribosomal	 RNA	 followed	 by	 a	 random	 priming	 reverse	

transcription	step	(40).	More	recently,	an	innovative	strategy	called	RNA	proximity	ligation	(RPL)	was	

developed	(65)	to	gain	information	about	nucleotide-nucleotide	interactions	or	at	least	to	determine	

the	nucleotides	close	in	three-dimensional	space.	After	the	treatment	of	ex	vivo	RNAs	with	RNases	and	
an	end-repair	step	with	T4PNK	under	non-denaturing	conditions,	the	nucleotides	in	close	vicinity	are	

linked	 together	by	T4	RNA	 Ligase	 I.	 Ligation	 junctions	 are	mapped	and	 counted	 thanks	 to	 Illumina	

sequencing	and	allow	the	detection	of	stem	loop	structures	as	well	as	long-range	interactions.	

These	strategies	constitute	a	great	step	in	the	study	of	RNA	structures	since	they	have	been	able	for	

the	first	time	to	interrogate	a	complex	mixture	of	long	RNAs	and	in	particular	the	human	transcriptome	

(90).	However,	a	major	drawback	is	that	they	are	restricted	to	in	vitro	studies.		

III.2.	NGS	coupled	to	chemical	probing	
The	Figure	2	 briefly	 recapitulates	 the	high-throughput	 structure	probing	methods	described	 in	 this	

part.	In	2011,	J.B.	Lucks	et	al.	have	reported	for	the	first	time	the	combination	of	probing	with	chemical	

adduct	 formation	 and	 next-generation	 sequencing	 strategies	 (49).	 Compared	 with	 the	 previously	

described	 “cleaving”	 approaches,	 the	 so-called	 SHAPE-Seq	 technique	 takes	 the	 advantage	 of	 the	
SHAPE	 chemistry	 that	 interrogates	 all	 the	 nucleotides	 of	 RNAs	 in	 variable	 conditions	 and	 at	 high	

resolution.	As	a	proof	of	concept,	SHAPE-Seq	was	used	to	study	the	structures	of	a	complex	mixture	of	

RNAs	transcribed	in	vitro	and	that	differ	by	single	nucleotide	point	mutations	(49).	The	protocol	has	

been	 upgraded	 to	 SHAPE-seq	 v2.0	 (48)	 and	 v2.1	 (92)	with	 the	 development	 of	 a	 strategy	 using	 a	

universal	RT	primer	and	a	selective	PCR	step	to	amplify	ligated	products	containing	transcribed	cDNAs.		

Associating	chemical	probing	to	high-throughput	sequencing	opened	the	gate	to	in	vivo	RNA	structure	
probing	 methods	 and	 allowed	 to	 study	 the	 influence	 of	 the	 viral	 /	 cellular	 environment	 on	 RNA	

structures.		

The	first	in	vivo	genome-wide	analysis	at	nucleotide	resolution	was	developed	in	2014	and	applied	to	

the	study	of	the	Arabidopsis	thaliana	RNAs	(16).	After	DMS	methylation	of	unprotected	adenine	and	

cytosine,	RNAs	were	subjected	to	reverse	transcription	using	random	hexamer	primers,	allowing	the	

coverage	 of	 the	 entire	 RNA.	 A	 pool	 of	 cDNAs	 of	 different	 sizes	 was	 generated	 and	 subjected	 to	

intermolecular	 ligation	of	 Illumina	adapter.	 This	 technique	called	Structure-seq	 provided	 structural	
information	among	more	than	10,000	transcripts	 (15,	16).	Several	other	 techniques	using	 the	DMS	

probe	slightly	differ	from	the	Structure-seq	approach	by	performing	a	RNA	fragmentation	followed	by	

the	ligation	of	a	universal	adapter	at	the	3’-end	of	the	RNA	prior	to	reverse	transcription.	This	step	

used	 in	DMS-seq	 (69)	 and	Mod-seq	 (82)	was	 designed	 to	 ensure	 the	 random	 initiation	 of	 reverse	

transcription	and	is	thus	suitable	for	studying	RNA	of	any	length.	Nevertheless,	it	also	involves	more	

technical	steps	on	the	RNA	template	and	requires	a	careful	analysis	to	discriminate	modification	sites	

from	the	end	of	unmodified	RNA	fragments.		



At	the	same	time,	Chemical	Inference	of	RNA	Structures	(CIRS-seq)	was	developed	to	study	the	impact	

of	 the	 cellular	 environment	 on	 RNA	 structure.	 Using	 DMS	 and	 CMCT	 probes,	 they	 analyzed	 the	

secondary	structure	of	ex	vivo	mouse	embryonic	stem	cell	transcripts	after	a	native	deproteinization	

treatment	(34).	cDNAs	covering	the	full	RNA	landscape	were	obtained	by	random-priming	RT,	ligation	

to	Illumina	adapters	and	sequencing.	Nevertheless,	since	the	chemical	probing	is	performed	on	cell	

lysate	after	proteinase	K	treatment,	CIRS-seq	is	not	exactly	an	in	vivo	technique.		

The	in	vivo	probing	methods	at	the	genome-wide	scale	have	been	improved	by	using	SHAPE	reagents	

which	 interrogate	 the	 four	 different	 nucleotides	 rather	 than	 two	with	 the	 DMS	 probe.	 The	 in-cell	

probing	with	1M7	 (85)	and	NAI	 (78)	 reagents	has	been	 set	up	 first	by	 capillary	and	denaturing	gel	

electrophoresis,	respectively	and	next	coupled	with	the	Illumina	sequencing	technology	(75,	79).		

Another	layer	of	improvement	was	achieved	with	the	SHAPES	(62)	and	icSHAPE	(Spitale	et	al.	2015)	

protocols	 which	 take	 advantage	 of	 bifunctional	 chemical	 probes	 such	 as	 N-propanone	 isatoic	

anhydride	(NPIA)	and	NAI-N3,	respectively.	After	RNA	probing,	these	two	reagents	can	be	coupled	to	a	

biotin	molecule	allowing	 the	enrichment	of	 the	modified	RNAs	and/or	 cDNAs	 that	 terminated	at	a	

probed	position,	depending	on	the	treatment	protocol.	This	selective	pool-down	eliminates	a	 large	

amount	 of	 unwanted	 side	 products	 and	 sequencing	 libraries	 are	 thus	 enriched	 for	 structure	

informative	molecules.	Even	if	the	two	techniques	share	the	same	idea	of	selection,	they	have	their	

own	 advantage	 and	 drawbacks.	 The	 NAI-N3	 reagent	 used	 in	 the	 icSHAPE	 technique	 is	 interesting	

because,	 like	 NAI,	 it	 easily	 penetrates	 the	 cell	 membranes	 (78).	 On	 the	 other	 hand,	 the	 SHAPES	

technique	involves	an	additional	enzymatic	cleavage	during	the	selection	step	that	removes	the	cDNA	

caused	by	premature	termination	even	from	reverse	transcription	of	modified	RNA.	This	wash	only	

leaves	on	the	beads	the	cDNA	that	contain	the	structural	information	and	makes	unnecessary	to	drive	

a	negative	control.		

The	icSHAPE	technique	revealed	an	increased	reactivity	of	adenosine	residues	in	vivo	compared	to	in	
vitro,	whereas	cytidine	and	guanosine	residues	were	less	impacted	by	the	environment.	The	authors	

conclude	 that	 reactivity	 difference	 between	 in	 vivo	 and	 in	 vitro	 icSHAPE	 measurements	 provides	

insights	into	in	vivo	RNA	structural	dynamics	and	reveals	structural	profiles	controlling	gene	expression	

such	as	translation	and	post-transcriptional	modifications	(79).		

Existing	methods	give	confident	answers	when	applied	to	broad	questions	about	structure	of	a	cellular	

RNA	population.	Yet	the	analysis	of	a	specific	RNA	target,	presumably	in	low	abundance,	or	performing	

single	cell	sequencing	is	still	technically	challenging.	The	team	of	Lucks	developed	in-cell	SHAPE-Seq	
(91),	 adapted	 from	 the	 SHAPE-Seq	 v2.1	method	 (92),	 to	 study	 targeted	 RNAs	 inside	 the	 cell.	 Low	

abundance	of	RNAs	of	interest	required	an	optimization	of	PCR	steps	necessary	to	add	the	Illumina	

adaptors.	Indeed,	a	careful	protocol	has	to	be	designed	to	obtain	the	right	balance	between	sufficient	

number	 of	 PCR	 cycles	 required	 to	 amplify	 the	 low	 amount	 of	 samples	 and	 the	 amplification	 of	

unwanted	side	products	(91).	 In	addition	to	the	determination	of	RNA	structure,	the	team	of	Lucks	

addressed	their	function	by	measuring	gene	expression	through	fluorescent	reporter	assay.	

The	 above	 described	 methods,	 based	 on	 the	 identification	 of	 reverse	 transcriptase	 truncation	

products,	allowed	the	study	of	large	number	of	RNAs	in	cellula	in	various	environments.	However,	the	

multiple	ligation	steps	used	in	these	techniques	to	perform	the	cDNA	sequencing	represent	a	major	

bottleneck	for	one	wants	to	study	very	low	amount	of	biological	RNA	or	discriminate	between	distinct	

conformations	of	the	same	RNA.	Several	approaches	have	recently	been	developed	to	overcome	this	

problem	by	directly	identifying	the	modification	positions.		These	new	strategies	take	the	advantage	

of	two	RT	enzymes	that,	under	specific	conditions,	after	pausing,	induce	mutations	in	the	nascent	cDNA	

when	they	encounter	DMS	or	SHAPE	modified	nucleotides.	As	the	mutational	profiling	approach	does	

not	involve	stop	detection,	cDNAs	are	directly	analyzed	by	massively	parallel	sequencing	avoiding	the	

complex	RNA	 ligation	 steps	and	 the	biases	 introduced	by	 the	preparation	of	 the	 library	 in	 classical	

probing.	Another	benefit	to	detect	RNA	modifications	in	this	way	is	that	the	read-through	method	is	



not	 sensitive	 to	 the	 background	 RNA	 degradation,	 nor	 to	 the	 RT	 drop-off	 or	 the	 5’	 signal	 decay.	
Moreover,	on	the	contrary	to	the	truncation	strategy,	RT	read-through	of	the	modification	site	allows	
the	analysis	of	multiple	modified	nucleotide	positions	in	a	single	RNA	molecule	and	should	decrease	
the	amount	of	starting	material	to	analyze.	

The	 superscript	 II	 (SSII)	 enzyme	 has	 been	 the	 first	 enzyme	 used	 for	 the	 read	 through	 of	 SHAPE	
modifications	in	the	SHAPE-MaP	technique	developed	by	the	team	of	K.	Weeks	(74,	76).	Indeed,	using	
Mn2+	 containing	 buffer,	 this	 RT	 enzyme	 can	 incorporate	 a	mutation	 or	 induce	 a	 deletion	 at	 a	 site	
corresponding	to	a	modified	nucleotide	during	cDNA	synthesis.	Generally,	SHAPE	adducts	are	misread	
as	A	or	T	but	additional	information	are	obtained	from	other	mis-incorporations	and	more	than	50%	
of	 modified	 nucleotides	 are	 detected.	 Massively	 parallel	 sequencing	 analyzed	 by	 ShapeMapper	
software	allows	the	determination	of	a	mutation	rate	for	each	nucleotide.	Subtracting	the	number	of	
mutations	obtained	for	an	untreated	control	from	the	experiment	where	RNA	is	treated	with	SHAPE	
reagent	and	normalizing	with	the	denaturing	control	gave	the	modifications	position	and	frequency.	
These	 reactivity	 plots	 can	 then	 be	 used	 as	 input	 in	 several	 softwares	 such	 as	 RNA	 structure,	
ShapeMap_Folding_pipeline	(Siegfried	2014)	or	SuperFold	(Smola	2015b)	to	model	the	RNA	secondary	
structures.	 SHAPE-MaP	 has	 been	 validated	 with	 the	 already	 established	 structure	 of	 the	 E.	 coli	
thiamine	pyrophosphatase	riboswitch	aptamer	bound	with	its	ligand	and	the	E.	coli	16S	RNA.	The	ex	
viro	 structure	 of	 the	 entire	 HIV-1	 genomic	 RNA	 has	 also	 been	 deciphered	 with	 this	 protocol	 and	
constitutes	an	update	of	the	in	vitro	model	proposed	in	2009	(93).	Nevertheless,	it	is	important	to	keep	
in	mind	that	an	important	quantity	of	extracted	viral	genomic	RNA	(1	ug)	was	necessary	to	perform	
this	protocol	(74).	Later,	the	SHAPE-Map	approach	has	been	adapted	to	in	vivo	studies	by	performing	
in-cell	probing	with	the	1M7	reagent	and	is,	as	icSHAPE,	based	on	the	subtraction	of	in	cellula	from	ex	
vivo	reactivity	(75).			

More	 recently,	 the	 thermostable	group	 II	 reverse	 transcriptase	 (TGIRT)	enzyme,	engineered	by	 the	
team	of	A.	Lambowitz	(19,	53),		has	been	adapted	in	the	DMS-MaPseq	approach	(101).	The	team	of	S.	
Rouskin	 compared	 the	 suitability	 of	 the	 SSII	 and	 the	 TGIRT	 for	 the	DMS-MaPseq	 approach.	 DMS	
modifications	detection	has	first	been	checked	by	performing	two	replicates	using	the	yeast	25S	rRNA	
which	has	endogenous	m1A	modifications,	one	of	the	two	sites	methylated	by	DMS.	Surprisingly,	 it	
seems	that	SSII	under-estimates	DMS	modification	depending	on	the	nucleotide	context	 (101).	The	
authors	suggest	an	underlying	failure	of	SSII	to	robustly	detect	adenines	compared	to	other	set	of	data	
obtained	with	 other	 protocols.	 Analyzing	 the	 distribution	 of	mutation	 type	 generated	 reveals	 that	
TGIRT	produces	around	6%	of	insertions/deletions	compared	to	nearly	30%	by	SSII,	the	presence	of	
indels	 creating	 positional	 ambiguity	 when	 sequencing	 data	 are	 analyzed.	 Moreover	 certain	 G-U	
residues	are	highly	detected	suggesting	a	propensity	for	non-random	errors	in	cDNA	synthesis	(101).	
Nevertheless,	this	direct	comparison	of	the	TGIRT	and	SSII	ability	in	mutational	profiling	approaches	
and	the	robustness	of	this	method	was	based	on	only	one	study	and	needs	to	be	further	assessed.	An	
implemented	version	of	DMS-MaPseq	 (101)	 can	specifically	 focus	on	 low-abundance	RNA	by	using	
target-specific	primers.	RT	primers	can	also	be	tagged	with	unique	molecular	indexes	so	that	each	RNA	
molecule	 is	 followed	 at	 a	 single-molecule	 resolution.	 Nevertheless,	 the	 targeted	 nature	 of	 DMS-
MaPseq	limits	the	size	of	RNA	region	analyzed	so	that	this	protocol	cannot	be	applied	to	genome-wide	
purpose.	

Since	 icSHAPE	 and	 in	 vivo	 SHAPE-MaP	 claim	 to	 measure	 in	 vivo	 structure	 with	 next-generation	
sequencing,	the	team	of	K.	Weeks	compared	data	of	the	well-characterized	SRP	RNPs	obtained	with	
the	two	methods,	and	showed	a	poor	agreement	(101).	They	hypothesize	these	differences	to	be	due	
to	the	NAI-N3	half-life,	longer	than	the	one	of	1M7	so	that	NAI-N3	reacts	slower	and	does	not	reflect	
the	RNA	steady-state	structure.		

It	is	important	to	note	that	several	substantial	differences	exist	when	comparing	the	two	approaches.	
A	 rigorous	 comparison	 of	 the	 two	 techniques	 would	 have	 required	 a	 direct	 experimental	 testing	
instead	of	a	comparative	analysis	of	primary	data.	Besides	the	fact	that	used	SHAPE	reagents	differ	in	



solubility	 and	 half-life,	 the	 SRP	 RNA	 has	 been	 produced	 in	 different	 cell	 types.	 Regarding	 the	
experimental	procedure,	the	sequencing	library	is	enriched	with	acylated	RNA	molecules	in	icSHAPE	
whereas	SHAPE-MaP	includes	all	generated	cDNAs.	Finally,	the	read-out	of	SHAPE	reactivity	relies	on	
cDNA	truncation	or	cDNA	mutation.	To	solve	this	issue,	the	team	of	H.	Chang	directly	compared	the	in	
vitro	 and	 in	 vivo	 modification	 ability	 of	 NAI-N3	 and	 1M7	 reagents	 using	 gel	 electrophoresis	 (45).	
Whereas	 NAI-N3	 and	 1M7	 are	 clearly	 able	 to	 in	 vitro	 probe	 RNAs	 with	 a	 slightly	 higher	 signal-to-
background	ratio	for	NAI-N3,	this	was	not	shown	in	vivo	at	the	published	1M7	probe	concentration	(75)	
and	even	with	a	ten-fold	excess.	These	results	were	confirmed	in	other	cell	types	and	targeted	RNAs	
(50).	 By	 permeabilizing	 mouse	 embryonic	 stem	 cells,	 they	 showed	 a	 higher	 modification	 signal	
generated	by	1M7	compared	to	intact	cells.	The	authors	suggested	that	the	poor	1M7	in	vivo	activity	
was	due	to	its	weak	permeability	to	living	cell	barriers	and	that	the	raw	data	obtained	in	vivo	were	due	
to	the	probing	of	residual	RNAs	from	cells/viruses	with	compromised	membranes	which	signal	was	
amplified	during	the	library	preparation.	However	even	if	the	lipophilicity	of	the	probes	and	the	way	
they	 go	 through	membranes	 is	 of	 great	 importance	 for	 in	 vivo	 studies,	 the	difference	of	 reactivity	
observed	between	NAI-N3	and	1M7	may	be	linked	to	another	important	point	such	as	the	shorter	half-
life	of	1M7	which	reacts	with	OH	groups	within	14	s,	when	NAI-N3	reacts	in	5	min.		
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IV. BIASES	GENERATED	DURING	LIBRARY	PREPARATION	
NGS	requires	the	preparation	of	libraries	with	fusion	of	sequencing	adapters	to	nucleic	acid	samples,	
followed	 by	 PCR	 amplification	 before	 sequencing.	 Regarding	 the	 wide	 variety	 of	 NGS	 library	
preparation	protocols,	library	generation	is	differently	performed	and	potentially	contains	biases	that	
compromise	the	quality	of	NGS	datasets.	It	is	important	to	understand	these	biases	to	improve	library	
quality.	Several	steps	of	the	library	generation	are	impacted:	
	
-	RNA	fragmentation	
RNase	III	and	zinc-induced	hydrolysis	are	commonly	used	to	mediate	RNA	cleavage.	In	contrast	to	zinc	
treatment,	RNase	III	cleaves	dsRNA	in	a	sequence	and	structure	dependent	manner.	Comparison	of	
these	two	techniques	indicates	that	zinc-mediated	fragmentation	provides	more	robust	and	accurate	
transcript	identification	when	transcriptome	reassembly	is	performed	(95).	

-	RT	random	priming	
Priming	of	random	hexamers	in	cDNA	synthesis	is	known	to	induce	sequence	bias,	then	read	counts	
from	RNA-Seq	data	may	not	be	randomly	distributed	(30).	Mismatching	is	also	observed	(87)	and	these	
two	biases	can	be	explained	by	a	preference	for	specific	local	nucleotide	composition.	This	leads	to	a	
significant	bias	in	the	nucleotide	composition	of	the	first	sequencing	reads	(7,	71,	99).	

-	Adapter	ligation	
RNA	ligases	are	mostly	influenced	by	RNA	sequence	and	structure	at	the	ligation	site	as	well	as	RNA-
adapter	structure	(24,	37,	81,	100).	Sorefan	et	al.	have	reported	that	the	addition	of	three	degenerated	
bases	at	the	5’-end	of	the	adapter	to	be	ligated	significantly	decreased	the	sequence-dependent	bias	
(77).		

-	Size	selection		
Enrichment	for	DNA	molecules	of	a	selected	size	range	can	be	performed	with	solid-phase	reversible	
immobilization	(AMPure	beads	from	Beckman	Coulter)	or	gel	extraction.	A	more	precise	size	selection	
is	obtained	by	gel	extraction	but	on	the	other	hand,	the	melting	step	of	agarose	gel	slices	in	chaotropic	
salt	buffer	 reduces	 the	 recovery	of	AT-rich	 sequences.	 This	 is	mostly	due	 to	denaturation	of	 these	
samples	which	have	a	reduced	affinity	for	dsDNA	purification	columns	(64).			

-PCR	amplification	
A	major	bias	is	introduced	in	the	sequencing	library	due	to	the	fact	that	all	samples	are	not	amplified	
with	 the	 same	 efficiency	 and	 in	 particular,	 GC-rich	 and	 AT-rich	 fragments	 shown	 to	 be	
underrepresented	during	the	library	preparation	(3,	58).	Several	optimizations	of	the	standard	Phusion	
PCR	protocol	have	been	described	with	utilization	of	the	Kapa	HiFi	(58)	and	phi29	(13)	DNA	polymerase.		

It	is	important	to	keep	in	mind	that	a	higher	amount	of	starting	material	limits	PCR	amplification	and	
increases	 the	 library	 complexity.	 An	 alternative	 is	 to	 avoid	 PCR	 amplification	 by	 ligating	 complete	
adapters	 necessary	 for	 bridge	 amplification	 on	 the	 sequencing	 flow-cell	 (42).	 Nevertheless,	 the	
relatively	large	quantity	of	input	material	constitutes	a	drawback.	Single	cell	RNA	sequencing	protocols	
are	facing	this	issue	with	low	amount	of	starting	material.	Digital	RNA-Seq	technique	tries	to	address	
it	by	ligating	an	overwhelming	number	of	unique	barcode	sequences	to	cDNA	samples	followed	by	PCR	
amplification	 of	 these	 barcoded	 cDNA	 molecules.	 This	 indexing	 method	 enables	 the	 distinction	
between	biological	and	PCR-derived	duplicates	(73).		
	
Moreover,	 there	 is	 still	 a	 clear	 debate	 in	 the	 scientific	 community	 to	 determine	 in	 which	 extent	
increasing	the	number	of	PCR	cycles	amplify	the	background	noise	by	rising	the	chance	to	introduce	
mutations.	Interestingly,	the	team	of	Lucks	tested	increased	cycling	from	15	to	20	PCR	cycles	on	the	
same	sample	to	assess	this	question	and	obtained	little	reactivity	differences	(92).		



Considering	these	biases	is	crucial	to	avoid	erroneous	interpretation	of	sequencing	data.	In	addition	to	
an	 improvement	 of	 the	 library	 quality,	 development	 of	 bioinformatics	 tools	 could	 also	 help	 to	
compensate	these	biases.		

V. READS	ALIGNMENT	AND	COMPUTATIONAL	DATA	ANALYSIS	
Coupling	chemical	probing	to	NGS	has	been	a	powerful	tool	to	probe	the	RNA	structure	on	a	genome-
wide	level	as	well	as	on	thousand	molecules	at	the	same	time.	However,	these	experiments	generated	
huge	amount	of	complex	dataset	and	the	concomitant	development	of	informatics	tools	to	perform	
the	reads	alignment	and	the	data	analysis	was	necessary.	Depending	on	the	experimental	procedure	
used	to	generate	the	library,	different	issues	have	to	be	addressed.	But	in	general	the	most	important	
points	are	(1)	Correcting	the	biases	introduced	during	library	preparation	to	avoid	mis-interpretation.	
(2)	Taking	into	account	the	inter-replicate	variability	in	both	experiments	and	controls.	(3)	Obtaining	a	
number	of	reads	terminating	at	a	given	nucleotide	sufficiently	high	to	get	reliable	reactivity	values.	
Several	pipelines	were	developed,	i.e.	the	ShapeMapper	pipeline	for	SHAPE-seq	technique	(75),	the	
SPATS	pipeline	for	SHAPE-Seq	technique	(91).	In	their	work	combining	DMS	probing	and	NGS	(DMS-
seq),	Rouskin	et	al.	aligned	 the	 raw	sequences	obtained	 from	the	HiSeq2000	against	 the	 reference	
sequence	 and	 they	 kept	 only	 the	 unique	 alignments.	 The	 raw	 data	 were	 then	 normalized	
proportionally	to	the	most	reactive	residue	(69).	In	that	respect,	the	treatment	of	mutational	profiling	
approaches	such	as	DMS-MaPseq	(101)	and	SHAPE-MaP	(76)	are	easier	and	reads	are	aligned	using	
Toplat	v2.1.0	with	Bowtie2	and	ShapeMap	Folding_pipeline.	

Mod-seq	(82)	and	Structure-seq	(16)	are	quite	similar	with	a	RT	drop	off	rate	calculated	as	the	total	
number	 of	 reads	 that	 stop	 at	 a	 nucleotide	 divided	 by	 the	 total	 number	 of	 reads	 covering	 that	
nucleotide.	 A	 two	 channel	 Poisson	 expectation	maximization	 (EM)	 algorithm	 is	 then	 performed	 to	
determine	if	the	drop	off	observed	with	modified	RNA	is	statistically	above	the	noise.	Mod-seq	is	more	
powerful	since	it	uses	a	probabilistic	model	to	map	sites	of	chemical	modification	with	high	accuracy	
and	shows	the	additional	benefit	to	take	into	account	the	replicate	information.	More	recently,	the	
efficiency	of	Beta-uniform	mixture	hidden	Markov	Model	(BUM-HMM)	was	reported	by	Selega	et	al.	
(72)	and	seems	to	give	better	results	than	Mod-seq	and	Structure-seq.	

Using	these	pipelines	was	often	challenging	for	scientists	and	user	friendly	interfaces	were	designed.	
Kielpinski	et	al.	have	developed	an	R	package	(RNAprobR)	to	standardize	and	simplify	the	treatment	
of	experiments	with	massively	parallel	sequencing.	

VI. CONCLUSION	
In	the	cell	environment	context,	the	structure	of	a	given	RNA	may	vary	depending	on	its	involvement	
in	physiological	processes	such	as	translation,	RNA	transport,	interaction	with	RNA-binding	proteins	or	
maturation	(or	in	response	to	environment	changes	due	to	stress	in	eukaryotic	cells).	Such	local	RNA	
structural	 rearrangements	 create	 a	 structural	 heterogeneity,	 difficult	 to	 analyze	 in	 probing	
experiments	because	of	the	long	incubation	time	of	chemical	reagents.	Thus,	our	understanding	of	in	
vivo	RNA	secondary	structure	is	still	incomplete	despite	tremendous	advances	made	in	the	field	with	
techniques	analyzing	structure-function	relationship	on	a	genome-wide	scale.		
The	design	of	new	chemical	probes	able	to	be	used	in	vivo	and	specifically	targeting	different	cellular	
compartments	will	improve	current	techniques	(43).	Moreover,	in	vivo	hydroxyl	radical	probing	could	
be	 a	 powerful	 alternative	 method	 but	 still	 need	 to	 be	 coupled	 to	 high	 throughput	 sequencing	
techniques	(2).		

Direct	sequencing	of	RNA,	without	intermediate	cDNA	synthesis,	will	greatly	improve	the	study	of	RNA	
secondary	structure.	A	first	miles	stone	was	reached	last	year	in	that	area	(25)	with	the	detection	of	
m6A	 RNA	 modification	 by	 Oxford	 Nanopore	 Technologies	 (ONT).	 This	 new	 technique,	 initially	
developed	for	DNA	sequencing,	allows	the	detection	of	modifications	(on	the	base	moiety)	during	RNA	



transit	 through	 nanopores	 by	measuring	 the	 ionic	 current	 passing	 through	 the	 pore.	 Since	 it	 was	
possible	to	detect	m6A	modification	at	a	single	nucleotide	resolution	and	from	a	single	RNA	molecule,	
one	can	imagine	in	a	next	future	using	ONT	to	detect	other	modifications	(56)	and	among	them	the	
ones	 introduced	 by	 base-specific	 chemical	 probes	 improving	 the	 RNA	 secondary	 structure	
determination.		

The	development	of	new	technical	approaches	to	study	the	three-dimensional	RNA	structure	is	also	
required.	Multidimensional	 chemical	mapping	 (MCM)	methods	have	been	developed	 to	determine	
how	the	conformation	of	one	nucleotide	is	affected	by	chemical	modification	and	mutational	profiling	
(Mutate-and-map	(41),	RING-MaP	(33)	and	MaP-2D	(83))	and	hydroxyl	radical	cleavage	(Multiplexed	
•OH	 cleavage	 analysis,	 shortly	 MOHCA	 (12)	 and	 MOHCA-seq	 (9))	 at	 every	 other	 nucleotide.	
Nevertheless,	MCM	methods	with	gel	readout	have	a	resolution	of	up	to	200	nucleotides	in	length,	
improved	to	approximately	1000	nucleotides	when	the	method	is	coupled	with	NGS	techniques.	The	
majority	of	sequencing	reads	corresponds	to	modifications	at	unstructured	nucleotides	that	are	not	
informative	about	RNA–RNA	contacts.	Recent	protocols	tried	to	improve	this	by	filtering	for	proximal	
segment	 pairs	 prior	 to	 sequencing.	 The	 CLASH	 approach	 (Crosslinking,	 Ligation	And	 Sequencing	 of	
Hybrids)	targets	RNA-RNA	interactions,	cross-linked	at	254	nm.	Unstructured	nucleotides	are	removed	
through	 limited	 nuclease	 digestion	 followed	 by	 ligation	 of	 the	 remaining	 segments	 into	 chimeric	
sequences.	Chimeric	reads	are	identified	bio-informatically	after	sequencing	(44).	Similar	approaches	
focused	on	micro-RNAs	have	also	been	developed	(reviewed	in	(52)).	
	
Technical	 advances	 from	 these	 two	 last	 years	 allowed	 the	 investigation	 of	 numerous	 biological	
questions.	Nevertheless,	much	work	remains	to	be	done	to	develop	a	technique	powerful	enough	to	
identify	long-range	interactions	and/or	to	optimize	existing	protocols.	In	addition,	many	in	vivo	existing	
protocols	have	been	designed	for	a	broad	investigation	of	cellular	RNAs	structure	but	are	not	suited	to	
focus	 on	 a	 RNA	 specific	 target,	 which	 requires	 the	 design	 of	 specific	 primers.	 The	 association	 of	
transcriptome-wide	 and	 targeted	 approaches	 can	 thus	 be	 used	 as	 complementary	 investigation	
methods.	
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AIMS OF THE PROJECT 
----------------------------------------------------------- 
 
Despite the extensive researches accomplished to understand the HIV-1 maturation 
processes, several questions remain unresolved. The exact trigger responsible for viral 
PR activation is still unknown as well as the exact timing of initiation, even if viral 
maturation is believed to initiate immediately after particle release.  

In addition, transition of viral morphology from the immature to the mature stage 
remains unclear as well as the relationship between proteolytic processing and gRNA 
maturation occurring concomitantly. The gRNA conformation is evolving during viral 
maturation but the different steps during gRNA rearrangement, probably involving 
inter- and intra-molecular interactions, are unknown.  

Several studies analysed the gRNA structure by covering the whole-genome but 
were performed after extraction of the gRNA from HIV-1 viruses (383, 422). A similar 
study has been performed in viro but targeted only the first 900 nucleotides (427). 
Nevertheless, it is important to emphasise the fact that only the conformation of the 
mature gRNA has been investigated whereas understanding gRNA maturation 
requires to study the whole sequential processes.  

For many years, the Paillart-Marquet’s research group “Viral ribonucleoproteins, 
genome packaging and assembly” has carried out several very relevant 
achievements in the HIV-1 field. Regarding the HIV-1 genome packaging, the team 
investigated the gRNA dimerisation mechanism and clearly identified the 6 
nucleotides involved in RNA dimerisation, the main and only demonstrated inter-
molecular interaction between the two copies of gRNA. The importance of the three 
purines from either side of the DIS for the dimerisation process has also been 
demonstrated.  Pr55Gag binding to many gRNA mutants has been studied, allowing 
determining in vitro and in cellula that SL1 is the primary Pr55Gag binding site. In 
addition, the team has a strong expertise in interrogating RNA structure by using in 
solution chemical probing, both in vitro and in vivo.  

In this context, my PhD project was focused on the maturation step. I initiated this 
project in which we are interested in determining the different steps leading to the 
formation of a stable and mature dimeric gRNA. We also would like to better 
understand the link between proteolytic processing and gRNA maturation.  

To this end, I analysed the secondary structure of the 5’ region of the HIV-1 genome 
(comprising the first 550 nucleotides) by combining in vitro and in viro approaches. 
Chemical probing has assessed the structure of this region: 

1. In vitro in the presence or absence of Pr55Gag, GagDp6, NC-containing 
intermediates (NCp15 and NCp9) and NCp7. This comparison allows us to 
determine these protein-binding sites and if these protection sites are 
conserved during the proteolytic cascade. Two conditions, RNA only and 
RNA-protein complexes treated with proteinase K before chemical 
modification, were also compared to observe the different protein-
induced permanent structural rearrangements.  
 

2. In viro within PR-, mutants mimicking the Pr55Gag proteolytic cascade and 
mature viral particles. These particles were also treated with a zinc ejector 
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(AT-2) that destabilises the NC zinc fingers. The structure of gRNA, 
chemically modified in viro has been determined by the hSHAPE-Seq 
approach. This technique has been developed to investigate the gRNA 
structural maturation with a high-throughput resolution.  

The structuration of this region has also been investigated within viral particles 
treated with two different PIs in order to better understand the mechanism of action 
of these antivirals and to assess their effect on genomic RNA maturation. Indeed, we 
hypothesise the NC/Sp2 maturation impairment caused by PIs to block gRNA 
structural rearrangements and further inhibit viral replication, given the crucial role of 
NCp7 RNA chaperone.   

This project is aimed to answer the following questions: 

- How does the global conformation of the first 550 nucleotides evolve during 
proteolytic processing? 

- Are there any conformational rearrangements during gRNA maturation? If it is the 
case, how do these rearrangements correlate with proteolytic processing? Where 
are they exactly localised and what is their nature (intra- and/or inter-molecular 
interaction)? 

- What is the impact of Pr55Gag and its processing intermediates on gRNA 
maturation? Where are localised the different binding sites?  Do Pr55Gag and NCp7 
have a common consensus binding motif? 

- What is the mechanism of action of PIs on viral particle maturation? Could it be 
related to gRNA maturation?  
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EXPERIMENTAL PROCEDURES 
----------------------------------------------------------- 
 
My PhD project required an important technical effort, with the development of a 
new technique to analyse the RNA structure in viro, since no suitable protocol was 
available at the beginning of my PhD thesis. Indeed, linking genomic RNA 
maturation and proteolytic processing requires working with gRNA extracted from 
mutant viral particles. It was thus impossible to produce virus particles using several 
rounds of replicative cycle, as these mutants do not replicate.  

Thus, the very limited gRNA amount dictated the choice of the technique I used to 
study its structure and required a high-throughput sequencing analysis after 
chemical probing to increase the sensibility of detection.  

To this end, I developed an in viro chemical probing technique, which we term 
hSHAPE-Seq, and applied it to the study of the 5’ first 550 nucleotides of the HIV-1 
genome. This region is indeed crucial for the regulation of many different steps of the 
viral life cycle. This approach allowed me to analyse several mutants mimicking the 
sequential processing of Pr55Gag, and the effect of protease inhibitors (lopinavir and 
atazanavir sulfate) on the gRNA structure. In addition, viral particles were treated 
with aldritiol-2 (AT-2) in order to expel the Zn2+ ions from the NC zinc fingers and to 
identify their binding sites using a reverse footprinting approach. 

In addition, I studied the in vitro footprinting of Pr55Gag, GagDp6, NCp15, NCp9 and 
NCp7, in order to further validate hSHAPE-Seq results and compare the chaperone 
property of the NC domain depending on its processed status. 
 

Development	of	the	hSHAPE-Seq	approach	
----------------------------------------------------------------------------------------------------------------- 
 

I.	Biological	samples	analysed	by	hSHAPE-Seq		
 

I.1 The Pr55Gag mutants mimicking the proteolytic cascade 
 
To investigate the impact of the different Pr55Gag cleavage products on genomic 
RNA maturation, five sequential cleavage-site mutants were constructed using PCR 
stitch mutagenesis, by inserting substitutions of several nucleotides at Pr55Gag 
cleavage sites or PR active site (Figure 15). These mutants provide a snapshot of 
each step of the proteolytic processing. 
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The different mutants regarding the expression of Pr55Gag are succinctly described: 
* PR- mutant expresses unprocessed Pr55Gag 

* Step 1 mutant produces MA-CA-Sp1 (p41) and NC-Sp2-p6 (p15) fusion proteins 
* Step 1.1 mutant produces MA-CA-Sp1 (p41) and NC-Sp2 (p9) fusion proteins in 
addition to the mature p6 protein 
* Step 2 mutant produces CA-Sp1 (p25) and NC-Sp2 (p9) fusion proteins in addition 
to the mature MA and p6 proteins 
* CA/Sp1 mutant produces CA-Sp1 (p25) fusion protein in addition to the mature MA, 
NCp7, Sp2 and p6 proteins.  

For safety consideration, each clone harbours an inactivating deletion in the env 
gene. 

The protein profile of the viral particles produced by these mutants, upon 
transfection of HEK-293T cells, was checked by western blot (WB). 
 
 

WB protocol 
An equal amount of lysed viral particles from each sample (quantified by Bradford 
test) was resuspended in NuPAGE Reducing Agent (10x) and LDS Sample Buffer (4x) 
(Life technologies). Proteins were heated for 10 min at 70°C then resolved by SDS-
PAGE (sodium dodecyl sulfate-polyacrylamide gel electrophoresis) at 200 V for 30 
min using the XCell SureLock Mini-Cell electrophoresis system (Thermo scientific) with 
Criterion TGX pre-cast gels 4-15 % (Biorad). A protein ladder with a molecular weight 
ranging from 10 to 250 kDa was used in parallel (precision plus protein, unstained 
standard Biorad). Proteins were then transferred to PVDF membrane with the Trans-
Blot Turbo system. The high molecular weight program was chosen, since I revealed 
several proteins corresponding to the Pr160GagPol and Pr55Gag cleavage products with 
a wide range of molecular weight (from 160 to 6 kDa). PVDF membrane were 
blocked with shaking during one hour at 4°C, using 5% milk resuspended in TNT 
solution (0.1 % triton, 150 mM NaCl, 50 mM Tris-HCl pH 7.5) followed by incubation 
with the primary antibody (Ab). This primary Ab is a patient serum, provided by the 
team of J. Mak, diluted 1: 10,000X and incubated overnight at 4°C. An anti-human 
immunoglobulin (Ig) G (heavy + light chains) – horseradish peroxidase (HRP) 
conjugate diluted 1:10,000X was used for signal detection and incubated during 1 h 
at 4°C. Two washing steps were performed with TNT solution for 10 min followed by a 
final wash with TN solution (150 mM NaCl, 50 mM Tris-HCl pH 7.5). 
Chemiluminescence was visualised after incubation with ECL (GE Healthcare) by 
mixing equal volumes of solution A and B diluted at the 1:5X. Detection was 
performed using the ChemiDoc Touch (Biorad) with a 1-min exposure time.  
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The protein profiles produced by the WT and the mutant viruses are in agreement 
with the introduced cleavage site mutations (Figure 16).  

Immature PR- and Step 0 particles expressed Pr160GagPol and Pr55Gag. Pr160GagPol was 
fully processed from the Step 2 mutant, RT and IN enzymes starting to be produced 
with the release of NC NTD (Step 1). The p41 fusion product was well detected in 
Step 1 and Step 1.1 lysed viral particles as expected. MA was released and detected 
from Step 2. CA was the last protein released during the proteolytic cascade. The 
signal in the CA/Sp1 mutant around 17 kDa corresponds to the CA-Sp1 product 
(p25). A faint signal around 10 kDa was visualised from Step 1.1 and mature viral 
lysates and could correspond to NCp9, NCp7 or p6. Faint or absent signal of these 
proteins with a low molecular weight would suggest that the antibody recognition 
epitopes were masked.   

Importantly, the pattern of viral expression correlates with the same mutants 
generated in the team of J.-I. Sakuragi (313).  

 

I.2 Aldrithiol-2 treatment 
 
One of the main limitations of in vivo structure mapping approaches is the presence 
of RNA-binding proteins, which can block chemical modification. So an unreactive 
position can either be located either in a double-stranded region or in a protein-
binding site. In the case of HIV-1, NCp7 and NC-containing intermediates are the 
major proteins binding to the RNA genome through their two zinc finger structures in 
addition to the in-between highly basic region. By comparing in viro chemical 
reactivity in presence or absence of bound proteins, we can determine the nature 
of the protection, i.e. a protein-binding site or base pairing.  

In order to dissociate NCp7 and NC-containing intermediates, viral particles were 
treated with a zinc ejector called aldrithiol 2 (AT-2) prior to in viro NMIA modification. 
AT-2 covalently bounds cysteine residues in the zinc finger domains and disrupts 
interactions between the zinc ion and its cysteine ligands. So, treatment of viral 

Figure 16 
Validation of the different Pr55Gag mutants by WB. 
Detection of the proteins from viral particles with a patient serum. A negative control with 
cellular extracts was run in parallel. Pr55Gag and Pr160GagPol, as well as their intermediate 
cleavage products and mature structural and enzymatic proteins are positioned on the gel 
depending on their molecular weight (in kDa).  
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particles with AT-2 promoted formation of AT-2 - NC interactions and disrupted NC – 
RNA interactions (348). AT-2 treated viruses are not infectious and blocked at the first 
steps of RT (81, 356). Moreover, AT-2 is able to enter inside the viral particle without 
impacting the functional integrity of the virus surface, so the chemical modification 
can be performed in viro even after AT-2 treatment of viral particles.  

Two protocols have been described in the literature to inactivate HIV-1 particles with 
1 mM AT-2 (stock in DMSO) either overnight at 4°C (426) or for 1 h at 37°C (356). To 
further investigate these differences, I compared treatment of virus particles at 4 and 
37°C and their impact on viral infectivity (Figure 18). 

 
Infectivity test protocol 

This infectivity test is based on Tat-induced luciferase reporter gene expression after a 
single round of virus infection, using TZM-Bl cells. The assay was performed in 96-well 
culture plates. A dilution range of the virus stock (supernatant containing viruses was 
centrifuged at 1620 g for 30 min at 4°C, then filtered through a 0.22 µm filter) from 1:5 
to 1:78,125 was tested in triplicate. Supplemented DMEM was added to each well 
before addition of virus dilutions (25 µl of supernatant containing virus for the first line 
of wells to initiate the serial dilution). In parallel, TZM-Bl cells were counted, diluted to 
obtain 100,000 cells/ml, and 10,000 cells/well were plated. TZM-bl cells background 
was measured in absence of virus infection. Forty-eight hours post-transduction, the 
sensitive Bright-Glo luciferase assay system (Promega) was performed following the 
manufacturer protocol and the luminescence intensity (Relative Luciferase Unit, RFU) 
was measured with a GloMax multi-detection system (Promega).  
 
 
The linearity of the assay was systematically verified (Figure 17).  

The infectivity of the viruses obtained after AT-2 treatment was measured using a 1:25 
virus dilution (based on the linearity of the infectivity assay). Virus particles incubated 
with AT-2 lost their infectivity upon treatment during 1, 2 or 15 h as expected. 

Figure 17 
Linearity of the infectivity assay. 
Serial dilutions of virus-containing supernatants were used to transduce TZM-Bl cells. 
Fluorescence intensity was measured 48 h later and plotted against virus dilutions. Linear 
regression of this plot yields a straight line with an intercept close to zero and a R2 of 0,999.  
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Figure 19 
Determination of the optimal AT-2 treatment conditions. 
Pelleted virus particles were treated at 37°C with several AT-2 concentrations (0.05, 0.1, 0.5 and 
1 mM) and several incubation times (15, 30, 45 and 60 min). Their infectivity was determined 
with the TZM-Bl reporter assay. Infectivity (in RFU) of viruses treated with DMSO was set to 1 and 
samples treated with AT-2 were compared to this positive control. 
 

Surprisingly, virus particles treated with the DMSO control for 15 h at 4°C were weakly 
infectious compared to the initial titre in absence of treatment. Therefore, incubation 
at 37°C for shorter periods was preferred. 

I also tested the AT-2 treatment on pelleted virus particles at 37°C with an AT-2 
concentration range from 0.05 to 1 mM. Results of the infectivity test are presented in 
Figure 19 and show a complete loss of viral infectivity at 0.5 mM after an incubation 
at 37°C for 30 min. So, these conditions were selected for further experiments.  
 

 
 
 
 
 
 

Figure 18 
Impact of virus particle incubation at 4 and 37°C on infectivity. 
Supernatants containing virus particles were supplemented with DMSO or AT-2 at a final 
concentration of 1 mM and incubated 15 h at 4°C or 1 or 2 h at 37°C. Their infectivity was 
measured with the TZM-Bl reporter assay based on Tat-induced luciferase expression upon 
integration of the HIV-1 genome into the host cell chromosome.  
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The effect of the AT-2 treatment on gRNA recovery was assessed by RT-qPCR (Figure 
20). DMSO had no influence on viral RNA recovery, while AT-2 decreased recovery 
by two-fold. To compensate this loss of material, I doubled the number of transfected 
cells to produce viral RNA in sufficient amount to complete the hSHAPE-Seq protocol. 
I applied this AT-2 treatment to PR- and mature virus particles.  
 

 
AT-2 treatment of virus particles protocol 

Pelleted virus particles were treated at 37°C for 1 h at a final concentration of 0.5 
mM in AT-2. 
 

I.3 Protease inhibitors 
 
HIV-1 PIs target PR proteolytic activity through the active site of the PR enzyme. The 
idea behind testing PIs was to correlate their effect on Pr55Gag proteolytic processing 
(by WB), with viral infectivity (luciferase assay) and genomic RNA maturation 
(hSHAPE-Seq). 

I chose to test two inhibitors of the PR catalytic activity designed as peptidomimetics 
of the PR substrates. Lopinavir (LP) (376) and atazanavir sulfate (ATVs) (352) are part 
of the second generation of PR inhibitors and are widely used in HIV-1 antiretroviral 
therapy.  

LP and ATVs exhibit potent anti-HIV-1 activity with a 50% inhibitory concentration 
(IC50) of respectively 2.83 and 0.28 nM (291). Based on these IC50 measured in HEK-
293T cells, I tested a concentration range from 0.42 to 1600 nM in the case of LP and 
an extended concentration range from 0.01 to 1600 nM with AZVs.  

Virus particles were produced by transfection of HEK-293T cells with PEI (as described 
in the following part, II.1.1 Cell culture and transfection, of the manuscript), in 
presence of protease inhibitors at the desired concentration (stock in DMSO). These 
pNL43 particles are pseudotyped with the protein G from the Stomatitis vesicular 
virus.  

Figure 20 
Influence of AT-2 on viral RNA recovery.  
Viral RNA from virus particles treated for 30 min at 37°C with DMSO, 0.5 mM AT-2 or no 
treatment was extracted and quantified by RTqPCR. RT was performed with T-GIRT III RT and 
qPCR with the Taq polymerase, the Taqman probe and primers p116 Fw and p509 Rv.   
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Supernatants containing virus particles were centrifuged for 30 min at 4°C and 1620 
g, then filtered through a 0.22 µm filter. This stock was split in three parts to perform 
the following experiments: 

- Viral particles were pelleted through a sucrose cushion and lysed in RIPA 1x (50 mM 
Tris-HCl pH 7, 150 mM NaCl, 1% sodium deoxycholate, 1% triton X-100, 0.1% SDS, 1x 
halt protease inhibitors cocktail (Thermo scientific)). The viral protein profile was 
analysed by WB with a patient serum and revealed with an Ig G – HRP conjugate 
(both diluted 1:10,000X and incubated at 4°C, overnight for the primary Ab and 1 h 
for the secondary Ab). 

- Infectivity of virus particles in presence of protease inhibitors was assessed with TZM-
Bl reporter assay (as previously described in the part, I.2 Aldrithiol-2 treatment, of the 
manuscript). Immature PR- particles were also produced and constituted a negative 
infectivity control, while mature particles produced with DMSO constituted the 
positive control. 

- The hSHAPE-Seq protocol was performed to study the gRNA conformation.   
 

II.	Development	of	the	hSHAPE-Seq	protocol	
	
The final version of the hSHAPE-Seq protocol applied to the study of the first 550 
nucleotides of the HIV-1 gRNA is detailed in this part. Technical aspects are 
described at each step of the protocol, with the rationale for the choice of 
parameters, briefly emphasising the hSHAPE-Seq optimisation. Every section includes 
a black box highlighting the final protocol. The final version of the hSHAPE-Seq 
protocol is recapitulated in Annexe 24.  

Figure 21 highlights the key steps of the hSHAPE-Seq technique. Succinctly, gRNAs 
were modified by a SHAPE probe inside the viral particle before extraction and 
DNase treatment. Following gRNA reverse transcription, RNA was degraded. 
Multiplexed sequencing library was then generated to be compatible with the 
Illumina HiSeq 2500 system.  
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Figure 21 
Overview of the different steps constituting the hSHAPE-Seq protocol. 
A. The different steps from the in viro gRNA chemical probing to the generation of Illumina 
sequencing library are schematically represented. Illumina library preparation required for 
samples multiplexing is detailed on the right. B. Hybridisation position of the RT primer linked to a 
biotin molecule is emphasised in the whole HIV-1 genome. Primer extension covers the 5’ UTR 
plus approximately the first 200 nucleotides of the gag coding region.  
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The different primers used in this project are described in Table 1. 
 
Table 1: Summary of the primers used in the hSHAPE-Seq 
 

RT primers hybridisation position on 
HIV-1  sequence (5’ to 3’) 

p365 Rv Nucleotides 365-385 TTCCCATTTATCTAATTCTCC 
p628 Rv Nucleotides 628-648 TCTATCTTATCTAAGGCTTCC 
p594 Rv Nucleotides 594-614 GTGTGCATCAAAGGATAGATG 
 

Ligated primer sequence (5’ to 3’) 

Short Illumina 
adapter A1 

/Phos/NNNAGATCGGAAGAGCGTCGTGTAGGGAAAGAGTGT/3SpC3/ 

 

Taqman probe hybridisation position 
on HIV-1  sequence (5’ to 3’) 

Taqman full length Nucleotides 139-163 /56FAM/ATCCCTCAG/ZEN/ACCCTTTTAGTCAGTG 
/3IABkFQ/ 

 
qPCR 

and PCR 
primers 

hybridisation 
position on 

HIV-1  
sequence (5’ to 3’) 

p116 Fw 116-136 TTGTGTGACTCTGGTAACTAG 
p198 Fw 198-216 CTTGAAAGCGAAAGTAAAG 
p365 Rv 365-385 TTCCCATTTATCTAATTCTCC 
p509 Rv 509-535 GGATGGTTGTAGCTGTCCCAGTATTTG 
A2PCR 543-565 AGACGTGTGCTCTTCCGATCTTGATCTAAGTTCTTCTGATCCTG 
PCR1.0  AATGATACGGCGACCACCGAGATCTACACTCTTTCCCTACACG

ACGCTCTTCCGATCT 
Index  CAAGCAGAAGACGGCATACGAGATNNNNNNGTGACTGGAGTT

CAGACGTGTGCTCTTCCGATCT 
 

II.1 Production of HIV-1 viral particles 
 

II.1.1	Cell	culture	and	transfection	
 
HEK-293T cells were maintained in Dulbecco’s modified Eagle’s medium (DMEM), 
supplemented with 10% fetal bovin serum and antibiotics (100 U/ml penicillin and 100 
µg/ml streptomycin).  

I tested several conditions of transient transfection by comparing different 
parameters in order to optimise viral production: 
- cells counted and plated 24 h or a few min before transfection  
- number of cells plated per Petri dish and diameter of Petri dishes used 
- transfection reagents:  polyethylenimine (PEI) (Merck) and X-tremeGENE 9 (Roche) 
- DNA/transfection reagent ratio 
- medium used for transfection: DMEM/Optimem  
- duration of transfection. 
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Based on the results obtained in these different tests, I found optimal to perform 
transient transfection of HEK-293T in 150 mm Petri dishes with 11 millions of HEK-293T 
cells. Cells were plated 5 to 10 min before transfection and so were still in suspension 
when transfected. Regarding the choice of transfection reagent, PEI and X-
tremGENE 9 had a similar transfection efficiency in my hands. PEI has been chosen 
because of its lower cost, with a 4.5 µg PEI per 1 µg DNA ratio. I transfected a total of 
8 µg DNA per Petri dish and formed the plasmid complex with PEI in Optimem (250 
µl). DNA was added to Optimem and vortexed, followed by PEI addition. The mix is 
briefly vortexed then incubated at room temperature for 10 min then carefully 
added in a drop-wise manner to cells. Seventy-two hours post-transfection, the 
supernatant containing viral particles was collected.  
 

II.1.2	Virus	purification	
 
The supernatant was centrifuged for 30 min at 4°C and 1620 g, then purified with 0.22 
µm filter to eliminate cellular debris. The clarified supernatant was concentrated by 
centrifugation in 50 ml falcon tubes through a 20% sucrose cushion in phosphate-
buffered saline (PBS). Centrifugation was performed overnight at 4°C and 6360 g. 
Pelleted viruses from each falcon tube were resuspended in 100 µl NMIA reaction 
buffer (50 mM Hepes pH 8, 200 mM NaCl, 0.1 mM EDTA, and 10% fetal bovine serum) 
as described in the literature (426) and incubated 45 min at 4°C before recovery. 
 

II.2 Chemical probing 
 
We chose to use a SHAPE reagent to probe gRNA inside viral particles, as they have 
the advantage of interrogating the four nucleotides at the same time. 
 

II.2.1	Evaluation	of	two	SHAPE	reagents	at	various	concentrations	
 
Firstly, I determined in viro optimal conditions for single hit kinetics by performing 
chemical modification with various concentrations of N-methylisatoic anhydride 
(NMIA) and 2-methylnicotinic acid imidazolide	 (NAI) reagents in PR- particles. These 
SHAPE probes are further detailed in the review article “Evolution of RNAs probing 
methods over the last 40 years: technical aspects” submitted for publication. I 
determined a half-life of 10 and 4 min for NMIA and NAI, respectively, by measuring 
their hydrolysis rate using a Uvikon spectrophotometer. NMIA (426) and NAI (392) 
probes are described in the literature with an optimal concentration of 10 mM and 
13.5 mM, respectively. Based on this information, I tested a concentration range 
consisting of 3.9, 7.8, 15.6, 31.3 and 62.5 mM. In parallel, a control with DMSO only 
was performed to identify RT natural stops (C1) whereas the C2 control enables to 
verify that SHAPE reagents modify gRNA inside the viral particle rather than after 
extraction. This was done by adding the reagent to NMIA reaction buffer only and 
adding viral particles at the same time as the tri-reagent used for RNA extraction.  

Following chemical modification, RTion was performed with a radioactively labelled 
RT primer and allowed localisation of RT stops after gel electrophoresis. For this test, I 
used the reverse primer p367 Rv (reverse) hybridising in gag (nucleotides 367-387) 
allowing analysis of the gRNA untranslated region.  
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in viro SHAPE protocol 
NMIA and NAI modification of viral particles was performed in NMIA reaction buffer 
for 5 half-lifes of the chemical probe, i.e. respectively 50 and 20 min at 37°C. A tri-
reagent RNA extraction was performed, followed by ethanol precipitation (standard 
protocol with 3 volumes of ethanol 100%, 0.3 M sodium acetate and 1 µg glycogen). 
After centrifugation at 11,000 g, pellets were washed twice with 80% ethanol, 
vacuum dried and resuspended in 20 µl milliQ H2O.  
 
 

Primer extension with AMV RT analysed by polyacrylamide gel electrophoresis 
(PAGE) protocol 

Quantification and normalisation of gRNA were performed by RT-qPCR. DNA 
amplification was performed with a forward p198 Fw (forward) (nucleotides 198-216) 
and a reverse p365 Rv (nucleotides 365-385) primer, dsDNA being detected by SYBR 
green (Maxima Sybr green master mix Thermo Fischer). RT-primer extension was 
achieved with 500,000 counts per min (cpm) of the radioactively labelled stock of 
p365 Rv (measured with a Cherenkov detector), annealed for 2 min at 90°C followed 
by 2 min on ice in a final volume of 10 µl. After addition of 1x RT buffer (Life Science), 
4 U RNasin (Promega), 2 U avian myeloblastosis virus (AMV) RT, 1 mM dNTPs 
completed with milliQ H2O to a final volume of 15 µl, elongation was performed at 
42°C for 20 min followed by 30 min at 50°C and 10 min at 60°C. Sequencing 
reactions were performed in parallel following Sanger’s method. 
All reactions were stopped by adjusting the volume to 200 µl with milliQ H2O and 
proteins were extracted from the DNA pool by phenol-chloroform and chloroform 
treatments. Following ethanol precipitation as previously described, pellets were 
dried and resuspended in 8 µl of formamide loading buffer. Half of each sample was 
loaded onto an 8% denaturing polyacrylamide gel run at 75 W. The gel was fixed 
(10% acetic acid and 1 % ethanol), dried at 80°C for 1 h and revealed using a FLA-
5100 (Fuji).  

 
The modification profile was similar with NMIA and NAI (Figures 22 and 23) with an 
optimal concentration of 3.9 mM (Figures 22 and 23, lane 3). This concentration has 
been chosen because a large proportion of cDNA corresponded to full-length 
extension, concomitant with a visible modification profile covering the entire region 
of the gRNA analysed with this primer. In addition, in both NMIA and NAI 
experiments, the C2 control (Figures 22 and 23, lane 1) has the same profile as the 
unmodified sample (C1 control Figures 22 and 23, lane 2), demonstrating that gRNA 
modification happened inside the viral particle.  
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 Figure 22 
NMIA concentration range: determination of the in viro optimal NMIA concentration.  
Primer extension (p365 Rv) of the untranslated gRNA region, in viro modified with NMIA, 
extracted from PR- virus particles and analysed by denaturing PAGE.  Lane 1 corresponds to C2 
control, ensuring that RNA modification was performed inside the virus particle whereas C1 
control in lane 2 highlights natural RT stops. A concentration range comprising 3.9, 7.8, 15.6 and 
31.3 mM was tested (lanes 3 to 6). Position of modified nucleotides were determined thanks to 
the four sequencing reactions. Strongly and weakly modified nucleotides are marked with red 
and orange dots, respectively.  
 



EXPERIMENTAL PROCEDURES 

 
 

48 

 Figure 23 
NAI concentration range: determination of the in viro optimal NAI concentration.  
Primer extension (p365 Rv) of the 5’ untranslated gRNA region, in viro modified with NAI, 
extracted from PR- virus particles and analysed by denaturing PAGE.  Lane 1 corresponds to C2 
control, ensuring that RNA modification was performed inside the virus particle whereas C1 
control in lane 2 highlights natural RT stops. A concentration range comprising 3.9, 7.8, 15.6, 31.3 
and 62.5 mM was tested (lanes 3 to 7). Position of modified nucleotides were determined 
thanks to the four sequencing reactions. Strongly and weakly modified nucleotides are marked 
with red and orange dots, respectively.  
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II.2.2	In	viro	RNA	modification	with	NMIA	
 
The NMIA reagent has been chosen to modify RNA in viral particles.  
 

in viro SHAPE protocol 
Pelleted viruses resuspended in the NMIA reaction buffer were incubated with 3.9 
and 7.8 mM NMIA final concentration, for 50 min at 37°C.   
 
 

II.3 RNA extraction and DNase treatment 
 
I compared several RNA extraction protocols and noticed a higher efficiency of RNA 
recovery with the « NucleoSpin virus » kit (Macherey-Nagel) (Figure 24). 
 

Following RNA elution, a DNase I treatment was performed to eliminate transfected 
plasmids. 

 
 
DNase I treatment protocol 
RNA was incubated with 2 U of DNase I, 1x DNase buffer and milliQ H2O in a final 
volume of 200 µl for 30 min at 37°C. An additional 2 U of DNase I was added at 30 
min and incubated for an extra 30 min.  
 
 
After phenol-chloroform and chloroform extraction, samples were ethanol 
precipitated and resuspended in 15.1 µl of milliQ H2O to perform RTion. 
 
 
 
 
 
 

Figure 24 
Comparison of two RNA extraction methods based on viral RNA recovery. 
RT has been performed following AMV RT manufacturer protocol with p628 Rv RT primer. DNA 
amplification was performed by qPCR with p198 Fw and p365 Rv primers, dsDNA being 
detected using SYBR green. 
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II.4 Reverse transcription 
 

II.4.1	Comparison	of	different	RTs	
 
I tested several RT, in order to compare their elongation efficiency since the 5’-UTR is 
a highly structured region and thus potentially difficult to reverse transcribe.  

The following RT were compared by using RT-qPCR: 
- AMV (company) 
- Superscript III (SS III) (company) 
- Group II intron RT Tel 4C (kindly provided by A.M. Lambowitz, Institute for Cellular 
and Molecular Biology and Department of Molecular Biosciences, Univeristy of Texas) 
- Group II intron RT T-GIRT III (Ingex).  

RTion has been performed following the manufacturer protocols (hybridisation of the 
p628 Rv RT primer at nucleotides’ position 628-648). An amplification product of 421 
nucleotides with primers p116 Fw (nucleotides 116-136) and p509 Rv (nucleotides 
509-535) was detected by qPCR using SYBR green reagent. This first test clearly 
highlighted a low RT efficiency following these protocols with efficiencies lower than 
10%. AMV and T-GIRT III RTs were twice more efficient than Tel 4C and SS III RTs.  

Based on these results, I performed some complementary tests on AMV and T-GIRT III 
RTs. I checked the impact of the RNA concentration on the efficiency of these two 
RTs. I tested in parallel AMV and T-GIRT III RTs with a wide range of in vitro RNAs from 
108 to 1012 copies (theoretical number of RNA copies based on RNA concentration 
and size) (Figure 25). Quite surprisingly, I noticed an effect of RNA concentration onto 
RT efficiency with a higher DNA production from 1.0x1012 RNA copies with AMV RT 
and an inversion of this tendency from 1.0x109 RNA copies. A similar efficiency of 
AMV and T-GIRT III RTs was noticed with 1.0x1011 and 1.0x1010 RNA copies.  
 

 

Figure 25 
Effect of RNA concentration on AMV and T-GIRT III RTs. 
RT was performed with p628 Rv primer on in vitro synthesised HIV-1 RNA (1400 nucleotides) with 
a concentration range from 1.0x108 to 1.0x1012 RNA copies. cDNA was quantified by SYBR 
green based qPCR with p116 Fw and p509 Rv primers.  
 



EXPERIMENTAL PROCEDURES 

 
 

51 

I also visualised by gel electrophoresis the profile of natural stops of AMV and T-GIRT 
III RTs. When using AMV RT, two strong RT stops were detected around nucleotide 160 
and nucleotide 480 (Figure 26 lanes 1, 2, 7 and 8). These regions are GC-rich and are 
base paired in the gRNA secondary structure model of K. Weeks (426). Nevertheless, 
SS IV and T-GIRT III RTs significantly improved elongation by successfully passing 
through these highly structured regions. One explanation is the ability of SS IV and T-
GIRT III RTs to withstand higher temperatures than AMV RT. Elevated temperature 
helps denaturing RNA with high GC content and strong secondary structure, 
allowing RTs to read through these sequences. The highest ratio of full length/cDNAs 
stopped at 480 was obtained with the T-GIRT III RT.  
 
Based on these results, I chose to use T-GIRT III RT and optimised the protocol to 
increase RT efficiency, with a starting RNA amount of at least one billion RNA copies, 
by modifying several parameters:  

- RT primer hybridisation sequence and concentration in addition to the RT 
primer annealing protocol 

- reaction volume 
- salts, dNTPs and T-GIRT RT concentration 
- temperature and time of elongation.  

 
II.4.2	T-GIRT	III	RT	

 
Recently, the team of A.M. Lambowitz succeeded to engineer, express and purify 
highly efficient RTs encoded by mobile group II introns. These RTs have a higher 
thermostability, processivity, and fidelity than retroviral RTs (Lambowitz lab, Institute 
for Cellular and Molecular Biology and Department of Molecular Biosciences, 
University of Texas).  
 
 

Optimised T-GIRT III RT protocol 
The RT reaction was performed in a T100 thermal PCR cycler with a heated lid set at 
105°C. Ethanol precipitated viral RNA was dissolved in 15.1 µl milliQ H2O and 
subjected to primer annealing with 1 µl of 1 µM p628 Rv stock in addition to 100 mM 
Tris-HCl pH 7.5 (at 20°C) and 0.1 mM EDTA. The reaction mix was incubated at 82°C, 
then cooled at 25°C. The annealed RNA-primer was then pre-incubated for 30 min at 
room temperature with 300 U of T-GIRT III (Ingex) and 450 mM NaCl, 5 mM MgCl2, 20 
mM Tris–HCl pH 7.5, 5 mM DTT and milliQ H2O to a final volume of 32.9 µl. This pre-
incubation step allowed the tight binding of T-GIRT III with the RNA template. 
Following addition of dNTPs at a final concentration of 1.5 mM (dNTPs mix is an 
equimolar mixture of dATP, dCTP, dGTP, and dTTP), the RT reaction was initiated at 
60°C for 1 h in a final reaction volume of 35 µl.   
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Figure 26 
Comparison of RT profiles of unmodified RNAs using PAGE. 
Primer extension of unmodified in vitro synthesised HIV-1 RNA (1400 nucleotides) with two 
primers (Lanes 1 to 6 with p365 Rv and lanes 7 to 12 with p628 Rv), covering the 5’-UTR gRNA 
plus approximately the first 200 nucleotides of the gag coding region. Several RTs were tested in 
parallel: AMV RT with 0.2 U in lanes 1 and 7 and 2 U in lanes 2 and 8, T-GIRT III RT in lanes 3 and 9, 
SS IV RT in lanes 4 and 10, SS IV RT + 0,2 U AMV RT for 10 mi in lanes 5 and 11 and 30 min in lane 6 
and 12. Position of RT stops were determined thanks to the four sequencing reactions. Two 
strong RT stops are marked with orange arrowheads. 
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II.5 RNA degradation 
 
Following RT reaction, degradation of the RNA template was performed to obtain 
ssDNAs, amenable to conversion into Illumina sequencing libraries. In addition, the T-
GIRT III RT has a greater tendency to stick to RNA than retroviral RTs.  

I first tested the manufacturer protocol with 0,1 M NaOH added to the 35 µl RT mix, 
incubated at 90°C for 3 min and neutralised with 0.1 M HCl. Since results were not 
convincing, I compared several other conditions: alkaline hydrolysis with sodium 
carbonate or NaOH and RNase A/RNase H treatments. RNase A is an endonuclease 
hydrolysing the phosphodiester bond between C and U nucleotides whereas RNase 
H specifically targets phosphodiester bonds of RNA/DNA hybrids.  

In order to fully assess the impact of these treatments on RNA degradation from 
DNA/RNA complexes following RT, I produced radioactively labelled 1-796 RNA 
(RNA*) (plasmid NL4-3 digested by NsiI) by in vitro transcription.  
 
 

Radioactive transcription protocol 
Linearised DNA (2 µg) was incubated at 37°C for 1 h with 40 mM Tris-HCl pH 8, 6 mM 
MgCl2, 10 mM NaCl, 10 mM DTT, 1 mM of each NTP except ATP which was at 0.03 
mM, 2 mM spermidine, 40 U RNasin, 2.5 µl of home-made T7 RNA polymerase, 0.1 µg 
pyrophosphatase, 50 µCi alpha 32P-ATP and milliQ H2O in a final volume of 40 µl.   
Excess free alpha 32P-ATP was removed using Micro bio-spin-6 chromatography 
columns in Tris Buffer (Biorad). A DNase treatment was performed and following 
phenol-chloroform and chloroform extractions, samples were ethanol precipitated 
and resuspended in 20 µl of milliQ H2O to perform RT with T-GIRT RT.  
RNA* in complex with cDNA was counted and split to test the different RNA 
degradation protocols.  
 
 
I tested two alkaline treatments and RNase A/H enzymes on RNA*/cDNA complexes 
(Figure 27). A pre-incubation at 90°C for 2 min was performed on the RNA/DNA 
complexes. Alkaline hydrolysis was performed at 95°C for 15 or 30 min with sodium 
carbonate (1x alkaline hydrolysis: 50 mM sodium carbonate pH 9.2, 1 mM EDTA) or 
using 0.1, 0.2, 0.3 M NaOH for 3 min. Samples were also incubated with RNase A (50 
U) or RNase H (5 U), respectively at 60 and 37°C for 15, 30 and 45 min.  

Following ethanol precipitation with sodium acetate, pellets were dried and 
resuspended in 16 µl of formamide loading buffer. Half of each sample was loaded 
onto 8 % denaturing PAGE. Gel was run, fixed, dried and revealed as previously 
described.  

A clear pattern of RNA degradation was noticed with NaOH (Figure 27 lanes 3 to 5) 
and RNase A (Figure 27 lanes 8 to 10) with no differences regarding the NaOH 
concentration or the RNase A incubation time. RNA degradation with sodium 
carbonate was incomplete, even after 30 min (Figure 27 lanes 6-7) and inexistent 
with RNase H (Figure 27 lanes 11 to 13).  
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Figure 27 
RNA degradation efficiency of different protocols. 
Radioactive RNAs (lane 1) were reverse transcribed with T-GIRT III RT (lane 2) then submitted to 
different RNA degradation treatments: alkaline hydrolysis with 0.1, 0.2 and 0.3 mM NaOH for 3 
min (lanes 3, 4 and 5) or 50 mM sodium carbonate for 15 and 30 min (lanes 6 and 7); 50 U 
RNase A for 15, 30 and 45 min (lanes 8, 9 and 10); 5 U RNase H for 15, 30 and 45 min (lanes 11, 
12 and 13). 
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To further assess the impact of these RNA degradation treatments on the cDNA 
stability, I quantified cDNA recovery by qPCR.  I focussed on the effects of NaOH and 
RNase A on DNA recovery, since these two treatments most efficiently degraded the 
RNA template. Quite surprisingly, NaOH treatment strongly reduced DNA recovery 
(Figure 28 in blue). This was noticed even at 0.1 mM NaOH, even though the 
concentration instructed by T-GIRT III manufacturer is ten folds higher.  
 

 
RNase A treatment had also an impact on DNA but allowed me to recover 
approximately 40% of DNA following RT (Figure 29 in blue) with a 15 min incubation. 
Taking into account the DNA recovery yield and the absence of RNA template 
following treatment, I chose to perform the RNase A treatment to degrade the RNA 
template.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 28 
Impact of alkaline hydrolysis on DNA recovery. 
Alkaline hydrolysis was performed with sodium carbonate or NaOH on RNA/DNA hybrids 
following RT with T-GIRT III RT. SYBR green based qPCR was performed with p116 Fw and p509 Rv 
primers. DNA recovery was calculated by dividing the DNA copy number remaining after 
alkaline hydrolysis by the number obtained without treatment and expressed as a percentage.   
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Treatment of DNA samples following T-GIRT III RT protocol 
 
T-GIRT III RT reaction was ended by adding 50 U of RNase A into the 35 µl RT mix. 
Samples were incubated at 60°C for 15 min. RNase A was degraded by a proteinase 
K treatment, performed at 37°C for 30 min. A phenol-chloroform followed by a 
chloroform extraction were performed prior to ethanol precipitation.  
 
 

II.6 Construction of the Illumina sequencing libraries 
 

II.6.1	General	overview	
 
Illumina next-generation sequencing (NGS) technology (Figure 30) is able to 
simultaneously analyse numerous samples through multiplexing and provides a 
quantitative measurement of each nucleotide position with a high resolution.  

This sequencing platform requires the addition of Illumina incomplete adapter 1 (A1) 
and 2 (A2) at the extremities of the DNA samples (step 1). The extension of A1 and A2 
by PCR in order to obtain complete Illumina adapters with the incorporation of an 
index sequence, composed of six specific nucleotides, allows sample multiplexing 
and sequencing of multiple samples during a sequencing run within the same lane of 
the flow cell.  Thanks to these adapters, sequencing templates are immobilised on 
the flow cell surface with complementary primers of A1 and A2 to allow solid-phase 
amplification. Generation of dsDNA clusters is performed by bridge amplification 
(step 2) with the creation of up to 1000 identical copies per single template which 
are denatured into ssDNA to perform sequencing by synthesis (step 3). Four 
fluorescently-labelled nucleotides are added during each sequencing cycle, with 

Figure 29 
Impact of RNase A and RNase H treatments on DNA recovery. 
RNase A and RNase H treatments were performed on RNA/DNA hybrids following RT with T-GIRT 
III RT. SYBR green based qPCR was performed with p116 Fw and p509 Rv primers. DNA recovery 
was calculated by dividing the DNA copy number remaining after RNase treatment by the 
number obtained without treatment and expressed as a percentage.   
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the nucleotide label serving as a terminator for polymerisation. At each cycle, one 
nucleotide is incorporated and identified by imaging the fluorescent dye. An 
enzymatic cleavage of the dye initiates the start of the second cycle (step 4). 
Multiple chemistry cycles are performed to cover the sample (step 5). 
 

II.6.2	Illumina	library	generation:	several	strategies	
 
In order to add A1 and A2 adapters at either ends of DNA samples, I tested two 
strategies in parallel called “circularisation” (Figure 31A) and “ligation” (Figure 31B) 
strategies. The “ligation and PCR” strategy will be explained latter (Figure 31C). 
 
 

 
In the “circularisation” strategy (Figure 31A), a primer comprising the hybridisation 
sequence specific to the HIV-1 genome associated with A1 and A2 is used for the 
RTion. Subsequent circularisation of the DNA sample and enzymatic cleavage 
between A1 and A2 finally permits Illumina adapters to be at both ends of the 
sample. The linker between A1 and A2 is an 18-atom hexa-ethyleneglycol spacer, 
which can be cleaved by the APE1 enzyme. The “ligation” strategy (Figure 31B) 

Figure 30 
General overview of Illumina sequencing. 
Library preparation with Illumina adapters at both ends of DNA samples is performed (step 1). 
ssDNA fragments randomly bind to the inside surface of the flow cell channels (step 2). 
Amplification of each sample is performed by bridge PCR, with generation of dsDNA clusters 
(step 3). Sequencing by synthesis is done with four fluorescently-labelled nucleotides, which act 
as reversible terminators when incorporated (step 4). After laser excitation, the incorporated 
nucleotide is identified thanks to its emitted fluorescence and the dye is finally cleaved. The 
sequencing cycles are repeated (step 5). 
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integrates a ligation step in the protocol because the RT primer is only composed of 
the hybridising sequence associated with A2. A1 is ligated at the 3’ extremity of DNA. 
This primer has three random nucleotides in 5’ to increase ligation efficiency and a 3’ 
modification (C3 Spacer phosphoramidite), to prevent the formation of 
concatemers. 
 
Since gRNA is chemically modified, RT generates a population of cDNAs with various 
lengths, from 648 nucleotides (representing the full length extension) to 21 
nucleotides (p628 RT primer composed of 21 nucleotides plus one nucleotide 
extension). This wide range of sample sizes possibly influences circularisation and 
ligation efficiency.  
 
 

Figure 31 
Description of the different strategies used to generate the Illumina library. 
A. For the “circularisation strategy”, the RT primer RTA2-1 is composed of a specific hybridising 
sequence followed by A2 and A1. The DNA sample is circularised followed by specific 
cleavage between A1 and A2 to linearise the sample. B. In the “ligation” strategy, the RT primer 
RTA2 is shorter with A2 associated to the specific hybridising sequence. A1 is added by 3’ DNA 
ligation. C. The “ligation” strategy has been adjusted to overcome technical problems. RT is 
performed with a biotinylated primer (RT biotin). A1 is added as above by 3’ DNA ligation 
followed by a selection step based on biotin-streptavidin interaction. A2 is added by PCR and 
associated with a specific hybridising sequence.  
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I have conducted both “circularisation” and “ligation” strategies in parallel, and 
tested different ligases: 
 

 
Circularisation 

 

 
Ligation 

 
Circ ligase I (Epicentre) 

 
Circ ligase I (Epicentre) 

 
 

Circ ligase II (Epicentre) 
 

Circ ligase II (Epicentre) 
 

  
T4 RNA ligase 1 (Thermo Fisher / NEB) 

 
  

K227Q truncated T4 RNA ligase (NEB) 
 

 
Circ ligase I is a thermostable ATP-dependent ligase that catalyses intramolecular 
ligation (i.e. circularisation) of ssDNA substrates. With this enzyme, circularisation 
reaction requires a ssDNA substrate with 5’-phosphate and 3’-hydroxyl groups. I have 
also tested Circ ligase II which requires a ssDNA substrate with a 5’-adenylation and 
a 3’-hydroxyl group.  

The control provided by Epicentre is a 55-oligodeoxynucleotide containing 5’-
phosphate and 3’-hydroxyl ends. I first tested the Circ ligase I efficiency with the 
Epicentre control and RTA2-1 RT primer as templates. Under standard reaction 
conditions (10 pmol control oligo, 100 U Circ ligase, 2.5 mM MnCl2 for 1 h at 37°C), 
the linear control oligo as well as my RTA2-1 primer were converted to circular ssDNA 
with an efficiency of approximately 50% (Figure 32). Circ ligase I and II enzymes are 
widely used in published protocols to generate NGS libraries (338, 357, 392, 401, 421, 
443). 

In order to improve this ligation step, I tested in parallel several protocols published in 
the literature to perform intermolecular ligation of a ssDNA oligo to my viral ssDNA 
template. The first one came from the SHAPE-Seq technique developed by the team 
of J.B. Lucks (268, 272). This protocol was further optimised by the team of R. Das 
(374). But other protocols were reported by the Assmann group and Neri (120, 192). 
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Several protocols use the T4 RNA ligase 1 (401) and a truncated form of T4 RNA ligase 
2 (268, 357, 392, 401, 443) to ligate ssDNA Illumina adapters to ssRNA. T4 RNA ligase 1 
catalyses the ATP-dependant ligation of a 5' phosphate to a 3' hydroxyl-group 
through the formation of a 3' to 5' phosphodiester bond, with substrates including 
both ssRNA and ssDNA. T4 RNA ligase 1 has been shown to perform ssDNA/ssDNA 
ligation, but the reaction is slower than with RNA/RNA or RNA/DNA substrates (411). 
Truncated T4 RNA Ligase 2 specifically ligates the pre-adenylated 5´ end of ssDNA or 
ssRNA to the 3´ end of ssRNA. This enzyme has been optimised by introducing a 
K227Q point mutation. These enzymes reduce background ligation because only 
adenylated DNA oligonucleotides are used and the K227Q mutation further reduces 
the formation of undesired ligation products (concatemers and circles).  

I tested T4 RNA ligase enzymes in parallel to Circ ligase enzymes by RT-qPCR to 
compare their ssDNA/ssDNA ligation efficiency. These experiments have been 
conducted on the same pool of reverse transcribed in vitro NMIA modified and 
unmodified RNAs. Primers used in qPCR/PCR and the size of the amplicon are 
indicated in Figure 33. 
 
 
 
 

Figure 32 
Evaluation of the Circ ligase I efficiency assessed by gel electrophoresis. 
Circularisation was performed under standard conditions on the Epicentre control (lanes 1-2) 
and the RTA2-1 RT primer (lanes 3-4). A negative control without Circ ligase I enzyme (lanes 1 
and 3) highlights the migration position of linear ssDNA (orange arrow head). The circularised 
product migrates slower (blue arrow head) compared to linear ssDNA. 
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Figure 34 
Comparison of “circularisation” and “ligation” strategies by RTqPCR. 
Seven billion copies of NMIA modified (3.9 mM) and unmodified in vitro synthesised RNAs were 
reverse transcribed by T-GIRT III RT followed by RNase A treatment, phenol-chloroform 
extraction, precipitation and split into seven fractions. The “circularisation” strategy has been 
tested with Circ ligase I (lanes 1 and 2) and II (lanes 3 and 4). The “ligation” strategy has been 
performed with Circ ligase I (lanes 5 and 6) and II (lanes 7 and 8), T4 RNA ligase from Thermo 
Fischer (lanes 9 and 10) and NEB (lanes 11 and 12), and K227Q truncated T4 RNA ligase (lanes 
13 and 14). Samples were quantified by SYBR green qPCR. The cDNA template was amplified 
with p116 Fw-p509 Rv primers (A) whereas A1 ligated cDNAs were detected with PCR1.0-Index 
primers (B). These primers and the expected amplicons are depicted in Figure 33. Depending 
on the qPCR primer pair used, location of the full-length amplicon is indicated by green (A) 
and red (B) arrowheads. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 33 
Description of qPCR/PCR primers: hybridisation position and amplicons. 
The two qPCR primers used to quantify ssDNA template (p116 Fw – p509 Rv) and A1-ligated 
ssDNAs (PCR1.0 – Index) are shown with their amplicons.  
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Results presented in Figure 34 clearly emphasise the inefficiency of all enzymes both 
in “circularisation” and “ligation” strategies, with no full-length amplification as well 
as no smear containing the ssDNA population of different sizes. Several reasons could 
explain these results: 

- Ligation sequence bias (in the case of Circ ligase enzymes) 
One study reports a poorer ligation efficiency with the fully extended ssDNA 
compared to smaller products and explains it by a possible sequence bias (374). 
Indeed, Epicentre indicates that the sequence of the ssDNA can strongly influence 
the efficiency of the circularisation reaction. A transcript beginning with GG is 
apparently less efficiently ligated because is reverse transcribed into CC.  

- Formation and preferential amplification of A1-A2 products 
An amplified product of approximately 150 nucleotides in length was detected by 
qPCR. This product is probably obtained by circularisation of the RTA2A1 primer in 
“circularisation” conditions or ligation of A1 primer and RT primer containing A2 in 
“ligation” conditions followed by amplification with PCR1.0 and Index primers.  

Confirmation that A1 primer ligated to RT primer containing A2 and that this product 
was amplified during PCR with PCR1.0 and Index primers has been obtained by 
performing PCR with A1 primer and RT primer containing A2 without DNA samples 
(Figure 35). This band has been isolated on agarose gel, cloned into Pjet and 
sequenced, confirming the origin of this by-product. 
 

Figure 35 
Identification of the PCR product of approximately 150 nucleotides.  
PCR with the Phusion polymerase and PCR1.0 and Index primers was performed with a mix 
containing A1 primer and RT primer containing A2. A PCR product with a size of approximately 
150 nucleotides was amplified. This sample has been run on an agarose gel (these two lanes 
are from the same agarose gel). 
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- Heterogeneity of ssDNA sizes   
The wide range of ssDNA sizes, due to chemical modification of RNAs, influences the 
ligation efficiency which is higher with small DNA fragments. 

- DNA secondary structure  
DNA structures at the ends can inhibit ligation. Addition of 10% (v/v) DMSO can 
increase ligation in these cases. 

-  Starting amount of ssDNA 
The standard CircLigase reaction uses 10 pmol of linear ssDNA whereas the different 
reactions were performed with 0,002 pmol (theoretical amount prior to RT).  

To assess this eventuality, I performed the ligation with two different starting ssDNA 
amounts (40-fold increase). T4 RNA ligase is inefficient at ligating the sample with less 
than one million copies whereas a ligated product is detected when the ligation is 
performed with two billions of DNA copies. However, the ligation efficiency is poor 
with 0.7% (Figure 36). 
 

I have tried to adapt the manufacturer’s protocols as well as published protocols to 
my biological samples by changing several parameters of the circularisation/ligation 
reaction: 

- Duration of reaction  
- Temperature of reaction 
- Amount of ssDNA template and ratio viral ssDNA versus Illumina ssDNA 

adapter 
- Ligases, ATP, defolding (betaine, DMSO) and crowding agents (polyethylene 

glycol) concentrations. 

I did not succeed in increasing the yield of circular ssDNA by modifying these 
parameters.  From the different protocols and enzymes tested as part of the 
“ligation” strategy, I only succeeded to obtain the full length ssDNA product of 770 
nucleotides with the T4 RNA ligase from NEB (Figure 36 and 37).  

Figure 36 
Influence of ssDNA concentration on ligation efficiency. 
RNAs extracted from mature viral particle were reverse transcribed with T-GIRT III RT, followed by 
RNase A treatment, phenol-chloroform extraction, precipitation and divided into two parts with 
a 40-fold RNA concentration difference. Ligation of A1 primer was performed with T4 RNA 
ligase 1 from NEB. Template DNA was quantified by Taqman qPCR with p116 Fw - p509 Rv 
primers (in purple) before and after ligation whereas A1 ligated ssDNAs are detected with 
PCR1.0 – Index (in orange).  
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T4 RNA ligase 1 (NEB) protocol 
 
ssDNA samples were incubated at 90°C for 2 min with the A1 primer in order to 
denature both DNA molecules. Then, 1x T4 RNA ligase buffer (50 mM Tris-HCl pH 7.5, 
10 mM MgCl2 and 1 mM DTT), 25% PEG 8000, 1 mM ATP, 1 mM DTT (in addition to the 
1 mM from the commercial buffer) and 10 U T4 RNA ligase 1 were added and 
samples incubated at 25°C for 16 h. Following ligation, samples were ethanol 
precipitated and resuspended in 10 µl milliQ H2O.  
 
 
 

Phusion PCR protocol 
A mix of 50 µl containing DNA, 1x Phusion HF buffer, 200 nM dNTPs, 0.25 µM of each 
primer (Index and PCR1.0 to amplify A1 ligated ssDNAs), 0.01 U Phusion (Thermo 
Scientific) and milliQ H2O was prepared. Samples were denatured at 98°C for 3 min 
followed by 29 PCR cycles composed of 15 s at 98°C (denaturation), 15 s at 56°C 
(hybridisation) and 2 mi at 72°C (elongation). PCR elongation reaction was 
completed by a final incubation for 5 mi at 72°C.  
 
 
 
 

Figure 37 
“Ligation strategy” performed with T4 RNA ligase 1 from NEB. 
Ten billion copies of NMIA modified (3.9 mM) and unmodified in vitro synthesised RNAs were 
reverse transcribed with T-GIRT III RT followed by RNase A treatment, phenol-chloroform 
extraction and precipitation. The “ligation” strategy was performed with T4 RNA ligase 1 from 
NEB. A1 ligated cDNAs were amplified by Phusion PCR with PCR1.0-Index primers. Full-length 
cDNA of unmodified samples (lane 1) and in a smaller proportion for the 3.9 mM NMIA modified 
RNA (lane 2) is highlighted with the red arrowhead. Amplification of the A1 primer ligated to RT 
primer containing A2 with primers PCR1.0-Index is marked with the green arrowhead. 
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The presence of full-length cDNA in both unmodified and NMIA modified samples as 
well as a smear containing smaller ligated DNA molecules is observed. Nevertheless, 
the side-product A1-RT primer containing A2 is predominantly amplified compared 
to the full length cDNA.  

I have tried to solve this problem by improving the PCR conditions and by adding a 
size selection step, prior to PCR, on gel (polyacrylamide, agarose) or using kits with 
size exclusion columns but the DNA recovery was very low with an elution efficiency 
of 10% on average.  

Based on these results, I decided to adapt the protocol of Illumina library generation 
(Figure 31C). The protocol is presented in details in Figure 38.  
 

 
Formation and amplification of A1-A2 products was impossible with this protocol 
since A2 was added after excess of non-ligated A1 was removed. Washing steps 
have been included thanks to the selection step with magnetic beads coated with 
streptavidin with a final wash with milliQ H2O to remove salts prior to PCR. Several 
types of magnetic beads have been tested in parallel and the most efficient 
capture of biotinylated molecules, balanced with non-specific binding to magnetic 
beads, was obtained with dynabeads MyOne magnetic C1 (Thermo Scientific).  

Figure 38 
General overview of the Illumina library generation. 
A1 was added at the 3’ end of ssDNA by ligation using T4 RNA ligase 1 (step 1). ssDNAs were 
selected based on the biotin-streptavidin interaction, thanks to the biotinylation of the RT 
primer (step 2). A2 was associated with a HIV-1 specific hybridisation sequence and added by 
PCR (A2PCR primer) (step 3). Samples were quantified by qPCR with PCR1.0-Index1 in order to 
normalise the different samples (step 4). Indexing of the samples was performed by PCR with 
primers PCR1.0 and Index n (n corresponding to an Index primer with a unique barcode) (step 
5). DNA samples with complete Illumina adapters at both ends are ready to be sequenced on 
an Illumina sequencing platform (step 6).  
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Selection with magnetic beads protocol 
 

The required amount of beads was calculated based on their binding capacity, 
transferred into a new tube and washed according to the supplier protocol. The 
tubes (5 µl for each sample) were placed on a magnet for 2 min followed by 
aspiration of the supernatant while the tubes were on the magnet. Beads were 
resuspended with 200 µl of 1x washing buffer (5 mM Tris-HCl pH 7.5, 0.5 mM EDTA, 1 M 
NaCl). Following 3 washes, beads were resuspended with 2x washing buffer to a final 
concentration of 5 µg/µl (twice the original volume). Ligated samples were 
precipitated and resuspended in 20 µl milliQ H2O. An equal volume of the 2x washing 
buffer was added and samples were incubated for 15 min at room temperature 
using gentle agitation. The biotinylated ssDNA coated beads were separated with a 
magnet for 3 min then washed 3 times with 150 µl of 1x washing buffer. An additional 
wash was performed with 150 µl milliQ H2O. Beads with the immobilized ssDNA 
molecules were resuspended with 15 µl milliQ H2O.  
 
 
Following selection of the ssDNA samples and depletion of non-ligated A1 primers 
during the washing procedure, I tried to release the immobilised biotinylated 
molecules with the manufacturer protocol (2 min at 90°C in 10 mM EDTA pH 8.2 with 
95% formamide) or by competition with free biotin molecules. Since, I never 
succeeded in efficiently recovering biotinylated ssDNA samples, I thus decided to set 
up PCR conditions with biotinylated ssDNA samples still bound to magnetic beads.  
 

 
Phusion PCR protocol 

 
A mix of 25 µl containing 1 µl of magnetic beads coated with biotinylated ssDNA 
samples was prepared with 1x Phusion HF buffer, 200 nM dNTPs, 0.25 µM of PCR1.0 
primer and 0.5 µM of A2PCR primer, 0.02 U Phusion polymerase and milliQ H2O. 
Samples were denatured at 98°C for 3 min followed by five PCR cycles composed of 
15 s at 98°C (denaturation), 15 s at 61.2°C (hybridisation) and 2 min at 72°C 
(elongation).  
 
 
Beads coated with my samples were washed and resuspended in milliQ H2O to 
prevent perturbation of the PCR reaction by salts. For the same reason, PCR 
reactions were performed with 1/15th of the sample. Samples were subjected to only 
six PCR cycles to avoid over-amplification and preferential amplification of smaller 
DNA molecules. 

Prior to indexing, samples were quantified by qPCR. The PCR1.0-Index1 qPCR 
reaction was performed with the addition of Evagreen qPCR dye to the final PCR1.0-
Index PCR mix. This allowed me to quantify PCR amplification of the different samples 
in parallel and in the same conditions as for the PCR1.0-Index PCR. Then, the number 
of PCR cycles performed on each sample for indexing was determined by setting 
the threshold at half of the exponential phase. So, the Threshold Cycle (Ct) reflected 
the number of PCR cycles required to reach half of the exponential phase (Figure 
39).  
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Evagreen based qPCR protocol 

 
A mix of 25 µl containing 1 µl of PCR PCR1.0-A2PCR was prepared with 1x Phusion HF 
buffer, 200 nM dNTPs, 0.25 µM of PCR1.0 and Index1 primers, 0.5x Evagreen dye, 0.02 
U Phusion polymerase and milliQ H2O. Samples were denatured at 98°C for 3 min 
and 29 PCR cycles composed of 15 s at 98°C, 15 s at 56°C and 2 min at 72°C were 
performed.  
 
 
Following addition of A2 at the 5’ end, indexing of samples was performed by PCR 
with PCR1.0 and an Index primer containing a specific barcode, following the PCR 
protocol described for the PCR1.0-A2PCR primers with 0.25 µM of each primer and a 
PCR cycle composed of 15 s at 98°C, 15 s at 56°C and 2 mi at 72°C. Based on the 
qPCR quantification, samples were normalised by performing a specific number of 
PCR1.0-Index PCR cycles. Thus, a comparable amount of each sample is multiplexed 
in the Illumina library and amplification is stopped before reaching the plateau 
phase, thus preventing over-amplification.  
 

 
 
 
 
 
 
  
 

Figure 39 
Determination of the number of PCR cycles to apply for normalising and indexing Illumina 
library samples. 
All Illumina library samples were subjected to Evagreen based qPCR with primers PCR1.0-
Index1, with a threshold set up at half of the exponential phase. 
Illumina library 1 contains samples representing the proteolytic cascade of Pr55Gag with 
immature (lanes 7 to 12), maturation intermediates (lanes 13-14 for Step 1, 15-16 for Step 1.1, 17-
18 for Step 2 and 19-20 for CA/p2) and mature samples (lanes 1 to 6). Illumina library 2 contains 
samples treated with protease inhibitors: increasing concentrations of LPV with 1.1 nM (lanes 
25-26), 6.6 nM (lanes 27-28), 41 nM (lanes 29-30), 1600 nM (lanes 31-32) and increasing 
concentrations of AZVs with 0.2 nM (lanes 35-36), 1.1 nM (lanes 37-38), 2.6 nM (lanes 39-40), 16.4 
nM (lanes 41-42), 1600 nM (lanes 43-44). Each condition has an unmodified sample associated 
with a NMIA modified (3.9 mM) sample indicated with a star *. 
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The profile of the different samples after indexing PCR was analysed by agarose gel 
electrophoresis (Figure 40 and 41). 
 

 

 

Figure 40 
Profile of the samples constituting the Illumina library 1 (Proteolytic cascade of Pr55Gag) after 
indexing PCR on agarose gel. 
Samples were run on a 1% agarose gel TBE 0.5x (1/25th of indexing PCR mix). The profile is 
coherent with full-length products at 687 nucleotides. The volume of beads used to perform 
PCR1.0-A2PCR is indicated, as well as the number of cycles for the indexing PCR and the index 
used for each sample. 

Figure 41 
Profile of the samples constituting the Illumina library 2 (Protease inhibitors) after indexing PCR 
on agarose gel. 
Samples were run on a 1% agarose gel TBE 0.5x (1/25th of indexing PCR mix). The profile is 
coherent with full-length products at 687 nucleotides. The number of cycles for the indexing 
PCR is indicated, as well as the index used for each sample. 
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The full-length amplification product was visible in almost all samples. In the case of  
sample treated with AT-2 and modified with NMIA, the full-length product was less 
abundant in the case of the mature sample and not visible in the immature sample. 
This tendency is coherent with the quantification I performed by Taqman qPCR with 
a specific Taqman probe and amplification performed with primers p116 Fw – p509 
Rv quantifying the DNA template and PCR1.0 – p509 Rv measuring A1-ligated 
samples. The primers and probe are depicted in Figure 42 and the PCR results are 
shown in Figure 43.  
 

 
Therefore, I have tried to boost the amplification of modified mature and immature 
samples treated with AT-2 at two levels. I increased the number of PCR cycles during 
indexing PCR and I also tried in parallel to perform the PCR1.0 – A2PCR PCR with 
twice more DNA template followed by qPCR quantification and application of a 
specific cycle number required for indexing (Figure 39).  

Following indexing, samples were pooled and send to the sequencing platform. I 
tested several protocols to purify PCR samples from dNTPs and other components of 
the PCR reaction mix.  

The classical approach in this case was to use kits containing columns combined or 
not with agarose gel extraction (Gel and PCR clean-up from Macherey-Nagel, Wizar 
SV gel and PCR clean-up from Promega, Costar spin x centrifuge tube 0,22 µm filter 
from Sigma-Aldrich). I also tested the concentration of my samples by using 
centricons followed by gel purification, and classical and low-melting agarose types 
at various percentages. In addition, I have tried to purify the Illumina library by HPLC 
(high pressure liquid chromatography) with a GSK 2000 column, on Agencourt 
ampure xp beads (Beckman coulter) and by using the E-gel CloneWell 20% agarose 
gel system (Invitrogen). 
 
 
 

Figure 42 
Description of qPCR/PCR primers, hybridisation position, taqman probe and amplification 
products. 
The two qPCR primers used to quantify ssDNA template (p116 Fw – p509 Rv) and A1-ligated 
ssDNAs (PCR1.0 – p509 Rv) are shown with their amplification products, as well as the Taqman 
probe. 



EXPERIMENTAL PROCEDURES 

 
 

70 

 
None of these techniques allowed me to recover the Illumina library after 
purification, with either the complete loss of the sample or an aberrant size selection. 
Thus, I simply pooled half of each PCR1.0-Index PCR reaction from each sample, 
ethanol precipitated and resuspended the Illumina library in 30 µl milliQ H2O. The 
profile of each Illumina sequencing library is shown on agarose gel (Figure 44).  
 

	

	
 
 
 
 
 
 
 

	
 
 
 

Figure 43 
Quantification of the proportion of A1-ligated ssDNA samples from the Illumina library 1 by 
qPCR. 
DNA template and A1-ligated ssDNAs were quantified by Taqman qPCR with primer pairs p116 
Fw – p509 Rv and PCR1.0 – p509 Rv, respectively.  

Figure 44 
Profile of the two Illumina sequencing libraries on agarose gel. 
The indexed samples were pooled, ethanol precipitated and run on a 1% agarose gel TBE 0.5x. 
The profile of the two Illumina sequencing libraries before and after precipitation is coherent 
with full-length products of 687 nucleotides. The smear containing the DNA population with 
different sizes due to RNA chemical modification was also detected.  
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In	vitro	study	of	the	chaperone	property	of	Pr55Gag	and	NC-
containing	intermediates		

----------------------------------------------------------------------------------------------------------------- 
 

I.	Protein	expression,	purification	and	characterisation	
 
Expression, purification and characterisation of NL4.3 Pr55Gag and GagDp6 with an 
appended C-terminal His6-tag were performed as recently described (289) by the 
team of J. Mak (Deakin University, Department of Infectious Diseases, Melbourne, 
Australia). 
NCp15, NCp9 and NCp7 proteins were expressed and purified by the team of C. 
Tisné (UMR8261 Expression génétique microbienne CNRS, Université Paris-Diderot Paris 
7). 

The purity of all proteins was confirmed using SDS-PAGE (Figure 45). In addition, 
proteins were characterised by Dynamic Light Scattering (DLS) analysis. Intensities of 
the scattered light and correlation times were measured using a Zetasizer Nano S 
apparatus (Malvern, UK).  
 

 

Figure 45 
Characterisation of Pr55Gag, GagDp6, NCp15, NCp9 and NCp7 proteins. 
The purity of the different proteins has been assessed by using 10% SDS PAGE. Pr55Gag black 
and red stock are originated from a unique production and purification of the protein with the 
black stock corresponding to the peak fractions of elution and the red stock from fractions 
bordering the elution peak.  
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II.	Formation	of	RNA-protein	complexes		
 
The purified in vitro transcribed NL43 1-1400 WT RNA (plasmid pDR4607 (384)) has first 
been refolded prior to be mixed with proteins. Briefly, 2 pmoles of RNA in 7 µl milli-Q 
H2O was denatured for 2 min at 90 °C and then chilled for 2 min on ice. RNA was 
refolded by the addition of 2 µl x5 binding buffer (30 mM Tris pH 7.5; 300 mM NaCl; 5 
mM MgCl2), 2 µg of total yeast tRNA (Sigma-Aldrich) and 5 U of RNasine (Promega) 
followed by incubation for 15 min at 37°C. In parallel, proteins (0.24 nmoles final 
concentration) were refolded by the addition of 10 µl x5 binding buffer, 1.2 µl of 10 
mg/ml BSA at, 1.2 µl of 0,5 M DTT. The volume was adjusted to 50 µl with milli-Q H2O 
followed by incubation for 15 min on ice. 10 µl of folded RNA and 50 µl of folded 
protein were then mixed to achieve a final RNA:protein stoichiometry of » 1:125 and 
incubated at room temperature during 10 min with mixing then stabilised on ice for 
an extra 10 min.  Depending on the condition, samples were treated with 1.6 U of 
proteinase K (NEB) and incubated for 1 h at 37°C. The proteinase K treatment was 
supplemented with 1% SDS in the case of NCp9 and GagDp6.  
 

III.	SHAPE	methodology	
 
The different conditions (RNA only, RNA-protein complex treated with proteinase K / 
AT-2 and RNA-protein complex) were subjected to high-throughput SHAPE (h-SHAPE) 
using the NMIA probe. Briefly, each sample (60 µl total volume) was divided in two 
and 7.2 µl of 250 mM NMIA solution in anhydrous DMSO or an equal volume of DMSO 
(negative control sample) was added. After 50 min at 37°C, samples were treated 
with proteinase K as previously described. The reaction was stopped by adding milli-
Q H2O to a final volume of 200 µl. Samples were then subjected to phenol-chloroform 
followed by chloroform extraction and ethanol precipitation. Samples were 
precipitated using 1 µg of glycogen, 1/10 volume of 3 M sodium acetate (pH 6.5) 
and 3 volumes of ethanol for 30 min on dry ice. Sodium chloride instead of sodium 
acetate was used for samples with NCp9 and GagDp6 at a final concentration of 0.2 
M to prevent precipitation of SDS. The nucleic acid precipitates were collected by 
centrifugation at 20,817 g for 30 min at 4°C. The RNA pellets were washed twice with 
1 mL of 70% ethanol, dried in a vacuum dryer during 5 min and resuspended in 7 µl 
milli-Q H2O.  

Sites of NMIA modification were identified as stop to RTion, using the Rv primer 5’-
AGCTCCCTGCTTGCCCATACT-3’ (nucleotides 436-457), labelled either with VIC or 
NED fluorophores. NMIA-modified and unmodified RNAs were annealed to 1 µl of 1 
µM VIC-labelled primer for 2 min at 90°C and 2 min on ice. After addition of 2 µl of 5x 
RT buffer (Life Science), the samples were then incubated for 10 min at room 
temperature. Elongation reaction was performed at 42°C during 20 min followed by 
30 min at 50°C and 10 min at 60°C in elongation buffer (1 µl 5x RT buffer, 3 µl 2.5 mM 
dNTPs mix, 2 U AMV RT (Life Science) in a total volume of 10.5 µl). A ddG sequencing 
ladder was prepared using 2 pmol of untreated RNA and 1 µl of 2 mM NED-labelled 
primer in 8 µl milli-Q H2O. Annealing was performed as described above. Two µl x10 
RT buffer was added followed by incubation for 15 min at room temperature. The 
RNA sample was aliquoted into two tubes, and the elongation reaction was 
performed with 1 µl 10x RT buffer, 3 µl A10 (0.25 mM dATP, 1 mM dGTP, 1 mM dCTP, 1 
mM dTTP), 1 µl of 100 mM ddA and 1 U AMV RT. All the reactions were stopped by 
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adjusting the volume to 200 µl with milli-Q H2O, and proteins were extracted with a 
phenol–chloroform followed by a chloroform treatment. For each experiment, the 
modified and unmodified samples were pooled with a ddG sequencing ladder. 
Samples were ethanol precipitated with sodium acetate as previously described. 
Pellets were dried and resuspended in 10 µl HiDi formamide (ABI), heat denatured at 
90°C and iced for 5 min and centrifuged at 20,817 g for 15 min at 4°C before loading 
on the 96-well plates for sequencing on an Applied Biosystems 3130xl genetic 
analyser. The results were generated in the form of electropherograms, which were 
analysed using the Qu-SHAPE software (216).  
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RESULTS 
----------------------------------------------------------------------------------	
 

I. Optimising	Illumina	sequencing	library	generation	
 
The protocol for Illumina library preparation has been extensively optimised as 
explained in the previous section and a total of three Illumina sequencing libraries 
(containing samples covering the proteolytic processing of Pr55Gag) have been 
prepared, sequenced on an Illumina sequencing HiSeq 2500 platform (50 base-pair 
single-end sequencing, First and second attempt at the genomic platform of IGBMC 
institute, Strasbourg and third attempt at the genomic platform of Imagine institute, 
Paris) and analysed. The protocol used to generate these three libraries is briefly 
summarised in Figure 46 with differences highlighted. 
 

Figure 46 
Evolution of the hSHAPE-Seq protocol. 
The main steps constituting the hSHAPE-Seq protocol are presented on the left. Three 
successive versions of the hSHAPE-Seq technique with differences highlighted in the figure have 
yielded the production of three Illumina sequencing libraries. 
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The cumulative number of reads has been calculated for the unmodified mature 
sample in the three different Illumina sequencing libraries (Figure 47). The cumulative 
number of reads is compared and, with this representation, the number of reads 
decreases from 100 to 0 %. 

With the first Illumina sequencing library, the number of reads covering the first 60 
nucleotides is high but drastically decreases at position U485 and quickly goes to 100 
%, corresponding to very few reads left beyond that point (blue trace in Figure 47). 
This profile is coherent with the AMV RT profile visualised using gel electrophoresis 
(previously shown in Figure 26 lanes 1-2 and 7-8), which highlighted a strong RT pause 
early in the sequence.  
 

 
The second Illumina library has been prepared with a lower vDNA starting 
concentration and no purification step to eliminate the excess of non-ligated 
Illumina primers. A higher number of cycles has been applied when performing the 
PCR1.0-A2PCR PCR, compared to the third Illumina library with results presented 
below. In addition, samples were normalised at the very end of the library 
preparation before pooling samples together so the indexing PCR was performed on 
different DNA concentrations depending on the sample. Thus, the amplification was 
not achieved under optimal and similar conditions for all the samples of the library. 

Figure 47 
Comparison of read numbers obtained for the mature sample in the first, second and third 
attempts to generate an Illumina sequencing library. 
The cumulative fraction (expressed as percentage) of read numbers in the unmodified mature 
sample from the three different Illumina libraries is compared. The first Illumina library was 
generated with the AMV RT, the second and the third libraries with the T-GIRT III RT but with 
different library preparation protocols. The cumulative fraction of reads was calculated by 
adding the number of reads at or after the position under consideration divided by the total 
number of reads aligned for this sample and converted into a percentage.  
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The profile of the unmodified mature sample from the second Illumina library is 
displayed in orange in Figure 47. The number of natural RT stops due to the GC-rich 
double-stranded region near position U485 decreased with T-GIRT III compared to 
AMV RT, with reads covering up to position G1 corresponding to the full-length cDNA 
product. The low proportion of the DNA full-length product compared to smaller 
DNA fragments is probably due to over-amplification of these fragments during the 
indexing PCR. In an attempt to increase the proportion of full-length cDNA product, 
a purification step and improved sample normalisation and PCR cycling conditions 
have been included during generation of the third Illumina library.  The result of these 
optimisations is a three-fold increase of reads corresponding to the full-length cDNA 
product, with a slight enrichment of smaller DNA fragments in the first 3’ 60 
nucleotides (purple trace in Figure 47). 
 

II. Bioinformatic	analysis	of	sequencing	data:	benchmarking	
analytical	methods	

 
The reads of each sample were deconvoluated thanks to their barcode and aligned 
to the HIV-1 genome as the reference sequence. Aligned reads are converted to 
fastq format and analysed with an adapted pipeline to convert raw RT stops (Figure 
48) into nucleotide reactivity.   

A number of softwares have been developed to convert sequencing reads into 
reactivity. These analysis pipelines have been created depending on the 
experimental design used to generate the library. Two of them, Structure fold (120, 
404) and Spats (268), have been created to analyse Illumina libraries with a profile 
similar to those generated by hSHAPE-Seq (population of DNA molecules with 
different sizes). We used Structure fold and Spats to analyse raw data and, in 
addition, scripts specifically written for the project by Dr Redmond Smyth.  

* Spats has been designed to perform bioinformatics read alignment from paired-
end fastq files. This parameter has been adapted since we generate single-end fastq 
files. A maximum-likelihood-based signal decay correction (22, 299) is applied to 
calculate SHAPE-Seq reactivity values for each nucleotide. 

Signal decay is a decrease of the number of reads from the 3’ to the 5’ end of the 
RNA molecule with increasing cDNA length and is due to RT fall-off and chemical 
modification in NMIA modified samples.  
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Figure 48 
Raw RT stop profile of untreated mature and immature samples. 
The number of raw RT stops of NMIA modified/unmodified mature and immature samples 
(without treatment of virus particles prior to NMIA modification) is presented. The different 
samples have been normalised to be compared. The sum of reads covering each position of a 
sample has been calculated for each sample. Then, each nucleotide has been multiplied by 
the sum of reads of the lowest reads’ sum and divided by the actual reads’ sum of this sample. 
RT stops due to a chemical modification are represented in purple whereas natural RT stops are 
in orange.  
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The typical profile obtained is a level of full length cDNA higher in the umodified 
sample, while in the region covering the first 100 nucleotides the signal is higher in the 
modified sample. As a consequence of signal decay the untreated signal becoming 
higher than the treated one from the middle of the sample until the 3’ end, 
explaining why signal decay correction is absolutely required (Figure 49).  
 

 
* Structure-fold performs a simple treatment of data by mapping reads on a 
reference transcript, calculating the number of RT stops, normalising data and 
calculating reactivity. The signal decay is not corrected by the structure-fold 
approach, probably because this software was designed for the analysis of samples 
in which RTion was performed using random hexamers. The effect of signal decay is 
thus probably lower compared to approaches using a sequence-specific RT primer. 

* The bioinformatics pipeline created by Dr Redmond Smyth is able to automatically 
convert raw sequencing data into SHAPE reactivity. Raw reads are demultiplexed to 
assign each index to the correct sample. These reads are then 5' trimmed to remove 
the first three nucleotides of the adaptor (NNN) and 3' trimmed for quality. Indeed, 
no mismatch is allowed in order to eliminate the possibility that the RT stop at the 3’ 
end is not due to a RT mutation instead of a chemical modification.  Reads are then 
aligned to the HIV-1 5' region and the 5' position of the alignment is considered to be 
a RT stop. Raw RT stops were normalised between 'plus' and 'minus', and then 
corrected to remove signal decay. Signal decay was corrected by calculating from 
5' to 3' for each position of the RNA sequence the cumulated number of stops up to 
this position, and dividing this number by the total number of stops observed for the 
entire sample. SHAPE reactivity were calculated from these normalised values by 
subtracting the number of 'minus' stops (unmodified sample with DMSO only) from 
'plus' stops (modified sample with 3.9 mM NMIA). Negative values were set to 0 and 
reactivity were normalised by dividing by the average reactivity of the top 2-8% of 
highly reactive nucleotides. 

Figure 49 
Illustration of the signal decay. 
The number of RT stops at each nucleotide with a covering window of 500 nucleotides is 
represented. The signal decay phenomenon is highlighted by the lower read density of the 
modified sample from the middle until the 3’ end compared to the unmodified sample. 
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Firstly, I compared the reactivity profile obtained with the different analysis pipelines 
to raw data in the case of modified/unmodified mature and immature PR- samples. 
This comparison allowed me to choose the appropriate analysis pipeline, based on 
raw data obtained by the hSHAPE-Seq approach. 

Raw data of these samples have been normalised by the sample with the lowest 
number of reads. These nucleotides reactivity have been reported on a HIV-1 RNA 
secondary structure model published by the team of K. Weeks, based on in viro 
chemical probing of mature gRNA by hSHAPE (426).  

Three regions of the 5’-region of the HIV-1 gRNA have been taken as examples to 
highlight the different analysis pipelines: 
 

- Nucleotides 146-164 

 
This region is localised approximately 400 nucleotides from the 5’ end and the signal 
decay is not corrected in raw data (Figure 50). This needs to be taken into account 
when comparing the level of RT stops between modified and unmodified samples.  

In PR- virions, according to the raw data, A147 and G162 seem reactive when 
looking at the ratio NMIA/control samples (Figure 50 D1), which correlates with our 
scripts and Structure-fold (Figure 50 A1 and B1), whereas no reactivity is displayed at 
these positions by Spats (Figure 50 C1). Conversely, U156 indicated as highly reactive 
with Spats (Figure 50 C1), is not highlighted in the two other analysis pipelines (Figure 
50 A1 and B1) and has a number of RT stops much higher in the control sample 
(Figure 50 D1).  
 

Figure 50 
Comparison of the nucleotide 146-164 reactivity profile of immature PR- and mature samples, 
obtained with our scripts, Structure-fold and Spats. 
Reactivity intensities were placed on a published model (426) with nucleotides coloured 
according to their SHAPE reactivity (from unreactive represented in black to highly reactive in 
red). The three reactivity profiles are compared with raw data representing the number of RT 
stops at each position in the modified and control samples.  
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The mature sample has a similar pattern of reactivity as the PR- sample. Structure-
fold, in general, provides a reactivity profile higher (Figure 50 B2) than the two others 
analysis with nucleotides A161-U163 reactive whereas only G162 is detected as being 
reactive using our scripts and Spats (Figure 50 A2 and C2). Surprisingly, only Structure-
fold detects U159 as reactive (Figure 50 B2) and with a higher reactivity (R=0.87) than 
G162 (R=0.63), which has as a level of RT stops much higher than U159 (Figure 50 D2).  

- Nucleotides 286-296 

 
This region is located approximately 250 nucleotides from the 5’ end and the apical 
loop appears more reactive in the PR- compared to the mature sample (Figure 51 1 
and 2). A clear difference of intensity is observed when comparing reactivity 
intensities obtained after analysis with our scripts and Structure-fold (Figure 51 A1, B1, 
A2 and B2), with a higher level using Structure-fold (Figure 51 C1 and C2). Whereas 
nucleotides G290-G292 have a higher number of RT stops in the PR- modified sample, 
indicating a reactive site (Figure 51 D1), Spats only detects G290 as reactive (Figure 
51 C1).  
 
 
 
 
 
 
 
 
 

Figure 51 
Comparison of the nucleotide 286-296 reactivity profile of immature PR- and mature samples, 
obtained with our scripts, Structure-fold and Spats. 
Reactivity intensities were placed on a published model (426) with nucleotides coloured 
according to their SHAPE reactivity (from unreactive represented in black to highly reactive in 
red). The three reactivity profiles are compared with raw data representing the number of RT 
stops at each position in the modified and control samples.  
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- Nucleotides 506-521 

This region is located in the gag coding region, approximately 20 nucleotides from 
the 5’ end of the region of the HIV-1 RNA I analysed (Figure 52). No marked 
difference is observed between PR- and mature samples when raw data are 
converted into reactivity by our scripts (Figure 52 A1 and A2). A slightly better 
correlation of the PR- reactivity profile with raw data is observed when generated by 
our scripts and Spats (Figure 52 A1 and C1). In the mature sample, Structure-fold 
seems to underestimate reactivity with C516 being poorly reactive and U517 not 
reactive (Figure 52 B2), whereas raw RT stops are significantly higher in the modified 
sample compared to the negative control (Figure 52 D2). In addition, these 
nucleotides are close to the RT primer so they should not suffer from signal decay.  

In conclusion, significant variations are observed when comparing nucleotide 
reactivity intensities generated from raw data by scripts written by R. Smyth, 
Structure-fold developed by the team of S. Assmann and Spats from the team of J. 
Lucks. These variations are potentially due to signal decay correction for Spats and 
the absence of correction of this parameter for Structure-fold. Nevertheless, this 
hypothesis cannot explain the difference of reactivity intensities obtained for 
nucleotides 506-521, since this region is close to the RT primer.  

Based on these observations, raw data have been converted into reactivity using 
the script specifically generated by Dr Redmond Smyth in our team to treat hSHAPE-
Seq raw data. 
 
 
 

Figure 52 
Comparison of the nucleotide 506-521 reactivity profile of immature PR- and mature samples, 
obtained with our scripts, Structure-fold and Spats. 
Reactivity intensities were placed on a published model (426) with nucleotides coloured 
according to their SHAPE reactivity (from unreactive represented in black to highly reactive in 
red). The three reactivity profiles are compared with raw data representing the number of RT 
stops at each position in the modified and control samples.  



RESULTS 

 
 

82 

III. Analysis	of	Illumina	library	generated	by	hSHAPE-Seq:	
Proteolytic	cascade	of	Pr55Gag	

 
The structure of the HIV-1 gRNA has been interrogated inside wild-type virus particles, 
as well as PR- particles and mutants mimicking the Pr55Gag proteolytic cascade 
(Figure 53). This study allows us to follow the conformational rearrangements 
occurring within the first 550 nucleotides of the HIV-1 genome during maturation of 
the viral particles. In addition, RNA-protein interactions are identified thanks to the 
AT-2 treatment, selectively disrupting protein interactions mediated by the NC 
domain. This AT-2 treatment has been performed on mature and immature PR- viral 
particles. As this compound was dissolved in DMSO, addition of DMSO without AT-2 
was used as negative control.  
 
 
 No treatment 

 
DMSO AT-2 

Immature PR- 0 / 3.9 mM NMIA 
1 biological replicate 

0 / 3.9 mM NMIA 
2 biological replicates 

0 / 3.9 mM NMIA 
1 biological replicate 

Step 1 0 / 3.9 mM NMIA 
1 biological replicate 

  

Step 1.1 0 / 3.9 mM NMIA 
1 biological replicate 

  

Step 2 0 / 3.9 mM NMIA 
1 biological replicate 

  

CA/Sp1 0 / 3.9 mM NMIA 
1 biological replicate 

  

Mature 0 / 3.9 mM NMIA 
1 biological replicate 

0 / 3.9 mM NMIA 
3 biological replicates 

0 / 3.9 mM NMIA 
1 biological replicate 

 
 
 
 
 
 
 

Figure 53 
Recapitulating list of samples composing the Illumina library 3. 
The Illumina library 3 has been generated to study the proteolytic cascade of Pr55Gag and 
contains PR- and mature samples as well as the processing intermediates of the cascade, Step 
1, Step 1.1, Step 2 and CA/Sp1. Viral gRNA was modified (NMIA with a final concentration of 3.9 
mM in DMSO) inside virus particles for all samples. A negative control was systematically 
performed with DMSO only. In addition, PR- and mature particles have been incubated prior to 
chemical probing with AT-2 (final concentration of 0.5 mM in DMSO) or with DMSO alone as a 
negative control.  
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III.1 Reproducibility of hSHAPE-Seq results and impact of the 
DMSO treatment 

 
Biological replicates of mature (n=3) and PR- immature (n=2) samples were 
generated by hSHAPE-Seq. The averaged reactivity profile is presented in Figure 54 
and 55. Variability within the samples is highlighted by the standard error of the mean 
(SEM). In addition, the averaged gRNA reactivity profile of particles treated with 
DMSO is compared with untreated mature and PR- immature samples, obtained in 
absence of treatment (n=1). Indeed, the DMSO-treated condition is the negative 
control of the AT-2-treated condition but the mutants mimicking the Pr55Gag 
proteolytic cascade have not been treated with DMSO and were compared with 
untreated PR- and mature particles. Thus, the comparison of DMSO-treated and 
untreated conditions is required to further analyse results.  

Slight differences are observed when the intensity of reactivity is compared between 
the untreated and DMSO-treated conditions. The same reactive sites are globally 
found when treating or not the virus particle with DMSO prior to performing chemical 
probing except four sites in mature samples (Figure 54) and three sites in PR- 
immature samples (Figure 55). In the case of mature samples, nucleotides C150-G158 
and G406-U427 are reactive in DMSO-treated particles but not reactive in untreated 
particles. The opposite is observed for nucleotides G317-G320 and G325-U341. 
Positions C150-G158 also exhibit a higher reactivity in DMSO-treated samples in the 
case of PR- samples whereas nucleotides G317-G320 and C343-G348 are less 
reactive than noticed in untreated particles.  

Therefore, these results highlight the reproducibility of the biological samples and of 
the hSHAPE-Seq technique. In addition, the DMSO does not seem to globally 
influence the nucleotide accessibility, except at some localised regions where a 
difference is noticed. It is important to remember that these differences are 
observed when comparing the average of replicates for the DMSO-treated 
condition and a single replicate of the untreated condition. Therefore, these 
changes could be reduced by producing new biological replicates for the 
untreated condition.  

Regarding reproducibility, some sites with a characteristic reactivity profile are 
highlighted in Figure 54 and 55. Larger SEMs are noticed at positions where the 
reactivity is mostly superior to 1 so corresponding to highly modified positions. In 
addition, these replicates are biological and independent regarding the virus 
production, therefore could explain the observed variability. 
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III.2 General overview of the structure of the 5’-UTR and the first 
200 nucleotides of the gag coding region 

 
A distinct difference in the levels of SHAPE reactivity is observed between the 
regulatory and coding regions with the inflection point coinciding with the AUG start 
codon of gag (Figure 56 A). The mean SHAPE reactivity is an indication of the 
amount of structure in the 5’-UTR and the first 200 nucleotides of the coding region. In 
the mature gRNA, the mean value is 0.12 for the 5’-UTR and 0.37 for the coding 
region (Figure 56 B). Thus, the hSHAPE-Seq approach shows the regulatory domain 
more structured compared to the coding region. This difference is clearly highlighted 
when using a 100-nucleotide rolling window, with a significant increase of the SHAPE 
reactivity from the AUG start codon. In the case of the immature PR- gRNA, the 
mean SHAPE reactivity is of 0.16 in the 5’-UTR and 0.33 in the coding region, 
consistent with observations made for the mature gRNA (Figure 56 B). However, the 
reactivity profile of the 5’-UTR is not as flat as in the mature gRNA with some flexible 
regions displaying higher reactivity (around nucleotides 200-250). Overall, a strong 
and significant difference in the amount of secondary structure is observed in these 
two regions and some differences in the level of reactivity are observed within the 
first 550 nucleotides of the gRNA in the mature and immature viral particles. The 
hSHAPE-Seq technique clearly distinguishes between regulatory and coding regions 
within the HIV-1 genome with the non-coding regulatory domain found to be more 
structured than the coding sequence. These results are consistent with previously 
published results of the first 900 nucleotides of the HIV-1 genome in the mature 
conformation from the team of K. Weeks (426). These results were obtained by 
hSHAPE using capillary sequencing, a conventional method.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

Figure 56 
Global architecture of the first 550 nucleotides of mature and immature PR- gRNAs. 
A. Rolling windows of 30 or 100 nucleotides show the differences in mean reactivity of the 5’-
UTR and the beginning of the gag coding region in mature and immature gRNAs. The mean of 
each region is represented with dashed lines. B. The mean of nucleotide reactivity in these two 
regions is compared in mature and immature gRNAs 
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III.3 Evolution of the gRNA conformation during maturation of 
the viral particles 

 
The evolution of the reactivity profile of the HIV-1 genome during the proteolytic 
processing of Pr55Gag and the protein binding sites are detailed and discussed in this 
part of the manuscript. For the sake of simplicity of the figures, the overall structure 
has been split into small domains. Reactivity intensities obtained by hSHAPE-Seq have 
been placed on the secondary structure model published in 2008 by the team of K. 
Weeks (426) (Figure 58). Of note, more than 25 different secondary structure models 
of the HIV-1 gRNA 5’ region have been proposed (28, 44, 91, 104, 175, 177, 191, 220, 
269, 288, 319, 375, 383, 416, 422, 426).  
 
The reactivity profile of the first 550 nucleotides of gRNA analysed by hSHAPE-Seq of 
untreated virus particles is presented in Annexes 1 to 6, DMSO-treated PR- particles in 
Annexes 7 and 8, the average of the two replicates of DMSO-treated PR- particles in 
Annexes 9, AT-2-treated PR- particles in Annexe 10, DMSO-treated mature particles in 
Annexes 11 to 13, the average of the three replicates of DMSO-treated mature 
particles in Annexes 14 and AT-2-treated mature particles in Annexe 15.  
 
Nucleotides are colour-coded according to their reactivity using a continuous scale 
(Figure 57). This scale goes from unreactive nucleotides (SHAPE reactivity of 0) 
represented in white to highly reactive positions coloured in dark red (SHAPE 
reactivity superior to 1). 
 

 
The following pages are dedicated to the comparison of the gRNA reactivity profile 
between the mutants mimicking the Pr55Gag proteolytic cascade, as well as PR- and 
mature samples. Similarities and major differences will be further discussed for each 
domain of the first 550 nucleotides of the HIV-1 gRNA. These domains are localised in 
Figure 58.  

In addition, some results obtained by the in vitro approach are directly compared to 
in viro results (presented in black boxes). Indeed, the effect of the Pr55Gag, GagDp6, 
NCp15, NCp9 and NCp7 footprint to the 5’ region of the HIV-1 gRNA is related to the 
mutants containing these intermediates of maturation. 
 
 

Figure 57 
Description of the continuous scale representing nucleotide reactivity. 
Nucleotides are colour-coded based on their SHAPE reactivity from not reactive in white to 
highly reactive in red. 
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Figure 58 
Description of the domains 
composing the first 550 
nucleotides of the HIV-1 
gRNA. 
The first 550 nucleotides are 
divided into several 
domains, positioned in the 
model published by 
Wilkinson et al. (426).  
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III.3.1	The	TAR	domain	
 
TAR is the first domain at the 5’ end of the 5’-UTR and is 57 nucleotides long. At the 
mature stage, this domain forms a stem-loop with hSHAPE-Seq reactivity intensities 
consistent with the consensus secondary structure model for this region with two 1-
nucleotide bulges (C4 and A16), the 3-pyrimidine bulge (U22-U24) and an apical 
loop containing 6 nucleotides (C29-A34) (Figure 59 F). Indeed, the mature structure 
of this stem-loop has been characterised in vitro (39, 42, 104), ex viro (383, 422), in viro  
(319, 426) and is constant in published models. The 3-nucleotide bulge has an 
intermediate reactivity and is consistent with the partially stacked nature of these 
nucleotides determined by nuclear magnetic resonance (NMR) (339). This structure 
of this stem-loop does not evolve during the cleavage cascade of Pr55Gag, with 
similar reactivity profiles from the immature (Figure 59 A) to the mature stage (Figure 
59 F).   
 

  
 
 
 

Figure 59 
Evolution of the TAR domain of HIV-1 gRNA during the proteolytic cascade of Pr55Gag. 
SHAPE reactivities, obtained by hSHAPE-Seq, of PR-, intermediates and mature samples are 
placed on a published model (426).  
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Regarding the apical loop, positions C29-A34 are poorly reactive in our hSHAPE-Seq 
experiments, independently of the maturation stage of the viral particle (Figure 59 A 
to F). In addition, the reactivity profile of nucleotides G31-G32 significantly increases 
upon AT-2 treatment in mature particles (Figure 60 F) whereas does not evolve in PR- 
particles (Figure 60 A). The apical loop has been proposed to be implicated in TAR-
TAR kissing-loop inter-strand interaction. Indeed, several mutational analyses have 
suggested a base-pairing interaction between apical loops (19, 326, 389) but this 
interaction is not demonstrated ex vivo and no evidence for TAR-TAR interaction was 
found by mutational destabilisation and compensatory mutations (202). In addition, 
the noticed increase of reactivity in AT-2-treated mature particles is not in favour of a 
TAR-TAR interaction, which seems to be protected by a protein containing ZFs. The 
apical loop could thus be protected by NCp7 or a cellular factor in the mature 
gRNA conformation, which is not the case in PR- particles. 

The tri-nucleotide bulge element is not evolving from the immature to the mature 
stage (Figure 59 A to F), with no influence as well of the AT-2 treatment (Figure 60 A 
and F). This bulge is described as the binding site of Tat (121, 122), with the basic 
domain of Tat mediating this interaction (339, 370). In addition, several cellular 
factors have been shown to interact with the 3-nucleotide bulge and/or the apical 
loop in order to trans-activate the 5’-LTR and thereby increase viral RNA transcription 
(126, 157, 176, 349, 380) and later to initiate the translation (reviewed in (314)). 

Figure 60 
Effect of the AT-2 treatment on the TAR domain of HIV-1 gRNA from PR- and mature particles. 
SHAPE reactivities, obtained by hSHAPE-Seq, of PR- and mature samples are placed on a 
published model (426). Virus particles were treated with AT-2 or DMSO as a negative control, 
prior to NMIA modification. 
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However, these viral and cellular factors involved in transcription and translation do 
not seem to be incorporated inside virus particles and therefore they are not 
expected to impact the gRNA structure (reviewed in (66)) (80, 266).   
 

III.3.2	The	Poly-A	domain	
 
The Poly-A domain adopts a conserved stable secondary structure  (41, 108, 236). 
Consistently, the 47 nucleotides composing the Poly-A stem-loop are poorly reactive 
in our hSHAPE-Seq experiments, independently of the maturation stage of the viral 
particles (Figure 61 A to F). This is consistent with published models except for 
positions A76-A78 reported as highly reactive (319, 375, 383, 422, 426). Positions A76-
A78 are part of the AAUAAA polyadenylation signal localised in the apical loop (41). 
 

This stem-loop has been proposed to be paired with the SL1 domain by the team of 
B. Berkhout. In this model, the 5’-UTR structure is an equilibrium between the LDI 
structure with the poly-A and SL1 domains paired and the BMH structure with the 
Poly-A and SL1 domains folded separately (191). This model has been further 
detailed in the review article “The Life-Cycle of the HIV-1 Gag–RNA Complex” 
published in “Viruses”. Nevertheless, this LDI-BMH is not supported by ex vivo and in 
vivo chemical probing of HIV-1 gRNA (319, 383, 422, 426). 
 

Figure 61 
Evolution of the Poly-A domain of HIV-1 gRNA during the proteolytic cascade of Pr55Gag. 
hSHAPE-Seq reactivity intensities, of PR-, intermediates and mature samples are placed on a 
published model (426).  
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Concerning the apical loop, positions G79-C85 and G443-C449 are poorly reactive 
(Figure 61 A to C and 62 A). Nucleotides C445-A446 and C449 exhibit a higher 
reactivity from the Step 2 to the mature stage (Figure 61 D to F and 62 F), consistent 
with data from Wilkinson et al. on the mature virus (426). Interestingly, the 4 
nucleotides flanking the G443 to C449 region are highly reactive at all processing 
steps except Step 1 and Step 1.1 (Figure 61 A to F). Whether this fact is biologically 
relevant is difficult to assess with only one replicate. In addition, the reactivity profile 
of these two sites is different when comparing data from PR- particles treated or not 
with DMSO (Figure 62 A and 63 A), with one of the two DMSO-treated PR- particles 
replicate consistent with untreated samples. 

Interestingly, hSHAPE-Seq results correlate with the proposed involvement of the Poly-
A stem-loop in a long-range interaction. This pseudoknot implicates the Poly-A apical 
loop (positions G79-C85 in NL43 isolate) and nucleotides in the matrix coding region 
(positions G443-C449 in NL-43 isolate). The heptanucleotide sequence has been 
identified in vitro by mobility-shift assay, enzymatic probing, ladder selection and 
antisense oligonucleotide mapping in the Mal isolate (324) and confirmed by 
chemical probing performed ex viro (383, 422) as well as in viro (426) in the NL-43 
isolate.  
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Regarding the AT-2 treatment, no difference was observed in the Poly-A domain 
between DMSO and AT-2 treated PR- and mature particles (Figure 63 A and F). These 
results are in contradiction with Wilkinson et al. reporting a structure-destabilising 
activity of NCp7 at positions U75-G79 (426) and Kenyon et al. reporting a Pr55Gag 
binding site (225). 
 
 
 
 

Figure 62 
Evolution of the pseudoknot implicating positions G79-C85 and G443-C449 of HIV-1 gRNA 
during the proteolytic cascade of Pr55Gag. 
SHAPE reactivity intensities, obtained by hSHAPE-Seq, of PR-, intermediates and mature samples 
are placed on a published model (426).  
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The limited reactivity of the polyadenylation signal is in line with the recent finding by 
our laboratory that a functional 5’ polyadenylation signal is required for optimal 
packaging of the gRNA (Smyth et al., in preparation). Indeed, it seems that 
recruitment of (at least part of) the cellular cleavage and polyadenylation 
machinery favours gRNA packaging and these proteins are therefore likely 
incorporated into viral particles, where they might protect the polyadenylation signal 

Figure 63 
Effect of the AT-2 treatment on the pseudoknot implicating positions G79-C85 and G443-C449 
of the HIV-1 gRNA from PR- and mature particles. 
SHAPE reactivity obtained by hSHAPE-Seq, of PR- and mature samples is placed on a published 
model (426). Virus particles were treated with AT-2 or DMSO as a negative control, prior to NMIA 
modification.  
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from chemical modification. In addition, the absence of effect upon AT-2 treatment 
on the polyadenylation signal coincides with the hypothetical protection mediated 
by cleavage and polyadenylation specificity factor (CPSF), with no ZF structure 
(Figure 63 A and F). 
 

III.3.3	The	PBS	domain	
 
A decreased reactivity is observed for some of the 18 nucleotides (positions U182-
C199) constituting the PBS during the maturation process. Nucleotides U182, G184, 
C193 and A194 are highly modified in PR- particles treated or not with DMSO (Figure 
64 A and 65 A) and become unreactive from the Step 1 stage to the completion of 
maturation (Figure 64 B to F). These results correlate with the formation of an internal 
stem-loop in the un-annealed PBS site, observed in vitro (4, 375) and in viro, in PR- 
particles (375) with G190-A194 corresponding to the apical loop. In mature particles 
(Figure 64 F), positions U182-C199 of the PBS involved in the annealing the 3’ end of 
the tRNALys,3  stem acceptor are unreactive, indicating the stable annealing of the 
tRNALys,3 to these 18 nucleotides (262, 281). Localisation of the Acceptor stem of the 
tRNALys,3 and the three additional sites interacting with the PBS domain is highlighted 
in Figure 5 (in the Introduction part II.2.4.2 tRNALys,3 annealing and packaging). 

In addition, positions C179-U182 and A214-A216 located at each end of the PBS 
large loop are highly reactive in PR- treated or not with DMSO (Figure 64 A and 65 A). 
The reactivity profile of these nucleotides is similar in processing intermediates (Figure 
64 B to E) and significantly decreased in mature particles treated or not with DMSO 
(Figure 64 F and 65 F).  

The AT-2 treatment reveals several reactivity changes in the PBS loop (nucleotides 
C179-A216) with reduced reactivity at positions C179-U182, A214-A216, C193-A194 in 
PR- particles (Figure 65 A) whereas the reactivity profile at positions G181-U182 and 
A214 is increased in mature particles (Figure 65 F). These results indicate a 
conformational rearrangement of the PBS loop when ZF RNA-binding proteins, 
probably Pr55Gag, are dissociated and a structural stabilisation of the PBS loop 
mediated by NCp7. 

Regarding the other regions of the PBS domains interacting with tRNALys,3, the C-rich 
(positions C142-A147) and A-rich (positions G167-A170) loops are unreactive in PR- 
mutant (Figure 64 A and 65 A) and maturation intermediates (Figure 64 B to E). These 
regions are unreactive as well in mature particles (Figure 64 F and 65 F), respectively 
because the variable loop of tRNALys,3 interacts with the C-rich region (194, 196) and 
the anti-codon loop is complementary to the A-loop (160, 193, 194, 196).  

Upon AT-2 treatment of PR- particles, the reactivity profile of the upper PBS stem 
decreases at positions A136, A138, A147, A157 and G162, indicating a 
conformational rearrangement of the upper stem when ZF RNA-binding proteins, 
probably Pr55Gag, are dissociated (Figure 65 A). Interestingly, the reactivity profile of 
the C-rich (C142-A147) and the A-rich (G167-A170) loops is unchanged after AT-2 
treatment and remains unreactive. This absence of reactivity is also noticed in 
maturation intermediates (Figure 64 B to E). In AT-2-treated mature particles, only 
positions G162 and G164, located in the loop 5’ to the annealing site of the anti-
codon loop of tRNALys,3, are highly modified (Figure 65 F). 
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In addition, a slight decrease of reactivity is noticed at positions U156 and A157 after 
AT-2 treatment of both PR- and mature particles implicating a destabilisation effect 
of Pr55Gag and NCp7 at this site (Figure 65 A and F). This effect by NCp7 has been 
previously reported (426), strengthening these results. However, modification of U156 
and A157 is weaker in untreated virus particles (Figure 64 A to F). Nucleotides G181, 
U182, G202, G208 and A214 have an increased reactivity as previously reported (375) 
and indicate NCp7 binding sites, not described in Wilkinson et al. (426).  

Figure 64 
Evolution of the PBS domain of HIV-1 gRNA during the proteolytic cascade of Pr55Gag. 
SHAPE reactivity, obtained by hSHAPE-Seq, of PR-, intermediates and mature samples is placed 
on a published model (426).  
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To briefly summarise these results, the PBS is less tightly bound by the tRNALys,3 stem 
acceptor in PR- particles and the optimal annealing of the PBS is achieved at the 
mature stage. These results correlate with multiple pieces of evidence suggesting 
that annealing can be achieved either by the NC domain within Pr55Gag (70, 138, 
168, 186, 363, 364, 375) or by NCp7 (72, 115, 173, 375, 402, 426) and leading to an 
improved ability to induce RT with NCp7 (168, 364). These proteins probably help the 
annealing of the tRNALys,3. In addition, the complementarity between the PBS 
sequence and the stem acceptor of tRNALys,3 is not sufficient to efficiently initiate 
RTion and additional interactions between the tRNALys,3 with the A-rich and C-rich 
loops and the HIV-1 gRNA being required (197, 263). Results obtained by the hSHAPE-
Seq approach suggest that the variable loop and the anti-codon loop of tRNALys,3 
could potentially be annealed to the tRNALys,3 immediately after gRNA packaging 
and viral assembly, with the stability of these interactions increasing during 
proteolytic processing of Pr55Gag. Moreover, the destabilising activity of Pr55Gag on 
the upper stem seems required for the annealing of the variable loop and the anti-
codon loop of tRNALys,3. At the mature stage, NCp7 probably binds to positions G162 
and G164 and increases binding stability of the variable loop and the anti-codon 
loop of tRNALys,3. This structuration of the upper stem implicates the double-stranded 
region composed of nucleotides C134-U141 and A171-G178 which seems only 
perfectly stable at the final stage of maturation (Figure 64 A to F and 65 A and F). 

Our hSHAPE-Seq results show that nucleotides C218, A220, G221 and G223 are 
reactive in the PR- and maturation intermediate particles, (Figure 64 A to E). The 
reactivity of these nucleotides decreases from the Step 2 to the mature stage with 
only A220 remaining reactive (Figure 64 F). By contrast, nucleotides G123-G130 are 
not reactive in any maturation stage (Figure 64 A to F). Thus, nucleotides C218-G223 
do not seem to be paired with positions C125-U131. Interestingly, AT-2-treated mature 
particles exhibit an increased reactivity of nucleotides A220, G221 and G223 
suggesting the presence of an NCp7 binding site (Figure 64 F) whereas Pr55Gag does 
not seem to be present at this site (Figure 64 A). This absence of reactivity for 
positions C218-G223 in mature particles is thus misinterpreted when proposing a 
secondary structure model (319, 383, 422) and surprisingly NCp7 deprotection was 
not detected upon AT-2 treatment in the study by Wilkinson et al. (426).  
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The TYC arm of tRNALys,3, localised between the variable loop and the stem 
acceptor, has been proposed to interact with nucleotides G123-G130, an 8-
nucleotide sequence in the U5 region termed the Primer Activation Signal (PAS). This 
interaction, proposed by the team of B. Berkhout (29–32), has been analysed by 
NMR (387), but its existence could not been conclusively demonstrated by probing 
experiments due to alternative nucleotide pairing possibilities (159, 160, 194). The 
team of B. Berkhout proposed a mechanism involving the PAS sequence to regulate 

Figure 65 
Effect of the AT-2 treatment on the PBS domain of HIV-1 gRNA from PR- and mature particles. 
SHAPE reactivity, obtained by hSHAPE-Seq, of PR- and mature samples is placed on a published 
model (426). Virus particles were treated with AT-2 or DMSO as a negative control, prior to NMIA 
modification.  
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the RTion initiation (31). This sequence, initially base-paired in the U5 leader stem, 
anneals with the TYC arm in the tRNALys,3, stabilises primer annealing and stimulates 
RTion (2). Indeed, they describe this interaction as dynamic and favoured by NCp7 
inducing a destabilisation of the hairpin. The timing of RTion initiation would therefore 
be controlled thanks to the proteolytic processing of Pr55Gag and the release of 
NCp7.  In addition, the team of M. Summers shows by NMR that positions C127-G129 
are paired with C219-G221 (220). However, our results suggest that the TYC arm of 
the tRNALys,3 already binds to the PAS in PR- immature particles. Thus, nucleotides 
C218-G223 do not seem to be paired with positions C125-U131. 

Surprisingly, nucleotides C151-U154 located at the apical loop of the upper stem are 
noticed as unreactive independently of the maturation stage of the viral particles 
(Figure 64 A to F) as previously shown (319, 375, 383, 422, 426). Nevertheless, the 
reactivity profile of this potentially protein-binding site remains unchanged with an 
AT-2 treatment in the case of PR- and mature particles (Figure 65 A and F). Since 
tRNALys,3 annealing has been suggested to be facilitated by the viral protein Vif (182, 
341) and the cellular RNA helicase A (433), these proteins could potentially protect 
this apical loop. 
 

III.3.4	The	packaging	signal	
 
The packaging signal encompasses the SL1, SL2, SL3 and SL4 stem-loops (12, 43, 88, 
91, 175, 185, 260, 320). The other domains composing the 5’-UTR have also been 
proposed for  optimal gRNA packaging (90, 119, 179, 362). 
 

III.3.4.1	SL1	domain	

Two main higher-order structure models of the SL1 domain differing by their length 
have been proposed in published models of the 5’ region of the HIV-1 gRNA, based 
on chemical probing studies: 

- The short SL1 domain comprises positions C243-G277 (319, 368, 383). The short SL1 
domain comprises the upper stem-loop containing the six nucleotide self-
complementary sequence mediating gRNA dimerization (322, 386), an A271-G273 
internal loop comprising nucleotides G247, A271, G272 and G273, and the in-
between stem constituted by nucleotides C243-G246 base-paired to C274-G277. 
Smyth et al. study argues for the existence of a short SL1 domain, because the MIME 
technique suggests that Pr55Gag does not recognise the extended SL1 domain (388).  

- The extended SL1 domain comprises positions C236-G282 (422, 426). The 
extended SL1 domain contains the short SL1 prolonged by an internal loop 
comprising nucleotides A239-A242 G278 and G279 and a lower stem containing 
nucleotides C236-C238 base-paired to G280-G282. An even longer SL1 domain 
comprising a few nucleotides of the SL2 domain (nucleotides G283-A286) has been 
proposed (174) but Sakaguchi et al. demonstrated that the 17-nucleotide SL2 
structure is biologically functional, strongly suggesting that this longer SL1 structure 
does not exist (175, 365). 

In mature particles treated or not with DMSO, the 6 self-complementary nucleotides 
mediating gRNA dimerisation are unreactive (Figure 66 F and 67 F), which is 
expected since these nucleotides are involved in a kissing-loop interaction. This 
reactivity profile is similar in PR- viral particles treated or not with DMSO and in viral 
particles blocked at intermediate maturation stages (Figure 66 A to F and 67 A). This 
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kissing-loop interaction is further supported by the absence of reactivity change 
upon AT-2 treatment (Figure 67 A and F).  
 

The self-complementary is preceded and followed by two and one purines, 
respectively A255-A256 and A263, in the apical loop. Positions A255 and A256 exhibit 
an intermediate reactivity from the immature to the mature stage of maturation 
(Figure 66 A to F) with a slightly higher reactivity profile for A255. Whereas AT-2 
treatment does not impact the reactivity of A255 and A256 in PR- particles (Figure 67 
A), an increased reactivity of A255 is noticed in mature particles (Figure 67 F). 
Nucleotide A263 appears unreactive from the immature to the fully mature stage 
(Figure 66 A to F), even after AT-2 treatment.  

The lack of reactivity of A263 is in keeping with the fact that this purine is stacked 
inside the kissing-loop complex, as observed by X-ray crystallography (133). The 
reactivity profile of A255-A256 and A263 correlates well with published data 
obtained by chemical probing in solution (383, 422, 426), crystallography (133) and 
NMR (106, 220, 233, 234, 253, 301, 413), even if positions A255 and A256 have a higher 
reactivity. However, no NCp7 binding site was detected at these positions by 
Wilkinson et al. whereas hSHAPE-Seq data suggest NCp7 binding at this location 
(426).  These three purine residues have been demonstrated to be required for 
efficient RNA dimerisation (325, 385).  

Figure 66 
Evolution of the SL1 domain of HIV-1 gRNA during the proteolytic cascade of Pr55Gag. 
SHAPE reactivity, obtained by hSHAPE-Seq, of PR-, intermediates and mature samples is placed 
on a published model (426).  
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In addition, our hSHAPE-Seq data show positions G254 and C264 weakly modified in 
PR- particles (Figure 66 A) whereas these nucleotides seem to be base-paired from 
the Step 1 stage (Figure 67 B to F). The team of Sakuragi recently proposed a larger 
hairpin loop with positions G254 and C264 unpaired. They postulated this extended 
apical loop to form thanks to the assistance of a chaperone, presumably NCp7 
(368).  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 67 
Effect of the AT-2 treatment on the SL1 domain of HIV-1 gRNA from PR- and mature particles. 
SHAPE reactivity, obtained by hSHAPE-Seq, of PR- and mature samples is placed on a published 
model (426). Virus particles were treated with AT-2 or DMSO as a negative control, prior to NMIA 
modification.  
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In vitro footprinting analysis of the U253-A263 region with Pr55Gag, GagDp6, NCp15, 
NCp9 and NCp7 
 
Nucleotides G257-C262, involved in gRNA dimerisation are not reactive with any of 
the different proteins and demonstrate that the gRNA is in the dimeric conformation 
(Figure 68 A to D). Pr55Gag induces a strong protection of nucleotide A256 (Figure 68 
A). This protection is not visualised in viro in PR- particles with no reactivity change of 
this position following an AT-2 treatment (Figure 67 A). Upon NCp15 and NCp9 
binding, nucleotide A256 is still protected (Figure 68 B and C) and this protection is 
totally lost with NCp7 (Figure 68 D). These results correlate with the absence of 
reactivity change of nucleotide A256 in viro following AT-2 treatment of mature 
particles. In addition, nucleotide A255 is in vitro weakly protected by NCp7 and this 
protection correlates with the increased reactivity noticed in viro following AT-2 
treatment. However, intensity of NCp7 protection is observed higher in viral particles 
(Figure 67 F and 68 D). GagDp6 induces a reduced protection of nucleotide A256 
compared to Pr55Gag and the protection of position A255 is lost (Figure 68 A and E). 
Taken together, in vitro footprint mediated by NCp15, NCp9 and NCp7 is 
representative of their behaviour in the viral particle with, however a slight variation 
of intensities, probably due to the difference of environment applied for in vitro and 
in viro experiments.  
 

Figure 68 
Structural analysis of the U253-A263 
region of HIV-1 gRNA in the presence 
of Pr55Gag, GagDp6, NCp15, NCp9 
and NCp7. 
SHAPE profiles of the U253-A263 gRNA 
region either alone (in black); in 
complex with Pr55Gag, NCp15, NCp9 
or NCp7 (in red); RNA-protein 
complex treated with proteinase K 
before chemical probing is 
performed to detect putative RNA 
chaperone effects of the proteins (in 
orange). These results are the 
average of nine biological replicates 
for the RNA only condition and three 
biological replicates for the RNA-
protein complex and the proteinase 
K treatment conditions. The sample 
variability is indicated by SEMs.  
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Regarding the upper internal loop, positions A271-G273 are unreactive/weakly 
reactive independently of the maturation stage of the viral particle (Figure 66 A to F). 
Nucleotides A269-G272 becomes reactive after AT-2 treatment of PR- particles 
(Figure 67 A) and even more reactive in AT-2-treated mature particles (Figure 67 F). 
This deprotection induced by AT-2 was confirmed when SHAPE was analysed by 
PAGE on PR-, Step 1.1 and mature particles (Figure 69 A, B and C). These results 
highlight the presence of a ZF RNA binding protein, demonstrated to be Pr55Gag in 
immature PR- particles (4, 48, 388) and NCp7 (426) in mature particles. Although SL3 
has historically being considered as the primary Pr55Gag binding site leading to gRNA 
packaging, our team determined that Pr55Gag primarily binds to the SL1 domain. A 
variety of biophysical, biochemical and footprinting assays has been used to 
demonstrate that Pr55Gag efficiently binds to the upper part of the SL1 domain, and in 
particular its internal loop (4, 48). The MIME technique confirmed that Pr55Gag binding 
was significantly impaired when point substitutions were introduced in the SL1 
domain (388). Recently, Sakuragi et al. ex vivo demonstrated the importance of 
nucleotides G247 and G272-G273, in an exposed conformation, for both dimerisation 
and replication (368), thus reinforcing the existence of the primary Pr55Gag binding 
site in the upper internal loop of SL1. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 69 
Probing of the HIV-1 gRNA inside PR-, Step 1.1 and mature particles, incubated or not with the 
AT-2 zinc ejector. 
Primer extension (p365 Rv) of the untranslated gRNA region, modified in PR-, Step 1.1 and 
mature virus particles with NMIA, and analysed by denaturing PAGE. C1 control highlights 
natural RT stops whereas C2 control ensures that RNA modification took place inside the virus 
particle. NMIA concentrations of 3.9 and 7.8 mM were used. Position of modified nucleotides 
was determined thanks to the four sequencing reactions.  
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In vitro footprinting analysis of the G270-C274 region with Pr55Gag, GagDp6, NCp15, 
NCp9 and NCp7 
 
Pr55Gag induces a strong protection of nucleotides A271-G273 (Figure 70 A). This 
protection is visualised in viro in PR- particles with a reactivity increase of nucleotides 
A269-A271 following AT-2 treatment (Figure 67 A). Upon binding of NCp15, NCp9 and 
NCp7, nucleotides A271-G273 are still strongly protected (Figure 70 B, C and D), in 
keeping with the absence of reactivity of this upper internal loop in viro in Step 1, 
Step 1.1, Step 2, CA/Sp1 and mature particles (Figure 66 B to F). Binding of NCp7 is 
also detected in viro with the reactivity profile of nucleotides A269-G272 increasing in 
AT-2 treated mature particles (Figure 67 F). Pr55Gag and GagDp6 induce a similar 
protection of nucleotides A271-G273  (Figure 70 A and E). Taken together, the 
pattern of protection induced by the different proteins is identical in vitro (Figure 70 A 
to D) and correlates with the protection of the upper lateral loop observed in viro 
(Figure 66 A to F and 70 A to D).  

 
  

Figure 70 
Structural analysis of the G270-C274 
region of HIV-1 gRNA in the presence of 
Pr55Gag, GagDp6, NCp15, NCp9 and 
NCp7. 
SHAPE profiles of the G270-C274 gRNA 
region either alone (in black); in 
complex with Pr55Gag, NCp15, NCp9 or 
NCp7 (in red); RNA-protein complex 
treated with proteinase K before 
chemical probing is performed to 
detect putative RNA chaperone 
effects of the proteins (in orange). 
These results are the average of nine 
biological replicates for the RNA only 
condition and three biological 
replicates for the RNA-protein complex 
and the proteinase K treatment 
conditions. Sample variability is 
indicated by SEMs.  
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Positions A239-A242 and G278-G279 are unpaired and form the lower internal loop in 
the extended SL1 model. This lower internal loop is closed by base-pairing between 
nucleotides C236-C238 and G280-G282 (422, 426). Nucleotides C238-G241 appear 
highly reactive in our hSHAPE-Seq data independently of the maturation stage of the 
viral particle (Figure 66 A to F) and have the highest hSHAPE-Seq reactivity in the first 
550 nucleotides of the HIV-1 genome. Upon AT-2 treatment, reactivity becomes even 
higher in mature particles (Figure 67 F and 71), likely indicating a NCp7 binding site. 
These data are coincident with a previous in viro study (426). However, this site does 
not appear to bind Pr55Gag (Figure 67 A and 71) as shown in Carlson et al. (67).  
 

 
The upper and lower internal loop consist of guanines and adenines exclusively. The 
NC domain of Pr55Gag and NCp7 have been shown to preferentially bind to unpaired 
guanines and this may contribute to NCp7 binding to gRNA at these positions (141, 
142, 412, 414, 418, 426). The NMR structure of NCp7 bound to SL2 and SL3 apical 
loops also highlights this preferential NCp7 interaction (16, 112). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 71 
Comparison of SHAPE reactivity of positions A235-C245 in PR- and mature particles. 
Virus particles were treated with AT-2 or DMSO as a negative control, prior to NMIA 
modification.  
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In vitro footprinting analysis of the C236-U244 region with Pr55Gag, GagDp6, NCp15, 
NCp9 and NCp7 
 
Pr55Gag induces a strong protection of nucleotides G240-A242 in vitro (Figure 72 A). 
This protection is not as strong in viro in PR- particles (Figure 67 A). Upon NCp15 and 
NCp9 binding, nucleotides G241-A242 are still protected and nucleotides C238-A239 
exhibit a slight increase of reactivity (Figure 72 B and C). Interestingly, nucleotides 
A239-G240 are significantly rearranged upon complex formation with NCp7, as 
shown by a 3-fold increase of SHAPE reactivity, while the increase in reactivity 
caused by Gag∆p6, NCp15 and NCp9 is more limited (Figure 72 D). The reactivity of 
nucleotides G241-G242 is also increased by a 3-fold following AT-2 treatment of 
mature particles and could reflect a permanent structural rearrangement of these 
two nucleotides, even in absence of NCp7 (Figure 67 F), even if this is not visualised 
when RNA in complex with NCp7 is treated with proteinase K (Figure 72 D). 
Surprisingly, the footprint of Pr55Gag and GagDp6 proteins is not similar, with a 
structural rearrangement of nucleotides C238-A239 comparable to the one noticed 
with NCp15 and NCp9 (Figure 72 C and E).  
 

Figure 72 
Structural analysis of the C236-U244 
region of HIV-1 gRNA in the presence of 
Pr55Gag, GagDp6, NCp15, NCp9 and 
NCp7. 
SHAPE profiles of the C236-U244 gRNA 
region either alone (in black); in complex 
with Pr55Gag, NCp15, NCp9 or NCp7 (in 
red); RNA-protein complex treated with 
proteinase K before chemical probing is 
performed to detect putative RNA 
chaperone effects of the proteins (in 
orange). These results are the average of 
nine biological replicates for the RNA 
only condition and three biological 
replicates for the RNA-protein complex 
and the proteinase K treatment 
conditions. Sample variability is indicated 
by SEMs.  
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Finally, the overall profile of base pairs constituting the SL1 domain are consistent with 
NMR results obtained in the context of the packaging signal (220, 253) or alone (106, 
233, 234, 301, 413) and with chemical probing studies (319, 383, 422, 426). Positions 
C248-G254 and C264-G270 constituting the upper stem are unreactive, as well as 
C243-G246 and C274-G277 from the in-between stem (Figure 66 A to F). However, 
position C238 in the lower stem is detected as highly reactive independently on the 
maturation stage of the viral particle (Figure 66 A to F), suggesting that this position is 
unpaired. Position C238 is described as paired with nucleotide G280 in published 
models with an extended SL1 (422, 426) with, surprisingly, a reactivity below 0.5 in 
Wilkinson et al. (426).  

Interestingly, the AT-2 treatment renders nucleotides G275-G278, implicated in the in-
between stem and the lower internal bulge, highly reactive (Figure 67). This region is 
described as a stem in the mature conformation (319, 383, 422, 426) but the 
unreactive profile may have been misinterpreted. However, Wilkinson et al. did not 
detect a NCp7 binding site at this location (426). This increased reactivity profile after 
AT-2 treatment is not observed in PR- particles (Figure 67 A). This opened structure 
could be related to the formation of an extended duplex of the SL1 domain.  

The initial kissing-loop dimer has been proposed to form an extended dimer duplex, 
resulting in the stabilisation of the SL1 domain by additional inter-molecular base-
pairs. This extended dimer is promoted by NCp7 at physiological temperature or 
strongly facilitated in vitro by incubation at high temperature. Crystallography (24, 
133, 134), NMR (158, 220, 231, 302), in vitro dimerisation (307, 308, 310) and single-
molecule Förster resonance energy transfer (305) have provided insights of the 
extended duplex. However, these experiments were performed in vitro at non-
physiological conditions. Moreover, the kissing-loop complex in the context of the 
entire 5’-region of the HIV-1 gRNA was not successfully converted into an extended 
duplex in other in vitro studies (323, 325). It is nevertheless important to mention the 
sole in vivo study addressing this problem and suggesting the existence of this 
extended duplex of the SL1 domain and its requirement for viral replication (416) and 
the recent hypothesis for a larger site called “dimer interactive site” and mediating 
dimerisation (368).  

Regarding our hSHAPE-Seq data, the highly modified pattern of nucleotides G275-
G278 in AT-2-treated mature particles indicates the region comprising A269-G278 to 
be in an opened conformation mediated by NCp7. This opened conformation could 
be due to the formation of an extended duplex involving only the upper SL1 stem 
(nucleotides C248-G270). The existence of the extended duplex cannot be inferred 
from the chemical probing studies. But this extended duplex questions the existence 
of the lower SL1 stem (positions C236-C238 and G280-G282) in the extended SL1 
model due to steric constraints.  
 

III.3.4.2	G283-G325	region	comprising	SL2	and	SL3	domains	

Two different secondary structures were proposed in the early 90’s for SL2, with the 
apical loop comprising nucleotides G289-G292 (365) or A293-A296 (174). 
Compensatory mutants assayed in cell culture (175) indicated that the secondary 
structure of Sakaguchi et al. is functionally relevant in vivo, and NMR studies (16, 17) 
validated this model.  

Our hSHAPE-Seq results are in agreement with an apical loop comprising positions 
G289-G292.  
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Nucleotides G290-G292 appear highly reactive in PR- particles and in the Step 1 
intermediate (Figure 73 A and B). This region becomes poorly reactive from the Step 
1.1 stage with position U291 maintaining a medium reactivity (Figure 73 C to F). In 
mature particles, the averaged reactivity of positions G290-G292 in DMSO treated 
samples (n=3) is lower than in the control and better corresponds to the reactivity 
profile of previous stages in the proteolytic cascade of Pr55Gag (Figure 73 F and 74 F). 

Following AT-2 treatment of PR- particles, nucleotides U288 and G290-G292 are highly 
reactive, compared to the PR- particles treated or not with DMSO (Figure 73 A and 
74 A). This increased reactivity could reflect a Pr55Gag binding site located at the 
apical loop and correlates with the reactivity pattern of positions U288 and G290-
G292 in AT-2-treated mature particles (Figure 73 F and 74 F). In addition, the study of 
Wilkinson et al. validated this potential NCp7 binding site (426). An increased affinity 
of Pr55Gag processing intermediates and mature NCp7 is observed with an important 
decrease of the reactivity profile (16, 17). In addition, NCp7 binds to the SL2 domain 
with an affinity similar to that observed for the SL3 domain (89). The two ZFs bind to 
the exposed guanine nucleotides of the tetraloop with, however, other features 
significantly differing between the two complexes (16, 112). Moreover, the NMR 
structure of the SL2 domain in complex with NCp7 reveals that position G289 is 
stacked above the U288-A293 whereas the other nucleotides of the apical loop are 
available for potential interactions, perfectly correlating with hSHAPE-Seq data. 
 

 
In addition, positions G294-A296 become highly reactive in AT-2-treated PR- particles 
(Figure 74 A), whereas only the position G294 is unprotected in AT-2-treated mature 
particles (Figure 74 F). Positions U295 and A296 have been described as involved in a 
base-triple structure with position A286 (17), correlating with the reactivity profile 
found in mature particles. However, the increased reactivity profile after AT-2 
treatment questions the existence of this base-triple structure at the immature stage.  
In addition, nucleotides C284-G285 become highly reactive in AT-2-treated mature 
particles besides position G294 (Figure 74 F). These results could indicate a 
stabilisation of the SL2 domain mediated by Pr55Gag and NCp7.   
 

Figure 73 
Evolution of the G283-G325 region of HIV-1 gRNA during the proteolytic cascade of Pr55Gag. 
SHAPE reactivity, obtained by hSHAPE-Seq, of PR-, intermediates and mature samples is placed 
on a published model (426).  
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The SL2 extended duplex model, proposed recently by the team of M. Summers, 
involves the formation of the U5-AUG interaction and the subsequent refolding of the 
SL2 domain when gRNA dimerisation occurs (Figure 75). A three-way junction is 
formed with positions G283-A286 paired to positions U232-A235, G289-U291 (involved 
in the apical loop in the “classical” model) paired to A227-C229, U295-C299 paired 
to G119-U122, with positions C287, U288 and G292-G294 remaining unpaired (220).  

Whereas the SL2 apical loop is relatively unreactive in the mature gRNA, it does not 
mean that the SL2 domain is paired (Figure 73 F and 74 F). In addition, the SL2 apical 
loop becomes highly modified upon AT-2 treatment (Figure 74 F). Thus, our hSHAPE-
Seq data, as well as ex viro (383, 422) and in viro  (319, 426) data do not correlate 
with this model. As noticed in the published paper, this study was performed in 
absence of RNA chaperone proteins, questioning the in vivo validity of the three-way 
junction model. In addition, the team of B. Berkhout performed a phylogenetic 
analysis of the three-way junction and the conventional SL2 domain and concludes 
that the observed sequence variation is highly compatible with the SL2 hairpin 
structure whereas only poorly compatible with the three-way junction folding (300). 

 
Our hSHAPE-Seq data illustrate the strong structuration of the stem comprising 
positions C312-C316 paired with G321-G325, independently of the stage of 
maturation of the viral particle (Figure 73 A to F).  This stem-loop correspond to the 
consensus structure for the SL3 domain, composed of 14 nucleotides with 
nucleotides G317-G320 forming the apical loop (28, 89, 105, 365). This 14-nucleotide 

Figure 74 
Effect of the AT-2 treatment on the G283-G325 region of HIV-1 gRNA from PR- and mature 
particles. 
SHAPE reactivity, obtained by hSHAPE-Seq, of PR- and mature samples is placed on a published 
model (426). Virus particles were treated with AT-2 or DMSO as a negative control, prior to NMIA 
modification.  
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model has been further validated by NMR (112, 327) and correlates with recent ex 
viro (383, 422) and in viro (319, 426) chemical probing studies.  
 

 
The residues G318 and A319, located in the apical loop, are highly reactive during 
the first steps of the maturation process (i.e. in PR- and Step 1 viral particles) (Figure 
73 A and B). The apical loop becomes unreactive from Step 1.1 to the CA/Sp1 stage 
(Figure 73 B to E), whereas positions G318 and A319 are again highly reactive at the 
mature stage (Figure 73 F). This reactivity profile contrasts with the reactivity profile 
exhibited by these two residues in DMSO-treated mature particles (Figure 74 F). 
Nevertheless, despite these significant accessibility differences of the apical loop 
between PR- and mature particles treated or not with DMSO, the AT-2 treatment 
undeniably deprotects positions G317-A319, resulting in a pronounced increase of 
reactivity (Figure 74 A and F). 

The SL3 domain has historically been considered as the main packaging signal 
based on mutagenesis studies (12, 91, 92, 260, 271, 288, 361). However,  the exact 
deletion of the SL3 domain produce a more modest effect on packaging (175, 185) 
than previously observed with deletions of the SL3 domain plus flanking regions, 
which likely globally affect the structure of the 5’ region of the HIV-1 gRNA. In 
addition, while the primary Pr55Gag binding site has been shown to reside in the SL1 
domain, no Pr55Gag binding could be detected in the isolated SL3 domain by band-
shift assay (4). We demonstrated as well that the SL1 domain is more important than 
the SL3 domain for encapsidation (185).  Fluorescence spectroscopy further revealed 
that the SL3 domain displays a 3 to 8-fold lower Pr55Gag binding affinity compared to 
the SL1 domain (48). The lower binding of Pr55Gag to the SL3 domain is however not 
noticed in hSHAPE-Seq data. 

The three-dimensional NMR structure of NCp7 bound to the SL3 domain revealed a 
flexible tetraloop, with positions G318 and G320 exposed to the solvent and involved 
in NCp7 binding (112, 327). In addition, NCp7 binding exposes A319, rendering it 
reactive (16). These results correlate with high reactivity of A319 in an in vitro Pr55Gag 
footprint assay of the gRNA (4), in in viro probing studies (319, 426).   
 
 
 

Figure 75 
Description of RNA structures proposed by the team of M. Summers. 
These structures are proposed to promote gRNA packaging thanks to an interaction between 
AUG and U5 region. 



RESULTS 

 
 

111 

 
In vitro footprinting analysis of the C312-G325 region with Pr55Gag, GagDp6, NCp15, 
NCp9 and NCp7 
 
Pr55Gag, NCp15 and NCp7 protect nucleotides G317-G318 and G320 (Figure 76 A, B 
and D). Upon binding, these proteins expose residue A319 and increase its reactivity. 
In addition, this conformational rearrangement appears to be permanent, as 
proteinase K treatment does not reverse the increase of reactivity at this position 
(Figure 76 A, B and D). NCp9 and GagDp6 bind to nucleotides G317-G320 but do not 
structurally rearrange residue A319. Protection of nucleotides G317-G318 and G320 is 
also observed in viro from the immature to the mature stage (Figure 73 A to F) with 
these positions highly reactive after AT-2 treatment of PR- and mature particles 
(Figure 74 A and F). 
 Position A319 is highly reactive in PR-, Step 1 and mature particles. These results 
correlate with the absence of conformational rearrangement induced by NCp9, 
present in Step 1.1 and Step 2 intermediate particles (Figure 73 C and D). However, 
the reason for the absence of reactivity of A319 at the CA/Sp1 stage, in the 
presence of NCp7, is unknown (Figure 73 E).  
 

 
 
 
 

Figure 76 
Structural analysis of the C312-G325 
region of HIV-1 gRNA in the presence of 
Pr55Gag, GagDp6, NCp15, NCp9 and 
NCp7. 
SHAPE profiles of the C312-G325 gRNA 
region either alone (in black); in complex 
with Pr55Gag, NCp15, NCp9 or NCp7 (in 
red); RNA-protein complex treated with 
proteinase K before chemical probing is 
performed to detect putative RNA 
chaperone effects of the proteins (in 
orange). These results are the average of 
nine biological replicates for the RNA 
only condition and three biological 
replicates for the RNA-protein complex 
and the proteinase K treatment 
conditions. Sample variability is indicated 
by SEMs.  
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The SL2-SL3 linker (positions C300-A311) is divided in two parts exhibiting a different 
reactivity profile. Nucleotides C300-U306 are unreactive independently of the 
maturation stage of the viral particle (Figure 73 A to F) and remain unreactive after 
AT-2 treatment (Figure 74 A and F). Positions A304-A305 have been previously 
reported as highly reactive in vitro (4, 104, 426), ex viro (383, 422) and in viro (319, 
426). In addition, Pr55Gag binding induced a SHAPE reactivity enhancement at these 
two positions, implicating a Pr55Gag destabilising effect of positions A304-A305 (4). This 
reactivity profile is consistently not observed in the different samples composing the 
proteolytic cascade of Pr55Gag. 

In the second part of the linker (nucleotides U307-A311), nucleotides U307-U308 are 
reactive only in PR- and Step 1 particles (Figure 73 A and B) whereas position U309 is 
highly reactive from the immature to the mature stage (Figure 73 A to F). The 
reactivity of nucleotides U306-A311 becomes significantly higher following AT-2 
treatment of PR- particles (Figure 74 A) whereas this effect is less apparent in mature 
particles, with a moderate increase of reactivity at positions U308-G310 (Figure 74 F). 
Reactivity of positions U307-U309 in PR- particles is consistent with the SHAPE reactivity 
enhancement observed in the presence of Pr55Gag and suggests a Pr55Gag 
destabilising effect of positions U307-U309 (4). Results obtained after AT-2 treatment 
suggest a Pr55Gag binding site at positions U306-A311, exposing residues U307-U309. 
This hypothesis is consistent with the moderate increase in reactivity of positions U308-
G310 in AT-2-treated mature particles (Figure 74 F), reflecting a NCp7 binding site 
already reported by the team of K. Weeks (426). Reactivity of this site (nucleotides 
U307-A311) in hSHAPE-Seq experiments present an intermediate profile between a 
globally high reactivity pattern in some studies (383, 422, 426) and an absence of 
reactivity in another (319). The number of nucleotides with a high reactivity pattern 
and possibly implicated in ZF RNA binding proteins decreases during the proteolytic 
cascade with three nucleotides in PR-, Step 1 and Step 1.1 particles (U307-U309) 
(Figure 73 A to C) and only one from the Step 2 to the mature stage (position U309) 
(Figure 73 D to F). The Pr55Gag processing possibly explains these results with the 
production of smaller processing intermediates with different RNA binding 
parameters (Figure 73 A to F). In addition, position G310 is always unreactive, 
consistent with published models (4, 426). 
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In vitro footprinting analysis of the C300-U313 region with Pr55Gag, GagDp6, NCp15, 
NCp9 and NCp7 
 
As noticed with the in viro results, the SL2-SL3 linker is divided in two parts with 
different reactivity profiles. Pr55Gag, NCp15 and NCp9 induce a limited protection of 
nucleotides A301-A303 (Figure 77 A, B and C) and upon NCp7 binding, only 
nucleotide A301 is protected (Figure 77 D). However, this protection, mediated by 
Pr55Gag and to a smaller extend by NCp7, is not detected in viro in PR- and mature 
particles (Figure 74 A and F). Interestingly, reactivity of nucleotides U307-U309 
increases in presence of Pr55Gag, NCp15 and NCp7 (Figure 77 A, B and D). This 
increase in reactivity is strong in the presence of Pr55Gag, NCp15 and NCp7, with a 
significant variation between biological samples with Pr55Gag. This reactivity profile 
suggests that Pr55Gag, NCp15 and NCp7 bind to nucleotides A301-A303 and induce a 
conformational rearrangement of positions U307-U309. This conformational 
rearrangement is permanent with NCp15, semi-permanent with NCp7, whereas not 
permanent if Pr55Gag is removed (Figure 77 A, B and D). Surprisingly, neither NCp9 nor 
GagDp6 induce this conformational rearrangement (Figure 77 C and E). In viro, this 
second part of the linker is weakly modified at positions U307-U308 and highly 
modified at position U309 from the immature to the mature stage, (Figure 73 A to F), 
correlating with in vitro results. However, nucleotides U306-G310 become highly 
reactive in AT-2-treated PR- and mature particles, demonstrating the presence of a 
Pr55Gag and NCp7 binding site at these positions (Figure 74 A and F) whereas in vitro 
results suggest a structural rearrangement (Figure 77 A to D).  
 

 

Figure 77  
Structural analysis of the SL2-SL3 linker of 
HIV-1 gRNA in the presence of Pr55Gag, 
GagDp6, NCp15, NCp9 and NCp7. 
SHAPE profiles of the C300-U313 gRNA 
region either alone (in black); in complex 
with Pr55Gag, NCp15, NCp9 or NCp7 (in 
red); RNA-protein complex treated with 
proteinase K before chemical probing is 
performed to detect putative RNA 
chaperone effects of the proteins (in 
orange). These results are the average of 
nine biological replicates for the RNA only 
condition and three biological replicates 
for the RNA-protein complex and the 
proteinase K treatment conditions. Sample 
variability is indicated by SEMs.  
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III.3.4.3	Unique	5’-element,	CU-rich	region	and	the	SL4	domain	

In our hSHAPE-Seq results, positions U105-G116 in U5 are unreactive independently of 
the maturation stage of the viral particles (Figure 78 A to F) as well as after AT-2 
treatment of PR- and mature particles (Figure 79 A and F). This absence of reactivity 
correlates with a base-pairing of the nucleotides U105-G116. This region has been 
proposed to base-pair with the SL4 domain by B. Berkhout (191) and M. Summers 
(220, 231, 269) labs with the LDI-BMH model and the tree-way junction, respectively. 

The LDI-BMH model hypothesises the existence of a structural switch of the 5’ region 
of HIV-1 gRNA, with an equilibrium between two conformations, termed LDI and 
BMH. In the LDI conformation, the poly-A and the SL1 domain are base-paired 
whereas in the BMH conformation, the PBS, SL1, SL2 and SL3 domains are 
independently folded and the SL4 domain (A334-G344) is paired to nucleotides 
U105-G116. For the sake of simplicity, this interaction is called the U5-AUG interaction.  
The BMH conformation is supported by an enzymatic probing study (104) but with less 
confidence for the ds region implicating positions G106-G108 and U341-C343. This 
pattern has been confirmed by the team of K. Weeks with a slightly smaller number 
of nucleotides implicated in the U5-AUG interaction. In this model, positions G108-
C114 interact with G335-U341 (426).  

The team of M. Summers also proposed a conformational RNA switch implicating the 
U5-AUG interaction, based on NMR results (269). In the monomeric conformation, the 
apical loop of the SL1 domain (and not the entire SL1 domain as in the LDI 
conformation) interacts with nucleotides U105-G116 and residues spanning the gag 
AUG form the SL4 hairpin. In the dimeric conformation, the AUG domain (nucleotides 
G333-G344) base pairs with nucleotides U105-G116 in U5 (220).  

Nucleotides G333-G344, comprising the gag AUG, are mostly unreactive at the 
immature stage, except positions G338 and G340 appearing as weakly reactive 
(Figure 78 A). However, nucleotides G333-G344 become globally highly reactive 
following the AT-2 treatment of PR- particles (Figure 79 A). Interestingly, this increased 
reactivity pattern is even extended to a larger region than the SL4 region implicated 
in the U5-AUG interaction and extend to nucleotides A326-G346, with positions G329, 
G331, G335-A336 and G342 however remaining unreactive. Pr55Gag thus most likely 
protects this region.  
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The reactivity of nucleotides G329-A330, A332, G338, G340, A345 and A347 strongly 
increases when going from the immature stage to the Step 1 stage (Figure 78 B). This 
reactivity profile is reminiscent of the profiles observed with AT-2 treated mature, and 
to a lesser extend immature particles (Figure 79). This reactivity profile could indicate 
that NCp15 is unable to bind to this region once released from Pr55Gag. From the Step 
1.1 to the CA/Sp1 stage, nucleotides A326-G346 are unreactive (Figure 78 C to E), 
except positions A345-G346, which are weakly reactive at Step 2 and CA/Sp1 
stages, potentially indicating a protection of this region by Pr55Gag processing 
intermediates. The reactivity profile of this region for the Step 1.1 sample has also 
been obtained by PAGE (Figure 80 B) and confirms that positions A326-A327, G329-
A330, A332, A334 and A336-A337 are strongly modified, similar to the mature sample 
(Figure 80 C), though reactivity are detected at these positions in the C1 lane. This 
Step 1.1 reactivity profile slightly differs from hSHAPE-Seq data (Figure 80 C). 
 

Figure 78 
Evolution of the Unique-5’ element, the CU-rich region and the SL4 domain of HIV-1 gRNA 
during the proteolytic cascade of Pr55Gag. 
SHAPE reactivity, obtained by hSHAPE-Seq, of PR-, intermediates and mature samples is placed 
on a published model (426).  
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Figure 79 
Effect of the AT-2 treatment on the Unique-5’ element, the CU-rich region and the SL4 domain 
of HIV-1 gRNA from PR- and mature particles. 
SHAPE reactivity, obtained by hSHAPE-Seq, of PR- and mature samples is placed on a published 
model (426). Virus particles were treated with AT-2 or DMSO as a negative control prior to NMIA 
modification.  
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In the mature gRNA, the SL4 domain is highly modified upon AT-2 treatment and 
therefore highlights the impossibility for this region to be paired with positions U105-
G116 in U5 (Figure 79 and 81). Some inconstancies, mostly present at nucleotides 
A326-G344, are revealed when comparing mature samples treated or not with 
DMSO. These nucleotides in the three DMSO-treated replicates are unreactive 
(Figure 79 F) whereas some are found moderately to highly reactive in the untreated 
replicate (Figure 78 F). Positions A326, G328-A330, A332 and U337-G338 shown to be 
reactive correspond to the positions becoming reactive following AT-2 treatment 
(Figure 79 F).  

Thus, whether these positions are protected or not by NCp7, this region appears to 
be in a single-stranded conformation. This hypothesis is further supported by the 
reactivity profile of this region obtained by PAGE (Figure 80 C), which shows that 
positions A326-A327, G329-A330, A332, A334 and A336-A337 are strongly modified.  

The structure of the SL4 domain, folded as an hairpin (28, 89, 105, 287), has been 
solved by NMR, describing the stem as unstable (226) and constituting a weak NCp7 
binding site (18). The SL4 domain has also been proposed to be unfolded with 
positions A326-A327, A330, A332, A334 and A336 highly reactive (319), correlating 
with hSHAPE-Seq data. 

Therefore, the reactivity of the SL4 domain indicates the impossibility for the U5-AUG 
interaction to exist in immature PR- and mature particles. Surprisingly, the team of K. 
Weeks does not observe a protection of the SL4 domain by NCp7 (426). 
 
 
 
 
 
 
 
 

Figure 80 
Probing of the HIV-1 gRNA inside PR-, Step 1.1 and mature particles, incubated or not with the 
AT-2 zinc ejector. 
Primer extension (p365 Rv) of the 5’ region of the HIV-1 gRNA region, modified in viro with NMIA 
in PR-, Step 1.1, and mature virus particles analysed by denaturing gel electrophoresis. C1 
control reveals natural RT stops whereas C2 control ensures that RNA modification was 
performed inside the virus particle. NMIA concentrations of 3.9 and 7.8 mM were used. Position 
of modified nucleotides was determined thanks to the four sequencing reactions.  
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During the Pr55Gag proteolytic cascade, nucleotides involved in the CU-rich region 
(positions U228-C233) are not reactive (Figure 78 A to F), and their reactivity is not 
affected by the AT-2 treatment (Figure 79 A and F). The CU-rich region has first been 
proposed to interact with the AG-rich region (G329-A334) by the group of A. Lever 
(174). This long-range interaction is supported by one in viro study (426) and 
proposed in two ex viro studies (383, 422). Several other models of this CU-rich region 
have been proposed (3, 19, 105, 191, 220, 231, 361). Thus, the CU-rich region must be 
interacting elsewhere in the genome, since our hSHAPE-Seq data indicating it 
cannot interact with the AG-rich region. High reactivity of nucleotides in the AG-rich 
region was also obtained by in viro (319) and ex viro (383, 422) chemical probing. 

In addition, nucleotides G223-A225, strongly modified up to the Step 1.1 stage (Figure 
78 A to C), and weakly modified at Step 2 and CA/Sp1 stages (Figure 78 D to E), 
seem protected by NCp7 (Figure 78 F). These three nucleotides exhibit an increased 
reactivity following AT-2 treatment of mature particles (Figure 79 F). These results are 
consistent with a previously reported NCp7 binding site (426).  
 

III.3.5	A336-A543	region:	the	first	nucleotides	of	the	gag	coding	region	
 
Regarding positions G339-U341, three studies proposed that these nucleotides are 
paired with the U5 region (383, 422, 426). However, as discussed above, our hSHAPE-
Seq data are not in favour of this U5-AUG interaction, as the reactivity pattern of 
positions A326-G338 increases in mature viral particles following AT-2 treatment 
(Figure 82 F). However, positions G339-U341 remain unmodified (Figure 82 F), thus 
suggesting these nucleotides are paired. A recently published model (116) propose 
that these nucleotides are involved in a stem composed of G339-C343 and G348-
C352. This alternative structure is consistent with our hSHAPE-Seq results showing that 
nucleotides A345-G346, located in the apical loop in the model of Deforges et al., 
are highly modified following AT-2 treatment (Figure 83 F) whereas positions G348-
C352 are unreactive (Figure 82 F and 83 F). Following this G339-C352 stem-loop, 

Figure 81 
Evolution of the reactivity of the SL4 domain of HIV-1 gRNA during processing of Pr55Gag. 
The sum of SHAPE reactivity of nucleotides A326-U341 was calculated for PR-, intermediate and 
mature samples, as well as for AT-2-treated PR- and mature samples.  
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Deforges et al. proposed a long-distance interaction involving nucleotides G354-
A359 and U572-C577, which is not consistent with the decreased reactivity of 
positions U358-A360 following AT-2 treatment (Figure 82 F and 83 F). The region 
encompassing nucleotides G338-G363 is differently represented in every model with 
one (422) or two (426) stem-loops or as a single-strand (383). This highlights the 
existing inconsistency between the few available secondary structure models of the 
gag coding region, determined from in vitro (116, 353), ex viro (383, 422) or in viro 
(426) data. 

There is an agreement that nucleotides G361-G367 form a long-distance interaction, 
but the interacting sequence is not the same in the different model. Nucleotides 
G364-A368 (426) or  G363-A368 (116) are proposed to be paired with U534-U538 or 
U534-U539, or alternatively nucleotides G361-G365 (422) or G363-G367 (383) would 
be paired with C746-C750 or A745-C750. Depending on the study, positions A745-
C750 are shown to be unreactive (426) or highly modified (116), and were not 
studied in our hSHAPE-Seq approach. The long-distance interaction with nucleotides 
U534-U538 is consistent with our hSHAPE-Seq results showing no reactivity of this 
region from the immature to the mature stage (Figure 82 A to F), even after AT-2 
treatment of PR- and mature particles (Figure 83 A and F).  
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Figure 82 
Evolution of the first 200 nucleotides of the gag coding region of HIV-1 gRNA during the 
proteolytic cascade of Pr55Gag. 
SHAPE reactivity, obtained by hSHAPE-Seq, of PR-, intermediates and mature samples is 
represented on a published model (426). The heptanucleotide sequence implicated in the 
pseudoknot formed between the Poly-A apical loop (positions G79-C85) and nucleotides in the 
matrix coding region (positions G443-C449) is represented by the black box. 
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 Figure 83 
Effect of the AT-2 treatment on the first 200 nucleotides of the gag coding region of HIV-1 gRNA 
from PR- and mature particles. 
SHAPE reactivity, obtained by hSHAPE-Seq, of PR- and mature samples are placed on a 
published model (426). Virus particles were treated with AT-2 or DMSO as a negative control 
prior to NMIA modification. The heptanucleotide sequence implicated in the pseudoknot 
formed between the Poly-A apical loop (positions G79-C85) and nucleotides in the matrix 
coding region (positions G443-C449) is represented by the black box. 
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The reactivity profile of nucleotides G369-A379 evolves during the Pr55Gag proteolytic 
cascade (Figure 84). In PR- particles, positions U372-A374 and A378-A380 have a 
moderate reactivity (Figure 82 A) that increases for nucleotide A374 and is lost for 
positions A378-A379 at Step 1 and Step 1.1 stages (Figure 82 B and C). The AT-2 
treatment does not change the reactivity profile of PR- particles, suggesting that 
nucleotides G369-A379 are unpaired (Figure 83 A). From Step 2 to the mature stage 
(Figure 35 D to F), positions U372-A374 and A378-A380 display an intermediate 
reactivity level, slightly higher in DMSO-treated mature samples (Figure 36 F) than in 
the untreated condition (Figure 82 F). These nucleotides become unmodified 
following AT-2 treatment of mature particles (Figure 83 F), suggesting a 
destabilisation effect of this region mediated by NCp7, but which was not detected 
by the team of K. Weeks (426). These results are in agreement with three published 
models describing this region as highly reactive and in a single-stranded 
conformation (383, 422, 426).  

 
In addition, nucleotides A387-U397, which are equally reactive in untreated PR- viral 
particles, treated with DMSO or AT-2 (Figure 83 A), and in Step 1 to CA/Sp1 viral 
particles (Figure 82 B to E) have a decreased reactivity profile following AT-2 
treatment in mature particles (Figure 83 F). This region, which is involved in a stem-
loop conformation (116, 353, 426) or a long-distance interaction (383, 422) in 
published models, could also be destabilised by NCp7.  

The two GC-rich regions comprising nucleotides A398-G407 and U476-U485 are not 
reactive at any maturation stage (Figure 82 A to F) and their reactivity profile is 
unchanged following AT-2 treatment of PR- and mature particles (Figure 83 A and F). 
These two regions interact together in all existing HIV-1 secondary structure models 
(116, 353, 383, 422, 426), in agreement with our hSHAPE-Seq data. The region 
comprising positions G408-A475 is highly modified at all mature stages (Figure 82 A to 
F). The reactivity profile of DMSO-treated mature particles (Figure 83 F) is slightly 
higher than the untreated condition (Figure 82 F) and is in better agreement with 
results obtained for the processing intermediates and published data (116, 353, 383, 
422, 426).  

Figure 84 
Evolution of the reactivity of nucleotides G369-A379 of HIV-1 gRNA during processing of Pr55Gag. 
The sum of SHAPE reactivity of nucleotides G369-A379 was calculated for PR-, intermediate and 
mature samples, as well as for AT-2-treated PR- and mature samples.  
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The significant decrease of reactivity at positions A414-U436 and A454-U476 in AT-2-
treated mature particles suggests that these regions are destabilised by NCp7 (Figure 
82 F and 85). In addition, positions G443-C449, described to be involved in the 
pseudoknot with the Poly-A apical loop (G79-C85) are unmodified from the 
immature to the Step 1.1 stage (Figure 82 A to C). From the Step 2 stage to the 
completion of maturation, nucleotides C445-A446 becomes weakly modified and 
C449 highly reactive (Figure 82 C to F). This increased reactivity (Figure 86) profile is 
consistent with the models published by the team of K. Weeks (422, 426) and further 
questions the involvement of C449 in the pseudoknot interaction in the mature 
conformation. In addition, 4-5 highly reactive nucleotides flank the pseudoknot, 
except at Step 1 and Step 1.1 stages (Figure 82 A to F and 87). Nucleotides U439-
G442 and A450-G453 are highly accessible, probably due to the long-distance 
interaction of nucleotides G443-C449 with the Poly-A apical loop, imposing steric 
constraints.   

 
 

Figure 85 
Evolution of the reactivity of nucleotides G408-A437 and A454-A475 of HIV-1 gRNA during 
processing of Pr55Gag. 
The sum of SHAPE reactivity of nucleotides G408-A437 and A454-A475 was calculated for PR-, 
intermediate and mature samples, as well as for AT-2-treated PR- and mature samples.  
 

Figure 86 
Evolution of the reactivity of nucleotides G443-C449 of HIV-1 gRNA during processing of 
Pr55Gag. 
The sum of SHAPE reactivity of nucleotides G443-C449 was calculated for PR-, intermediate 
and mature samples, as well as for AT-2-treated PR- and mature samples.  
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The G501-U526 region presents a moderate reactivity profile with positions A507, 
A513-U514 and A516-G519 highly reactive (Figure 82 A to F). Interestingly, this 
reactivity profile is significantly decreased following AT-2 treatment of PR- and 
mature particles (Figure 83 A and F); this could reflect destabilisation of this region by 
both Pr55Gag and NCp7. Both the U486-A500 and A527-A533 regions are highly 
modified in PR- particles, without or with AT-2 treatment (Figure 82 A and 83 A). 
Nucleotides U486-A500 remain highly reactive during the whole maturation process 
(Figure 82 B to F and 88). The slight decrease of reactivity after AT-2 treatment of 
mature particles could reflect a NCp7 destabilising activity, which was however not 
previously reported (426). The reactivity profile of positions A527-A533 is increased in 
DMSO-treated mature particles (Figure 83 F) compared to the untreated condition 
(Figure 82 F), rendering the interpretation of AT-2-treated samples difficult.  

 

Figure 87 
Evolution of nucleotides G438-G442 and A450-G453 of HIV-1 gRNA during the proteolytic 
cascade of Pr55Gag. 
The sum of SHAPE reactivity from nucleotides G443-C449 has been calculated for PR-, 
intermediate and mature samples in addition to AT-2-treated PR- and mature samples.  

Figure 88 
Evolution of the reactivity of nucleotides U486-A500 of HIV-1 gRNA during processing of Pr55Gag. 
The sum of SHAPE reactivity of nucleotides U486-A500 was calculated for PR-, intermediate and 
mature samples, as well as for AT-2-treated PR- and mature samples.  
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IV. Mechanism	of	action	of	protease	inhibitors	
 
Another goal of my PhD project was to assess the impact of PIs on the structural 
maturation of the HIV-1 gRNA. Indeed, we hypothesise that PIs might inhibit viral 
replication by interfering with the genome structural maturation. In order to test this 
assumption, viral particles were produced by transfection of HEK-293T cells with PEI in 
the presence of PIs at the desired concentration (stock in DMSO). These pNL43 
particles are pseudotyped with the protein G from the Stomatitis vesicular virus. 
Infectivity of virus particles in the presence of a concentration range of Lopinavir 
(LPV) or Atazanavir sulfate (ATVs), was assessed with TZM-Bl reporter assay, as 
previously described (Experimental procedure III. Protease inhibitors). Mature and PR- 
viral particles in absence of PIs have been produced in parallel. Infectivity of viral 
particles produced in the presence of PIs is measured based on the luciferase 
reporter gene expression after a single round of virus infection (Figure 89). This 
reporter gene is under the control of the HIV-1 LTR, and thus requires infection, RTion, 
integration, transcription and synthesis of the Tat protein to be activated. A WB 
analysis of virus particles was conducted in parallel to visualise the proteolytic 
cascade of Pr55Gag and Pr160GagPol (Figure 89). The different characteristics of viral 
particles produced with LPV or ATVs are summarised in Figure 90.  
 
I determined an inhibition of HIV infectivity with TZM-bl indicator cells at an IC50 of 7.2 
nM for LPV and 2.1 nM for ATVs. The nanomolar range of IC50 for LPV and ATZs is 
consistent with other published reports (291, 295, 352, 376) with slight differences due 
to differences in host cells and experimental assays.   
 
Regarding the extent of proteolytic cleavages in the presence of PIs, no detectable 
change was detected in overall at 6.6 nM of LPV and 2.6 nM ATVs, corresponding to 
the IC50. An important inhibition of processing is noticed from 41 nM LPV and 16.4 nM 
ATVs. Importantly, virus infectivity is inhibited at much lower PI concentration than 
Pr55Gag and Pr160GagPol processing. At IC50, protein precursors are indeed processed 
(almost) normally (Figure 89).  
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The overall processing profile is similar to the mature sample at 41 nM of LPV and 16.4 
nM of ATVs (Figure 89) even though these concentrations correspond to 5.7 and 7.8-
fold the IC50 of these compounds. With a small influence of PIs on proteolytic 
processing at concentrations inhibiting at least 50% of viral particles, we 
hypothesised a potential effect of PIs on gRNA maturation, which might be affected 
by small amounts of intermediate products acting as trans-dominant inhibitors (304). I 
selected different concentrations of LPV and ATVs for further analysis by the hSHAPE-
Seq i) with no impact on both viral infectivity and proteolytic processing (Figures 89, 
90 A1 and A2), ii) inhibiting viral infectivity with no visible effect on proteolytic 
processing (Figures 89, 90 B1 and B2) and iii) impacting both viral infectivity and 
proteolytic processing with the presence of Pr55Gag processing intermediates (Figures 
89, 90 C1 and C2) or iv) with unprocessed Pr55Gag and Pr160GagPol (Figures 89, 90  D1 
and D2). 
 
The reactivity profiles of the first 550 nucleotides of the HIV-1 gRNA of viral particles 
treated with increasing concentrations of LPV and ATVs obtained by hSHAPE-Seq are 
presented in Annexes 16 to 19 for LPV and Annexes 20 to 23 for ATVs. 
 

Figure 89 
Influence of PIs on proteolytic processing and infectivity of viral particles. 
Viral particles were produced in the presence of different concentrations of LPV (0.4-1600 
nM) or ATVs (0.1-1600 nM) (PI in DMSO), in addition to PR- and mature virus particles in the 
presence of DMSO. LPV and ATV effect on Pr55Gag and Pr160GagPol processing was visualised 
by WB using a patient serum, and on infectivity by Luciferase assay. Infectivity values are 
mean values and SEMs from biological samples in triplicate, with a technical triplicate for 
each biological sample. PI concentrations of LPV and ATZs selected for hSHAPE-Seq analysis 
are highlighted (respectively A1 to D1 and A2 to D2).  
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VSV-G 
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PIs / 
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PI 
concentration 

(nM) 

Overall 
processing profile 

of Pr55Gag and 
Pr160GagPol 

Infectivity hSHAPE-
Seq 
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‘wild type’ 
∆env DMSO  fully processed > 90 %  

‘wild type’ 
∆env 

LPV 
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0.4, 1.1, 2.6  
0.1, 0.2, 0.4, 1.1 fully processed > 80 % 
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Figure 90 
Influence of increasing concentrations of LPV and ATVs on proteolytic processing and 
infectivity of viral particles. 
Virus particles were produced in presence of LPV (from 0.4 to 1600 nM) or ATVs (from 0.07 to 
1600 nM). The effect of these PIs on Pr55Gag and Pr160GagPol on processing and infectivity was 
analysed by WB and Luciferase assay, respectively. PI concentrations selected for hSHAPE-
Seq analysis are indicated. 
 
The reactivity profiles obtained with LPV and ATVs are similar with only slight 
differences in the PBS loop, as positions C179-G181 and A214-A216 are highly 
modified in the presence de LPV but unreactive in the presence of ATVs (Figure 91). 
This difference is observed at all LPV concentrations (Annexes 16 to 19). In addition, 
the SL4 domain is moderately modified at 1.1 nM of LPV whereas this domain is not 
modified at 1.1 nM ATVs, neither at the other tested concentrations of PIs (Annexes 
16 to 23). Moreover, the gRNA conformation does not evolve when increasing the PIs 
concentration of LPV or ATVs. The first 200 nucleotides of the coding region highlight 
the similar reactivity profiles of these nucleotides from 1.1 to 1600 nM final 
concentration of LPV (Figure 92). In addition, the gRNA profile obtained at 1.1 nM 
LPV (Figure 92 A1) is different from the immature and mature conformations (Figure 
92 A and F). Thus, these results indicate the impossibility for gRNA maturation to 
further proceed to completion in the presence of PIs. Interestingly, the gRNA 
conformation at 1.1 nM LPV resembles the Step 2 and CA/Sp1 stages (Figure 93 D 
and E). These elements suggest that PIs induce a processing defect similar to the 
notice at Step 2 or CA/Sp1 stages.  

1.1 

1.1 

6.6 

2.6 

41 

16.4 

1600 

1600 
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Figure 91 
Comparison of the reactivity profile of gRNA with LPV and ATVs. 
Cells were transfected with ‘wild type’ ∆env HIV-1 clones in the presence of 1.1 nM LPV or ATVs. 
SHAPE reactivity, obtained by hSHAPE-Seq, of viral particles produced in the presence of 1.1 
nM LPV or ATVs LPV and ATVs-treated samples are represented on a published model (426). 
The reactivity profile of the PBS domain and positions G350-A543 at the beginning of the gag 
coding region with LPV (A1) and ATVs (B1) are compared.  
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Figure 92 
Evolution of the first 200 nucleotides of the gag coding region of HIV-1 gRNA in presence of an 
increasing concentrations of LPV. 
PR- ∆env viral particles and ‘wild type’ ∆env viral particles were produced in the presence of 
1.1 (A1), 6.6 (A2), 41 (A3), 1600 nM (A4) LPV or DMSO. SHAPE reactivity obtained by hSHAPE-Seq 
are presented on a published model (426). The reactivity profile of positions G350-A543 at the 
beginning of the gag coding region are compared.  
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SUMMARY AND DISCUSSION  
----------------------------------------------------------------------------------	
	
The purpose of my thesis was to determine the different steps leading to the 
formation of the mature conformation of the dimeric gRNA and to better understand 
the link between proteolytic processing and structural maturation of the genome. To 
this end, I developed an in viro chemical probing technique, termed hSHAPE-Seq. 
Using this approach, I analysed the first 550 nucleotides of the HIV-1 genome of the 
wild type virus and several mutants mimicking the sequential processing of Pr55Gag. In 
the case of PR- and mature viral particles, the gRNA structure has also been studied 
after treatment with the AT-2 zinc ejector in order to determine Pr55Gag and NCp7 
binding sites, as well as the gRNA destabilising activity of these proteins. In addition, 
the gRNA secondary structure has also been investigated in vitro in the presence 
and absence of Pr55Gag, NCp15, NCp9, NCp7 and GagDp6 proteins. Thanks to the 
hSHAPE-Seq approach, I also investigated the mechanism of action of PIs, which 
severely impact viral infectivity at concentrations that have only minor effects on 
proteolytic processing.  
 

Development	and	validation	of	the	hSHAPE-Seq	
methodology	
------------------------- 

 
The hSHAPE-Seq approach has been designed to determine the in viro accessibility 
of the HIV-1 genome and to follow the gRNA conformation during the proteolytic 
processing of Pr55Gag. As shown in the manuscript, the hSHAPE-Seq approach indeed 
provided detailed structural information about the first 550 nucleotides of the HIV-1 
genome inside viral particles. The hSHAPE-Seq protocol has been extensively 
optimised to generate the results presented in this manuscript. The main challenge 
was the very limited amount of material available for the non-replicative mutant 
virus. Therefore, several key steps of the protocol required time-consuming 
optimisation: i) large-scale production of PR- and intermediates viral particles, ii) AT-2 
treatment, which has a dramatic effect on the RNA recovery yield, iii) RTion and iv) 
Illumina library preparation, including ligation of the adapters and normalisation of 
the samples. 

The global gRNA reactivity profile of mature particles I obtained with hSHAPE-seq is 
globally highly consistent with the results previously published by Wilkinson et al. (426). 
In this study, gRNA was also modified in viro, but modifications were analysed by 
conventional hSHAPE, which uses capillary electrophoresis rather than next 
generation sequencing to identify their locations. Based on the SHAPE reactivity 
profile, we clearly showed that the 5’ regulatory region is less reactive than the gag 
coding region (Figure 94 A).  

However, unlike previous published works, our study provides a complete picture of 
the structural rearrangements of the 5’ region of the gRNA during maturation of the 
viral particles. Indeed, our knowledge of the immature PR- gRNA conformation is very 
limited, with the analysis of the PBS domain only (375). Regarding Pr55Gag binding, 
some insights have been gained from in vitro studies (33, 48, 67, 127, 225, 354, 388). 
However, no similar in viro study has been performed on Pr55Gag-containing 
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immature particles. Moreover, the gRNA conformation of mutants blocked at various 
steps of the maturation process (313) has not been determined previously. Thus, our 
results provide the first structural insight of the structural maturation of the gRNA that 
accompany the transformation of immature viral particles into infectious ones. 

Two and three biological replicates were obtained for DMSO-treated immature and 
mature particles, respectively, and one untreated replicate has been produced for 
each stage. Comparing replicates, significant variability is observed in some regions 
even though the global reactivity profiles are consistent. One of the three DMSO-
treated replicate of mature samples significantly differs from the two others and also 
appears inconsistent with the untreated sample; thus this sample should probably be 
removed from the analysis. This variability likely results from the fact that these gRNA 
samples were collected from different viral productions, and suggests that some 
regions of the gRNA structure might adopt alternative folds. Nevertheless, hSHAPE-
Seq is overall highly reproducible, as highlighted by comparing the reactivity profiles 
obtained with the four PI concentrations (Annexes 16 to 23). 
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Figure 94 
Global reactivity of the first 550 nucleotides 
of immature PR-, intermediate and mature 
gRNAs. 
A. Rolling windows of 30 or 100 nucleotides 
show the differences in mean reactivity of 
the 5’-UTR and the beginning of the gag 
coding region in immature, intermediates 
and mature gRNAs. The mean of each 
region is represented with dashed lines. B. 
The mean of nucleotide reactivity in these 
two regions is compared in mature and 
immature gRNAs. 
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The	HIV-1	genomic	maturation	process	
------------------------- 

 

I. Overall	view	of	the	in	viro	gRNA	conformation	of	PR-	
and	mature	particles	

 
The hSHAPE-Seq reactivity profiles are quite similar, but with some differences mostly 
located in the PBS domain and the gag coding region. However, AT-2 treatment 
reveals major differences between PR- and mature gRNAs, showing that the gRNA 
structure is indeed different between these two states and that Pr55Gag and NCp7 
differently bind and affect it. Indeed, this treatment is of particular interest and 
allowed us to detect ZF-containing protein interactions with gRNA. Disrupting the 
RNA-ZF protein interactions results in both increases and decreases in reactivity. A 
difference plot comparing DMSO and AT-2-treated states is presented in Figure 95 
and highlights both binding sites (DMSO-treated < AT-2-treated nucleotide 
reactivity), and protein-induced RNA structure destabilisation (DMSO-treated > AT-2-
treated nucleotide reactivity).  

Upon AT-2 treatment, the reactivity of several regions evolves similarly in immature 
and mature viral particles (Figure 95, regions highlighted in red). These regions are 
mostly located in the packaging signal and protected by both Pr55Gag and NCp7. By 
contrast, Pr55Gag and NCp7 differently influence the gRNA conformation in the PBS 
domain and in the gag coding region (Figure 95, regions highlighted in green). The 
PBS domain becomes less accessible upon AT-2 treatment of the immature PR- viral 
particles, implying a destabilising effect of Pr55Gag, while some regions are protected 
by NCp7 in the mature viral particles. The gag coding region is strongly destabilised 
by NCp7, while Pr55Gag binding has limited effect on this region. 
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II. Do	Pr55Gag	and	NCp7	have	a	common	consensus	binding	
motif?	

 
The nucleotide content of Pr55Gag and NCp7 footprints has been compared thanks 
to the AT-2 treatment of PR- and mature particles (Figure 96). Ten Pr55Gag binding 
footprints are present in the first 550 nucleotides of the HIV-1 genome; they 
correspond to a motif comprising approximately three nucleotides with a highly 
biased nucleotide composition at the third position, which might be either a G or an 
A residue. Sequence conservation at the first and second positions is poor with an 
equal relative frequency of A-, U- and G-residues. NCp7 footprints are one (12 sites), 
two (5 sites) or three (8 sites) nucleotide long. The predominance of A- and G-
residues at the third position of the 3-nucleotide NCp7 footprint is similar that 
observed with Pr55Gag. The predominance of G-residues at the end of the motif is 
also found in 1- and 2-nucleotide NCp7 footprints. The first and second positions of 
the 3-nucleotide NCp7 footprints are weakly conserved, but G-residues are relatively 
more frequent than in Pr55Gag footprints. Thus, Pr55Gag tightly binds A- and G-rich sites, 
whereas a higher proportion of G-residues is required for NCp7 binding.  

The motifs of the HIV-1 gRNA that bind Pr55Gag and NCp7 during packaging, 
assembly and maturation has been analysed by PAR-CLIP (246). Consistent with our 
data, Kutluay et al. showed that Pr55Gag preferentially binds to A-rich motifs 
composed of five nucleotides with at least one G-residue. Pr55Gag footprints 
determined by hSHAPE-Seq are smaller (three nucleotides) than the binding sites 
observed by PAR-CLIP but these differences are probably explained by the different 
experimental approaches, as hSHAPE-Seq only detects nucleotides that are 
protected by Pr55Gag, while the binding sites may involve a larger region potentially 
including base-paired nucleotides. The G-rich consensus in NCp7 binding sites is in 
agreement with NMR structures obtained with NCp7 (16, 112, 413) as well as the in 
viro chemical probing data published by the team of K. Weeks (426). A NCp7 
preference for GU-rich motifs is proposed in Kutluay et al. (2014) but, looking at their 
binding motifs, a predominance of G-residues is observed with one U-residue for two 
G-residues (246). 
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III. How	does	the	gRNA	structure	evolve	during	Pr55Gag	
processing?	What	is	the	impact	of	Pr55Gag	and	its	
processing	intermediates	on	gRNA	maturation?		

 
The four mutant viruses mimicking the proteolytic processing of Pr55Gag display a 
coherent conformational evolution of the PBS domain, the packaging signal and the 
gag coding region. Moreover, this evolution correlates with the gRNA conformation 
in the immature PR- and mature viral particles. Step 1 and Step 1.1 stages exhibit the 
most important gRNA rearrangements. From Step 2 stage, this dynamic is lost and the 
gRNA conformation does not seem to be affected at the CA/Sp1 stage, as no clear 
changes are observed in our hSHAPE-Seq data. The final conformation is obtained at 
the mature stage, with the final rearrangements of the PBS and SL4 domains (Figure 
94 A). 

At Step 1, gRNA exhibits an increased nucleotide reactivity compared to the 
immature PR- stage (Figure 94 A2). In addition, the Step 1 reactivity profile is very 
similar to the AT-2-treated immature profile and thus suggests that NCp15 is unable to 
protect the first 550 nucleotides of the HIV-1 genome. Indeed, the packaging signal 
is highly reactive, including nucleotides composing the SL4 domain. These results are 
in agreement with the fact that NCp7 and NCp7-containing intermediates have 
different in vitro RNA binding and chaperone properties. NCp9 and NCp7 both 
promote the formation of large protein–RNA aggregates, whereas such aggregates 
were not detected with NCp15. This has been demonstrated by electron microscopy 

Figure 96 
A sequence consensus for Pr55Gag and NCp7 binding sites. 
Logo plots of nucleotide sequences exhibiting an increased reactivity upon AT-2 treatment, in 
the case of PR- and mature particles, have been generated 
(http://weblogo.berkeley.edu/logo.cgi). The overall height of the stack indicates the sequence 
conservation at that position, while the height of symbols within the stack indicates the relative 
frequency of nucleotides at that position.  
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of NC-DNA complexes (292, 293), biophysical and biochemical analysis of NC-RNA 
interactions (420, 432), and dimerisation of gRNA (201, 211, 313). Moreover, our 
hSHAPE-Seq data potentially explain the previously observed impairment of genome 
dimerisation (201, 211, 313), RT and integration (96) in mutant viral particles in which 
Pr55Gag processing is stopped at the NCp15 stage (313).   

Surprisingly, whereas NCp15 seems unable to protect gRNA as Pr55Gag do, NCp15 
destabilises the PBS domain as efficiently as Pr55Gag, as reactivity in the upper PBS 
stem, the PBS loop and the sequence complementary to the PAS site is the same in 
PR- and Step 1 viral particles. Destabilisation of the PBS domain is lost upon Pr55Gag 
removal by AT-2 treatment, indicating that the conformational rearrangement is not 
permanent at the immature PR- stage. As NCp15 only weakly interacts with gRNA, 
our results suggest that rearrangements of the PBS domain could become 
permanent at the Step 1 stage, after cleavage of Pr55Gag at the Sp1/NC site. In 
addition, this increased reactivity is conserved at the Step 1.1 stage, which 
generates NCp9, and is progressively lost as maturation proceeds through the final 
stages, as reflected by the gradual protection of these sites.  

Interestingly, nucleotides G257-G363 become completely unreactive at the Step 1.1 
stage (Figure 97). This region comprises the packaging signal from the DIS and the 
first 20 nucleotides of the gag coding region. Besides this region, the PBS domain 
follows the same tendency as observed at the Step 1 stage and the strongest 
reactivity site, C238-A242, is even increased (Figure 98). 

It would be interesting to test the AT-2 treatment at the Step 1.1 stage in order to 
determine if nucleotides G257-G363 are protected by NCp9 or if the gRNA 
conformation is rearranged. Changes in the reactivity profile of this region are 
observed when going from Step 1.1 to Step 2, even though maturation of Pr55Gag is 
blocked at the NCp9 state in these two maturation intermediates (Figure 97). The 
only difference between these two stages is the MA/CA cleavage at Step 2, which 
releases the CA/Sp1 intermediate. This cleavage upstream of CA/Sp1 is required to 
initiate disassembly of the immature lattice in the disassembly-assembly model of the 
core formation (109, 222). Whether the disassembly of the immature lattice explains 
the conformational remodelling of this region is presently unknown. 
 

Figure 97 
Evolution of the reactivity of nucleotides G257-G363 of HIV-1 gRNA during processing of Pr55Gag. 
The sum of SHAPE reactivity of nucleotides G257-G263 was calculated for PR-, intermediate 
and mature samples, as well as for AT-2-treated PR- and mature samples.  
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III.1 Evolution of the PBS domain  

 
The PBS domain, which is destabilised by Pr55Gag and in an “open” conformation, is 
still highly reactive at the Step 1 stage containing NCp15 and at the Step 1.1 and 
Step 2 stages containing NCp9. Reactivity decreases from the Step 2 stage, and the 
PBS domain is almost totally unreactive in the mature viral particles. The 18-
nucleotide PBS is already annealed to the acceptor stem of tRNALys,3 at the immature 
PR- stage. AT-2 treatment of the immature PR- viral particles suggests that Pr55Gag 
destabilises the gRNA secondary structure of the upper PBS stem (positions A136, 
A147, A138 and G162) and the PAS sequence (nucleotides A220, G221 and G223) 
proposed to interact tRNALys,3 with the anti-PAS so the additional interactions 
between tRNALys,3 and the PBS domain can already occur, at least transiently. Upon 
AT-2 treatment, reactivity of these regions decreases, reflecting a stabilisation of the 
intramolecular gRNA structure and indicating that interactions between the PBS 
domain and the variable loop, the anti-codon loop and the TYC arm do not subsist 
in the absence of Pr55Gag. However, the tRNALys,3 acceptor stem remains annealed, 
albeit imperfectly, with the 18 nucleotides of the PBS in the absence of Pr55Gag, 
possibly due to the large interface of interaction and this annealing is improved at 
the mature stage. 

Since NCp9 is present both at Step 1.1 and Step 2, the reactivity decrease of the PBS 
domain at the latter stage could be due to CA/Sp1 cleavage from the p41 
intermediate (MA-CA-Sp1) and the subsequent initiation of core formation. This 
hypothesis is further supported by the unchanged reactivity profile of the PBS domain 
from the Step 2 to the CA/Sp1 stage, where CA/Sp1 is still present but NCp9 is 
processed into NCp7 and Sp2. The final structuration of the PBS domain is finally 
obtained through processing of the CA/Sp1 intermediate at the mature stage and 
the chaperone activity of NCp7. At this stage, interactions between the acceptor 
stem, the variable loop, the anti-codon loop and the TYC arm of tRNALys,3 are all 
stable when NCp7 is dissociated by AT-2 treatment. 

Figure 98 
Evolution of the reactivity of nucleotides C238-A242 of HIV-1 gRNA during processing of 
Pr55Gag. 
The sum of SHAPE reactivity of nucleotides C238-A242 was calculated for PR-, intermediate 
and mature samples, as well as for AT-2-treated PR- and mature samples.  
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These observations are in agreement with the notion that tRNALys,3 annealing is multi-
step process, promoted firstly by Pr55Gag, then by NCp7 after completion of 
proteolytic processing, and possibly also by NCp9 intermediates (71, 138, 168, 186, 
375, 433). In addition, NCp7 may fine-tune the annealed tRNALys,3 to the PBS domain 
to produce a fully functional initiation complex for RTion, which is probably not the 
case with NCp9. This hypothesis correlates with the infectivity of mutant CA/Sp1 viral 
particles, in contrast with Step 2 mutants, which are not infectious (313). 
 

III.2 Evolution of the packaging signal 
 

The SL1 domain is highly structured from Step 1 to the CA/Sp1 stage, in agreement 
with the reactivity profile of the immature PR- and mature stages. The 6-nucleotide 
palindromic sequence is consistently unreactive at each maturation stage and 
indicates that the gRNA dimerises via SL1. The lower internal loop is reactive at all 
maturation steps (Figure 98) and is the most reactive site of the first 550 nucleotides 
of the genome (Figure 94 A). At the immature stage, the upper internal loop is 
protected by Pr55Gag, in keeping with the finding that this loop is the primary Pr55Gag 
binding site (4, 48, 388). Upon AT-2 treatment of the mature viral particles, not only 
does reactivity of the upper internal loop increase, reflecting a NCp7 binding site, 
but the entire region comprising positions A269-G278 becomes reactive. Nothing 
similar was observed in the immature viral particles. Taken together, our data strongly 
suggest that the SL1 intermediate stem, joining the two SL1 internal loops, does not 
exist at the mature stage. We suggest that this open conformation reflects the 
formation of an extended duplex involving the upper SL1 stem (nucleotides C248-
G270). This extended duplex would induce structural constraints that would unfold 
the intermediate SL1 stem. This extended duplex also questions the existence of the 
lower SL1 stem in the extended SL1 model, due to steric constraint. Indeed, Mujeeb 
et al. showed that adding two base-pairs to the intermediate SL1 stem created a 
stable SL1 domain that did not form an extended duplex in the presence of NCp7 
(303). 

The apical loops of the SL2 and SL3 domains are protected by Pr55Gag, NCp7 and 
presumably NCp9. The reactivity profile of the SL2 domain upon AT-2 treatment 
reveals the instability of the stem at the immature and the mature stage and the 
stabilisation of the SL2 conformation mediated by both Pr55Gag and NCp7.  

The SL4 domain contains the gag start codon and is commonly drawn base-paired 
with nucleotides U105-G116 in U5 and the CU-rich region (positions U228-C233). This 
region is of particular interest because it has been proposed to regulate gRNA 
packaging thanks to a conformational switch of the gRNA 5’-UTR (1, 220, 269). Our 
hSHAPE-Seq data reveal a strong effect of Pr55Gag and NC-containing intermediates 
on reactivity of the SL4 domain rather than base-pairing of this domain. Indeed, 
Pr55Gag strongly protects the SL4 domain and this protection is lost upon the first 
Pr55Gag cleavage that releases NCp15. The SL4 domain is unreactive from the Step 
1.1 to the CA/Sp1 stage, presumably protected by NCp9 and to a less extent by 
NCp7 at the mature stage, as shown by AT-2 treatment of the immature PR- and 
mature viral particles. Thus, while NCp15 is unable to efficiently bind the SL4 domain, 
this capacity is restored with NCp9 and NCp7. Deprotection of the SL4 domain upon 
dissociation of Pr55Gag and NCp7 precludes the interaction of this region with 
nucleotides U105-G116 in U5 and the CU-rich region at the immature stage and at 
least with the CU-rich region at the mature stage. Thus, our results are not consistent 
with the U5-AUG conformation proposed to be required for gRNA packaging and 
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published models based on results obtained in viro (426), ex viro (383, 422) and in 
vitro (191, 220). Of note, comparison of the gRNA structure without and with AT-2 
treatment was instrumental for drawing our conclusions. 
 

III.3 Evolution of the first 200 nucleotides of the gag coding 
region 

 
The gag coding region is highly modified compared to the 5’ regulatory region 
(Figure 94 A). The overall conformation is locked by two GC-rich regions, unreactive 
at all maturation steps, without and with AT-2 treatment, and thus most likely base-
paired. Several domains are highly reactive and Pr55Gag does not strongly influence 
this region, neither by protecting nor by destabilising it. However, the reactivity of 
positions G369-U397 and U486-A533 is lost upon AT-2 treatment of mature particles. 
Thus, NCp7, and potentially NCp9, strongly destabilise these nucleotides. Regarding 
nucleotides G408-A475, their reactivity increases during the Pr55Gag proteolytic 
processing, except at Step 1. In addition, our hSHAPE-Seq results demonstrate a 
strong destabilising effect of NCp7 at the beginning of the gag coding region, 
whereas the team of K. Weeks suggested that NCp7 has limited destabilising activity 
on the gag coding region (426).  
 

IV. Are	results	obtained	by	in	vitro	and	in	viro	footprinting	
consistent?		
 

In vitro footprinting assays with Pr55Gag, GagDp6, NCp15, NCp9 and NCp7 were 
performed in order to further validate hSHAPE-Seq results and to compare the 
properties of each protein. These results were compared with the corresponding viral 
mutant(s) of the Pr55Gag processing cascade and in vitro and in viro results were 
largely similar. Some discrepancies regarding for example the SL2-SL3 linker have 
been found but it is therefore important to keep in mind that in vitro conditions 
represent a simplified system compared to the in viro environment. In addition, in 
vitro data are compatible with the existence of the U5-AUG interaction as well as the 
interaction between the AG-rich and the CU-rich regions (results not shown). Of note, 
in vitro footprinting experiments were performed in the absence of tRNALys,3. We 
showed in viro that the final structuration of the PBS domain is obtained through 
processing of the CA/Sp1 intermediate and the chaperone activity of NCp7, 
stabilising tRNALys,3 annealing. Thus, the influence of the annealed tRNALys,3 onto the 
final structuration of the PBS domain potentially explains the discrepancy between in 
viro and in vitro results. 

Our results correlate with an enhancement of the chaperone activity of the NC 
domain-containing proteins during the processing cascade, which is consistent with 
in viro results and with the idea that the NCp7 release increases its flexibility and 
influences its nucleic acid binding/dissociation properties. Regarding the NCp15 
intermediate, no strong difference of behaviour is noticed in vitro and in viro.   

In this study, we also tested the GagDp6 protein, an intermediate which does not 
exist during the natural maturation process, because this protein is often used as a 
substitute for Pr55Gag in in vitro studies (110, 111, 206, 225, 306, 423, 431). Surprisingly, 
Pr55Gag and GagDp6 have quite different characteristics, as clearly highlighted at 
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the SL1 and SL3 apical loops and at the lower internal loop of SL1. Interestingly, the 
reactivity profiles obtained upon binding of GagDp6 and NCp9, which both lack the 
p6 domain, are very similar. Unlike Pr55Gag, NCp15 and NCp7, these two proteins did 
not completely dissociate from the RNA matrix in the absence of SDS. These results 
highlight the aggregative properties of NCp9 and GagDp6 and suggest that Sp2 
and/or p6 affect the binding mode of these proteins. Interestingly, it has been 
proposed that the NC domain transiently interacts with p6  (101, 292, 293, 420). 
GagDp6 has been often used as a substitute for Pr55Gag in in vitro studies because 
full-length Gag is sensitive to proteolytic cleavage during expression and purification 
(65). Our laboratory recently addressed the impact of the p6 domain on binding 
specificity of Pr55Gag to viral RNAs (Dubois et al. unpublished results). Surprisingly, this 
comparison reveals that GagDp6 binds gRNA, spliced viral RNAs and cellular RNAs 
with very similar affinity. In addition, the SL1 domain does not constitute the major 
recognition element of GagDp6, on the contrary to Pr55Gag. Taken together, these 
findings demonstrated that the p6 domain plays a crucial role in the selective 
binding of Pr55Gag to the HIV-1 gRNA. Thus, Pr55Gag and GagDp6 cannot be 
considered to be equivalent with respect of their RNA binding properties. 
 

V. Do	PIs	impact	the	gRNA	conformation?		
 

Low concentrations of PIs achieved in clinical settings efficiently inhibit viral 
replication while producing only subtle or no detectable defects in the processing of 
the Pr55Gag and Pr160GagPol precursors. In addition, PIs affect the process of RTion but 
not the enzymatic activity of RT itself (304), and an accumulation of NCp9 processing 
intermediates have been reported (304). Based on these facts, we hypothesised that 
the activity of PIs might be linked to the processing of the NC domain and to defects 
in the structural maturation of the gRNA.  

Comparison of the gRNA conformation at the four different concentrations of LPV 
and ATV did not reveal any evolution correlating with the increase of PI 
concentration. In addition, the gRNA profile obtained at 1.1 nM LPV is different from 
the immature PR- and mature conformations. Thus, our results indicate the gRNA 
structural maturation is blocked at an intermediate stage in the presence of PIs.  

Indeed, the gRNA conformation at 1.1 nM LPV resembles the Step 2 and CA/Sp1 
stages, as no clear difference is observed between these two reactivity profiles. In 
addition, LPV has been reported to affect processing of the NC/Sp2 cleavage site 
(304), possibly reflecting a processing defect similar to the one observed in the Step 2 
mutant. The NCp9 intermediate is already present at the Step 1.1 stage, where 
CA/Sp1 is still attached to MA and thus linked to the viral membrane. However, the 
reactivity profile of PI-treated samples is different from samples blocked at the Step 
1.1 stage, possibly pointing at an influence of the core formation on the structural 
rearrangement of the genome. Moore et al. further investigated the stability of gRNA 
in the presence of PI at IC50 or IC90 (295). Northern blot analysis showed only a slight 
impact of PIs on the stability of the dimeric gRNA, while approximately 40 % of viral 
particles displayed an aberrant morphology with an eccentric RNP complex. Thus, 
these authors concluded that stabilisation of the dimeric gRNA is independent from 
the viral core formation.  
 
Detectable changes in the HIV-1 particle morphology are noticed in the presence of 
low PI doses. A gradual increase of aberrant particles with diffuse or empty cores, as 
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well as an accumulation of electron-dense eccentric material was observed (215, 
295, 304). According to Müller et al., the proportion of particles exhibiting these 
defects is too low to explain the infectivity loss. However, the proportion of 
morphologically mature particles at a LPV IC50 concentration is diminished by 
approximately 40 %, with 20 % of particles exhibiting a maturation defect and 30 % of 
immature particles (304). This is consistent with Moore et al. showing approximately 25 
% of particles with an eccentric electron-dense region and 15 % of immature 
particles in the presence of LPV and ATVs IC50 concentrations (296). The proportion of 
viral particles with a mature morphology decreases with increasing concentrations of 
PIs, with a remaining 20-30 % at the PI IC90. In addition, the degree of Pr55Gag 
processing impairment and the reduction of infectivity at low PIs concentrations is 
not directly and quantitatively correlated. 

The mislocalised RNP complex observed in the presence of PIs is similar to the 
morphological phenotype observed with NCINIs (144, 210, 228). In the case of 
NCINIs, the phenotype has been proposed to be due to IN multimerisation that 
would disrupt the IN-RNP interaction and thus initiation of the core morphogenesis. It 
is thus tempting to link the action of PIs to the core formation.  
 

VI. Secondary	structure	model	of	the	5’	region	of	the	HIV-1	
genome	at	the	mature	stage	

 
Based on our hSHAPE-Seq data obtained upon AT-2 treatment of mature particles, 
we propose a new secondary structure model of the first 550 nucleotides of the HIV-1 
genome (Figure 99). The proposed NCp7 binding sites and the sites destabilised by 
NCp7 are indicated on the model.   

In this model, nucleotides U105-G116 of U5 interact with nucleotides G361-G365 of 
the gag coding region, instead of the U5-AUG interaction (191, 220, 383, 422, 426) 
(Figure 99 A). Moreover, the CU-rich region is still proposed to base pair with the SL4 
domain, but in a shifted way, with nucleotides G331-A336 interacting with the CU-
rich region instead of the commonly proposed nucleotides C329-A334 (Figure 99 B).  

The overall structuration of the PBS domain is similar to the consensus structure found 
in published models, except for the PAS (Figure 99 C). Indeed, our results indicate 
that the PAS is annealed to tRNALys,3. The anti-PAS is protected by NCp7 and is thus 
proposed to be unpaired. The PBS loop comprises a smaller number of nucleotides 
as two additional interactions are proposed (positions U131-A133 with positions U200-
G202, and positions U115-U118 with positions A205-G208).  

The SL1 domain is drawn as an irregular intramolecular stem-loop, however, the 
apical loop and stem probably form an extended duplex. The intermediate stem, 
which is predicted by the folding algorithm (RNA structure software (346)) even when 
the SHAPE reactivity are introduced as constraints does probably not exist: it might 
unfold under the geometrical constraints imposed by the extended duplex. The SL2 
and SL3 domains plus the SL2-SL3 linker adopt the widely accepted structure (Figure 
99 D).  

The first 200 nucleotides of the gag coding region are highly structured, but this 
region is destabilised by NCp7, as shown by the decreased reactivity observed upon 
AT-2 treatment (Figure 99 E).  
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We also tried to model the 5’ region of the HIV-1 genome at the immature stage, 
using AT-2-treated hSHAPE-Seq results. However, the strong destabilising effect of 
Pr55Gag on the PBS domain makes the modelling of the PBS domain difficult, and 
hence of the whole 5’ region of the HIV-1 genome. 

It will be interesting to build a 3D structure model of the mature HIV-1 RNA structure. 
This will be an important test for our secondary structure model, as it will indicate 
whether it is topologically possible. The same strategy could be applied to 
discriminate between several possible secondary structure models of the immature 
RNA conformation.  
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Figure 99 
Secondary structure model of the first 550 
nucleotides of the HIV-1 genome in the 
mature conformation. 
This model has been generated by SHAPE-
constrained folding of the AT-2-treated 
mature sample, using the RNA structure 
software (346). The four sites of interaction 
of the PBS domain with the tRNALys,3 (green 
lines) were forced in an unpaired 
conformation. Nucleotides exhibiting 
increased reactivity upon AT-2 treatment 
are proposed to be an NCp7 binding site 
and are indicated by purple ovals. Sites 
showing a decreased reactivity upon AT-2 
treatment are proposed to be destabilised 
by NCp7 and are indicated by blue 
arrows. The 6-nucleotide motif at the 
apical loop of SL1, shown to form an 
intermolecular interaction with a second 
gRNA, is highlighted by an orange box. 
The AUG start codon of the gag coding 
region is boldface. The two regions 
implicated in the pseudoknot between 
the poly-A loop and the gag coding 
region (324), unreactive in our hSHAPE-Seq 
data, are indicated by blue boxes.  
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PERSPECTIVES 
----------------------------------------------------------------------------------	

Short	term	perspectives	
------------------------- 

 

I. Analysis	of	AT-2-treated	intermediates	and	confirmation	
of	the	results	obtained	by	hSHAPE-Seq	

 
The results we obtained thanks to the hSHAPE-Seq approach are very promising and 
demonstrated that the the experimental procedure is powerful enough to detect 
conformational rearrangements mediated by Pr55Gag and NC-containing 
intermediates. The impact of NCp15 and NCp9 on the gRNA conformation is 
deduced indirectly thanks to the AT-2 treated immature and mature particles. 
However, it would be interesting to test the gRNA structure of AT-2 treated Step 1, 
Step 1.1, Step 2 and CA/Sp1 viral particles in order to confirm our analysis. Moreover, 
obtaining one additional replicate for each intermediate and for the untreated 
mature and immature PR- particles would strengthen our results.  
 

II. Addition	of	the	ex	viro	condition	
 
The AT-2 treatment is very useful to determine ZF protein binding sites but is not 
informative regarding the influence of other RNA-binding proteins. An ex viro RNA 
condition could be produced with viral gRNA gently extracted from viral particles, 
treated with proteinase K (and SDS if required) to remove interacting proteins, and 
refolded before chemical modification and analysis with the hSHAPE-Seq 
methodology. The folding of this protein-free ex viro RNA is supposed to be strongly 
influenced by the authentic virus environment and simultaneously, this condition 
lacks the complex influence of interacting proteins. Thus, the ex viro condition should 
allow us to determine protein-binding site at “physiological conditions” by 
comparing it to the in viro condition. Such ex viro conditions have been widely 
utilised by Kevin Weeks and co-workers (383, 422, 426), but it is difficult to ensure that 
extraction of the gRNA from the viral particles and degradation of the proteins does 
not affect RNA structure. Comparison of the gRNA structure ex viro and in AT-2 
treated viral particles would be important in that respect.  
 

III. Development	of	a	genome-wide	hSHAPE-Seq	technique	
 
We demonstrated that the hSHAPE-Seq methodology is reproducible and powerful 
enough to follow the conformational rearrangements of the 5’ region of the HIV-1 
gRNA. Now, we would like to extend this analysis to the entire genome in order to 
investigate the putative formation of additional intermolecular contacts and 
structural rearrangements throughout the entire HIV-1genome.  
 
To that goal, the hSHAPE-Seq protocol needs to be adapted for genome-wide 
analysis. The genome-wide hSHAPE-Seq approach, which is similar but not identical 
to icSHAPE (392), is developed together with Dr Valérie Vivet-Boudou, who 
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synthesised NMIA derivatives such the NMIA-N3 characterised by the presence  of an 
azide group. This feature is important for the genome wide adaptation of the 
protocol.  
 
Following chemical modification and extraction from the viral particles, RNA is 
randomly fragmented. Experimental conditions for this step have already been set 
up and allow production of ~200-nucleotide long fragments. A selection step is 
introduced to discard non-modified fragments. Indeed, these fragments are 
uninformative and bias results since the RT stop at the 5’ end of the RNA fragment will 
be mistakenly considered as a chemical modification. To this aim, the azide function 
of NMIA-N3 is coupled to sulfodibenzocyclooctine biotine by copper-free « click 
chemistry ». Thanks to the strong interaction between the biotin and the streptavidin, 
modified fragments are retained on streptavidin-coated magnetic beads, then 
selectively eluted. The “click chemistry” reaction has already been optimised on in 
vitro produced RNA fragments. The selection step with streptavidin beads has also 
been validated and the selection step needs now to be tested on small amounts of 
viral RNAs. Prior to RTion, the population of RNA fragments will be poly-adenylated in 
a controlled manner resulting in the addition of approximately 50 A-residues. This step 
will allow the RTion reaction to be performed with a single poly-T primer. Regarding 
the Illumina library generation, the smaller and more homogenous size of the cDNAs 
should facilitate preparation of the Illumina library, compared to the hSHAPE-Seq 
methodology applied to the 5’ region of the genome. 
 

Long	term	perspectives	
------------------------- 

 
Thanks to the genome-wide hSHAPE-Seq methodology, we will identify regions 
undergoing conformational rearrangements during maturation of the viral particles 
and further focus our attention on these regions. An exhaustive bio-informatic 
analysis will be required to model possible intra- and inter-molecular interactions.  
Classical bio-informatics approaches such as covariation analysis will be used to 
assess the conservation of the proposed interactions between the different HIV-1 
clades. We will also evaluate if the sites where conformational rearrangements take 
place are hotspots for recombination.  
 
Based on these results, a small number of regions undergoing a structural 
rearrangement during the Pr55Gag proteolytic processing will be mutated. Mutations 
will be designed in order to hinder or to facilitate structural rearrangements. The 
hSHAPE-Seq data presented in this thesis already hint at the U5 region, SL1 and SL4 
domains as strong candidates. 
 
Thanks to these mutations, we will be able to test the impact of these structural 
rearrangements on viral infectivity thanks to functionality tests assessing viral entry, 
RTion, decapsidation, integration, packaging and maturation. 
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Annexe 6
Mature 
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Annexe 7
Immature PR- 
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Annexe 8
Immature PR- 
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1

10

20

30

40

50

60

70

80

90

100

110

120

130

140

150

160

170

180 190

200

210

220

230

240

250

260

270

280

290

300

310

320

330

340

350

360

370

380

390

400

410

420

430

440

450

460

470

480

490

500 510

520

530

540



Annexe 9
Immature PR-

average of the two replicates 
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Annexe 10
Immature PR- 
AT-2-treated
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Annexe 11
Mature 
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Annexe 12
Mature 
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Annexe 13
Mature 
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Annexe 14
Mature 

average of the three replicates
DMSO-treated



Annexe 15
Mature 
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Annexe 16
wild-type ∆env 

LPV 1.1 nM
n=1

1

10

20

30

40

50

60

70

80

90

100

110

120

130

140

150

160

170

180 190

200

210

220

230

240

250

260

270

280

290

300

310

320

330

340

350

360

370

380

390

400

410

420

430

440

450

460

470

480

490

500 510

520

530

540



Annexe 17
wild-type ∆env  

LPV 6.6 nM
n=1
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Annexe 18
wild-type ∆env 

LPV 41 nM
n=1
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Annexe 19
wild-type ∆env  

LPV 1600 nM
n=1
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Annexe 20
wild-type ∆env  

ATVs 1.1 nM
n=1
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Annexe 21
wild-type ∆env  

ATVs 2.6 nM
n=1
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Annexe 22
wild-type ∆env  

ATVs 16.4 nM
n=1
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Annexe 23
wild-type ∆env  

ATVs 1600 nM
n=1
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Annexe 24: hSHAPE-Seq procedure 
 

1. in viro SHAPE protocol 
NMIA modification of viral particles was performed in NMIA reaction buffer for 50 min 
at 37°C.  
 

2. RNA extraction and DNase treatment 
An RNA extraction was performed using with the « NucleoSpin virus » kit followed by 
ethanol precipitation (standard protocol with 3 volumes of ethanol 100%, 0.3 M sodium 
acetate and 1 µg glycogen). After centrifugation at 11,000 g, pellets were washed 
twice with 80% ethanol, vacuum dried and resuspended in 20 µl milliQ H2O. RNA was 
incubated with 2 U of DNase I, 1x DNase buffer and milliQ H2O in a final volume of 200 
µl for 30 min at 37°C. An additional 2 U of DNase I was added at 30 min and incubated 
for an extra 30 min.  
 

3. Optimised T-GIRT III RT protocol 
The RT reaction was performed in a T100 thermal PCR cycler with a heated lid set at 
105°C. Ethanol precipitated viral RNA was dissolved in 15.1 µl milliQ H2O and subjected 
to primer annealing with 1 µl of 1 µM p628 Rv stock in addition to 100 mM Tris-HCl pH 
7.5 (at 20°C) and 0.1 mM EDTA. The reaction mix was incubated at 82°C, then cooled 
at 25°C. The annealed RNA-primer was then pre-incubated for 30 min at room 
temperature with 300 U of T-GIRT III (Ingex) and 450 mM NaCl, 5 mM MgCl2, 20 mM Tris–
HCl pH 7.5, 5 mM DTT and milliQ H2O to a final volume of 32.9 µl. This pre-incubation 
step allowed the tight binding of T-GIRT III with the RNA template. Following addition 
of dNTPs at a final concentration of 1.5 mM (dNTPs mix is an equimolar mixture of dATP, 
dCTP, dGTP, and dTTP), the RTion reaction was initiated at 60°C for 1 h in a final 
reaction volume of 35 µl.   
 

4. Treatment of DNA samples following T-GIRT III RT  
T-GIRT III RT reaction was ended by adding 50 U of RNase A into the 35 µl RT mix. 
Samples were incubated at 60°C for 15 min. RNase A was degraded by a proteinase 
K treatment, performed at 37°C for 30 min. A phenol-chloroform followed by a 
chloroform extraction were performed prior to ethanol precipitation.  
 

5. Illumina library generation 
 
-ligation of the first Illumina adapter 
ssDNA samples were incubated at 90°C for 2 min with the A1 primer in order to 
denature both DNA molecules. Then, 1x T4 RNA ligase buffer (50 mM Tris-HCl pH 7.5, 10 
mM MgCl2 and 1 mM DTT), 25% PEG 8000, 1 mM ATP, 1 mM DTT (in addition to the 1 
mM from the commercial buffer) and 10 U T4 RNA ligase 1 were added and samples 
incubated at 25°C for 16 h. Following ligation, samples were ethanol precipitated and 
resuspended in 10 µl milliQ H2O.  
 
-selection of the ligated DNAs with magnetic beads  
The required amount of beads was calculated based on their binding capacity, 
transferred into a new tube and washed according to the supplier protocol. The tubes 
(5 µl for each sample) were placed on a magnet for 2 min followed by aspiration of 
the supernatant while the tubes were on the magnet. Beads were resuspended with 
200 µl of 1x washing buffer (5 mM Tris-HCl pH 7.5, 0.5 mM EDTA, 1 M NaCl). Following 3 
washes, beads were resuspended with 2x washing buffer to a final concentration of 5 



µg/µl (twice the original volume). Ligated samples were precipitated and 
resuspended in 20 µl milliQ H2O. An equal volume of the 2x washing buffer was added 
and samples were incubated for 15 min at room temperature using gentle agitation. 
The biotinylated ssDNA coated beads were separated with a magnet for 3 min then 
washed 3 times with 150 µl of 1x washing buffer. An additional wash was performed 
with 150 µl milliQ H2O. Beads with the immobilized ssDNA molecules were resuspended 
with 15 µl milliQ H2O.  
 
-addition of the second Illumina adapter by PCR 
A mix of 25 µl containing 1 µl of magnetic beads coated with biotinylated ssDNA 
samples was prepared with 1x Phusion HF buffer, 200 nM dNTPs, 0.25 µM of PCR1.0 
primer and 0.5 µM of A2PCR primer, 0.02 U Phusion polymerase and milliQ H2O. 
Samples were denatured at 98°C for 3 min followed by five PCR cycles composed of 
15 s at 98°C (denaturation), 15 s at 61.2°C (hybridization) and 2 min at 72°C 
(elongation).  

 
-normalisation of the different samples and Indexing 

*Evagreen based qPCR (normalisation) 
A mix of 25 µl containing 1 µl of PCR PCR1.0-A2PCR was prepared with 1x Phusion HF 
buffer, 200 nM dNTPs, 0.25 µM of PCR1.0 and Index1 primers, 0.5x Evagreen dye, 0.02 
U Phusion polymerase and milliQ H2O. Samples were denatured at 98°C for 3 min and 
29 PCR cycles composed of 15 s at 98°C, 15 s at 56°C and 2 min at 72°C were 
performed.  

*Phusion PCR protocol 
A mix of 50 µl containing DNA, 1x Phusion HF buffer, 200 nM dNTPs, 0.25 µM of each 
primer (Index and PCR1.0), 0.01 U Phusion (Thermo Scientific) and milliQ H2O was 
prepared. Samples were denatured at 98°C for 3 min followed by a PCR cycle 
composed of 15 s at 98°C (denaturation), 15 s at 56°C (hybridization) and 2 min at 
72°C (elongation). Based on the qPCR quantification, samples were normalised by 
performing a specific number of PCR1.0-Index PCR cycles.  
 
Half of PCR1.0-Index PCR reaction from each sample were pooled, ethanol 
precipitated and resuspended in 30 µl milliQ H2O to obtain the Illumina library. 



 

Annexe 25: Synthèse en français 
 

I. Contexte et objectifs de ce projet 
 
Au cours du cycle de réplicatif, les particules du VIH-1 bourgeonnent de la cellule 
infectée sous forme immature et doivent subir le processus de maturation pour 
acquérir leur pouvoir infectieux. Le traitement protéolytique de Pr55Gag déclenche 
des réarrangements morphologiques du virus afin de former une particule mature 
possédant un cone de forme conique contenant le dimère d'ARN génomique 
(ARNg). En parallèle, le dimère d’ARNg subit également des remaniements et 
devient plus stable et plus compact. Alors que la maturation de Pr55Gag est bien 
appréhendée, la maturation structurale de l'ARNg reste mal comprise. Les 
réarrangements structuraux du génome sont facilités par l'activité chaperonne de la 
protéine NCp7. De plus, les produits intermédiaires contenant le domaine NC sont 
cruciaux pour l'infectivité virale, bien que produits de manière transitoire lors de la 
maturation.  
 
Malgré les nombreuses études accomplies pour comprendre le processus de 
maturation, plusieurs questions demeurent non résolues. Le déclencheur exact de 
l'activation de la protéase virale reste inconnu ainsi que le moment précis de 
l'initiation, même s’il est communément admis que la maturation virale démarre 
immédiatement après la libération des particules. 
 
En outre, la transition morphologique du stade immature au stade mature reste 
incertaine, impliquant probablement des interactions inter- et intra-moléculaires, 
ainsi que la relation entre la maturation protéique et la maturation génomique.  
 
Plusieurs groupes ont analysé la structure de l'ARNg en couvrant l'ensemble du 
génome mais ces études ont été réalisées après l'extraction de l'ARNg de particules 
virales (383, 422). Une étude similaire a été réalisée dans les particules virales mais n'a 
ciblé que les 900 premiers nucléotides (427). Néanmoins, il est important de souligner 
que seule la conformation de l'ARNg mature a été étudiée alors que la 
compréhension de la maturation du génome du VIH-1 nécessite d'étudier l'ensemble 
des processus de manière séquentielle. 
 
Depuis plusieurs années, le groupe de J.C. Paillart et R. Marquet, avec pour 
thématiques les complexes ribonucléoprotéiques, l'encapsidation du génome viral 
et l'assemblage de la particule virale, a réalisé plusieurs découvertes dans le 
domaine du VIH-1. En ce qui concerne l'encapsidation du génome du VIH-1, 
l'équipe a étudié le mécanisme de dimérisation de l'ARNg et identifié les 6 
nucléotides impliqués dans la dimérisation de l'ARN. Cette interaction 
intermoléculaire est la seule démontrée à l’heure actuelle entre les deux copies de 
l'ARNg du VIH-1. L'importance des trois purines de part et d’autre du DIS pour le 



 

processus de dimérisation a également été démontrée. La fixation de Pr55Gag à de 
nombreux mutants de l’ARNg a de plus permis de déterminer in vitro et in viro que 
SL1 est le site de liaison majeur de Pr55Gag. En outre, l'équipe possède une solide 
expertise dans l'interrogation de la structure de l'ARN en utilisant des approches de 
cartographie chimique en solution, à la fois in vitro et in vivo. 
 
Dans ce contexte, mon projet de doctorat a été axé sur l'étape de maturation. J'ai 
initié ce projet dans lequel nous souhaitons déterminer les différentes étapes menant 
à la formation d'un dimère d’ARNg stable et mature. Nous souhaitons également 
mieux comprendre le lien entre le traitement protéolytique et la maturation de 
l’ARNg. Dans ce but, j'ai analysé la structure secondaire de la région 5' du génome 
du VIH-1 (comprenant les 550 premiers nucléotides) en combinant des approches in 
vitro et in viro. La structure de cette région a été évaluée par cartographie 
chimique : 
 1. In vitro en présence ou en l'absence de Pr55Gag, GagDp6, intermédiaires 
de maturation contenant le domaine NC (NCp15 et NCp9) et NCp7. Cette 
comparaison nous permet de déterminer ces sites de fixation de ces protéines à 
l’ARNg et si ces sites de protection sont conservés pendant la cascade 
protéolytique. Deux conditions ont été testées en parallèle, à savoir l’ARN seul et le 
complexe ARNg-protéines traité avec la protéinase K avant modification chimique. 
Ces conditions permettent de déterminer si les différents réarrangements structuraux 
induits par les protéines sont permanents au niveau de l’ARNg. 
 2. In viro au sein de particules virales délétées de la protéase virale (PR), de 
mutants mimant la cascade protéolytique Pr55Gag et de particules virales matures. 
Ces particules ont également été traitées avec un éjecteur de zinc (AT-2) qui 
déstabilise les doigts de zinc des intermédiaires de maturation contenant le domaine 
NC. La structure de l’ARNg, chimiquement modifiée in viro, a été déterminée par 
l'approche hSHAPE-Seq. Cette technique a été développée pour étudier la 
maturation structurale de l'ARNg à haute résolution grâce au couplage de la 
cartographie chimique au séquençage à haut débit. 
 
La structuration de cette région a également été étudiée au sein de particules 
virales traitées avec deux inhibiteurs de protéase différents afin de mieux 
comprendre le mécanisme d'action de ces antiviraux et d'évaluer leurs effets sur la 
maturation de l'ARN génomique. En effet, nous proposons l'hypothèse d’un défaut 
de maturation causé par les inhibiteurs de protéase avec l’intermédiaire de 
maturation NC/Sp2 agissant comme dominant négatif.  L’impossibilité de maturer 
totalement le domaine NC pourrait en effet bloquer le réarrangement structural de 
l'ARNg et inhiberait la réplication virale, compte tenu du rôle crucial de la 
chaperonne d'ARN NCp7.  
 
Ce projet vise donc à répondre aux questions suivantes : 
- Comment la conformation structurale des premiers 550 nucléotides évolue-t-elle 
pendant la cascade protéolytique de Pr55Gag ?  
 



 

- Ces réarrangements sont-ils en corrélation avec la cascade protéolytique de 
Pr55Gag ? Où sont-ils exactement localisés et quelle est leur nature (interaction inter- 
et/ou intra-moléculaire ?  
- Quel est l'impact de Pr55Gag et de ses intermédiaires de maturation sur la 
maturation génomique ? Où sont localisés les différents sites de fixation protéique ? 
Est-ce que Pr55Gag et NCp7 ont un motif commun de liaison ?  
- Quel est le mécanisme d'action des inhibiteurs de protéase sur la maturation des 
particules virales ? Ce mécanisme pourrait-il être lié à la maturation des ARNg ? 
 
Mon projet de doctorat a nécessité un effort technique important, avec le 
développement d'une nouvelle technique pour analyser la structure de l'ARNg à 
l’intérieur de la particule virale, car aucun protocole approprié n'était disponible au 
début de mon doctorat. De plus, afin de mettre en lumière le lien entre maturation 
protéique et maturation génomique, des mutants bloqués aux différentes étapes de 
la maturation protéique ont été conçus. Il a été impossible de produire ces 
particules virales par cycle réplicatif, car ces mutants ne se répliquent pas. Ainsi, la 
quantité d’ARNg produite a été limitée et a donc exigé une analyse par 
séquençage à haut débit après cartographie chimique pour augmenter la 
sensibilité de la détection. 
 
J'ai donc développé une technique de cartopgraphie chimique in viro, que nous 
appelons hSHAPE-Seq, et l'ai appliquée à l'étude de la région 5’ du génome du VIH-
1. Cette région est en effet cruciale pour la régulation de nombreuses étapes du 
cycle viral. Cette approche m'a permis d'analyser plusieurs mutants imitant le 
clivage séquentiel de Pr55Gag et l'effet des inhibiteurs de protéase (lopinavir et sulfate 
d'atazanavir) sur la structure de l'ARNg. De plus, les particules virales ont été traitées 
avec de l'aldritiol-2 (AT-2) afin d'expulser les ions Zn2+ des doigts de zinc NC et 
d'identifier leurs sites de liaison. 
 
De plus, j'ai étudié in vitro les sites de fixation de Pr55Gag, GagDp6, NCp15, NCp9 et 
NCp7, afin de valider d’avantage les résultats de hSHAPE-Seq et de comparer la 
propriété chaperonne du domaine NC en fonction de son état de maturation. 
 

II. Résultats et discussion 
 

II.1. Développement et validation de la technique de hSHAPE-Seq 
 
L'approche hSHAPE-Seq a été conçue pour déterminer la conformation de l'ARNg 
du VIH-1 pendant le traitement protéolytique de Pr55Gag. Comme le montre ce 
manuscrit, l'approche hSHAPE-Seq a fourni des informations structurales détaillées sur 
les premiers 550 nucléotides du génome du VIH-1 à l'intérieur des particules virales. 
Le protocole hSHAPE-Seq a été largement optimisé pour générer les résultats 
présentés dans ce manuscrit. Le principal défi était la quantité très limitée de 



 

matériel disponible pour les virus mutants et donc non réplicatifs. Par conséquent, 
plusieurs étapes clés du protocole ont nécessité une importante optimisation : i) 
production à grande échelle des particules virales PR- et intermédiaires de 
maturation, ii) traitement AT-2, qui a un effet dramatique sur le rendement de 
récupération de l'ARNg, iii) RTion et iv) préparation de la bibliothèque Illumina, 
comprenant la ligation des adaptateurs Illumina et la normalisation des échantillons. 

 
Le profil de réactivité du génome issu de particules virales matures, que j'ai obtenu 
avec hSHAPE-seq, est globalement très similaire avec les résultats précédemment 
publiés par Wilkinson et al. (426). Dans cette étude, l'ARNg a également été modifié 
in viro, mais les modifications ont été analysées par la technique de hSHAPE, qui 
utilise l'électrophorèse capillaire plutôt que les nouvelles technologies de 
séquençage à haut débit, pour identifier leurs emplacements. Sur la base du profil 
de réactivité SHAPE, nous avons clairement montré que la région régulatrice 5' est 
plus structurée que la région codante de gag (Figure 94 A). 
 
Cependant, contrairement aux travaux publiés précédemment, notre étude fournit 
une vue complète des réarrangements structuraux de la région 5’ de l'ARNg lors de 
la maturation des particules virales. En effet, notre connaissance de la conformation 
immature de l’ARNg est très limitée, avec une seule analyse existante et se focalisant 
sur le domaine PBS seulement (375). En ce qui concerne la fixation de Pr55Gag, des 
études in vitro ont été réalisées (33, 48, 67, 127, 225, 354, 388). Cependant, aucune 
étude similaire n'a été effectuée sur des particules immatures contenant Pr55Gag. De 
plus, la conformation de l’ARNg des mutants bloqués à différentes étapes du 
processus de maturation (313) n'a pas été déterminée précédemment. Ainsi, nos 
résultats fournissent le premier aperçu de la maturation structurale de l'ARNg qui 
accompagne la transformation des particules virales immatures en particules 
infectieuses. 
 
Deux et trois réplicas biologiques ont respectivement été obtenus pour les particules 
immatures et matures traitées par DMSO et un réplica non traité a été produit pour 
chaque étape de maturation. En comparant les réplicas, des variations significatives 
sont observées dans certaines régions même si les profils de réactivité sont 
globalement cohérents. L'un des trois réplicas traités avec DMSO pour les 
échantillons matures diffère sensiblement des deux autres et semble également 
incompatible avec l'échantillon non traité ; Ainsi, cet échantillon devrait 
probablement être retiré de l'analyse. Cette variabilité résulte probablement du fait 
que ces échantillons d'ARNg ont été recueillis à partir de différentes productions 
virales et suggère que certaines régions de la structure de l'ARNg pourraient adopter 
d'autres conformations. Néanmoins, le hSHAPE-Seq est hautement reproductible, 
comme en témoigne la comparaison des profils de réactivité obtenus pour les 
quatre concentrations d'inhibiteurs de protéase (annexes 16 à 23). 
 
 
 



 

 

Figure 94 
Réactivité globale des 550 premiers 
nucléotides du génome de particules  
immatures PR-, intermédiaires et 
matures. 
A. Les fenêtres roulantes de 30 ou 100 
nucléotides montrent des différences 
de réactivité moyenne entre la région 
5'-UTR et le début de la région codante 
de gag dans les particules immatures, 
intermédiaires et matures. La moyenne 
de chaque région est représentée par 
des lignes pointillées. B. La moyenne de 
la réactivité nucléotidique de ces deux 
régions est comparée chez les ARNg 
matures et immatures. 
. 
 



 

II.2 La maturation génomique du VIH-1  
 

II.2.1 Observations générales de la conformation structurale du génome du 
VIH-1 extrait de particules virales PR- et matures 
 
Les profils de réactivité hSHAPE-Seq sont assez similaires, mais avec certaines 
différences principalement situées dans les domaines PBS et SL1. Cependant, le 
traitement AT-2 révèle des différences majeures entre les ARNs issus de particules PR- 
et matures. Ceci montre que la structure de l'ARNg est en effet différente entre ces 
deux états et que Pr55Gag et NCp7 se lient et agissent différemment. En effet, ce 
traitement est particulièrement intéressant et nous a permis de détecter les 
interactions de protéines contenant des domaines doigt de zinc avec l'ARNg. La 
rupture des interactions ARN-protéine entraîne à la fois des augmentations et des 
diminutions de la réactivité. La différence des réactivités obtenues avec DMSO et 
AT-2 est présentée à la figure 95 et met en évidence les sites de protection 
(réactivité obtenue dans la condition DMSO < réactivité obtenue dans la condition 
AT-2) et de déstabilisation de la structure du génome induite par la protéine 
(réactivité obtenue dans la condition DMSO > réactivité obtenue dans la condition 
AT-2). 
 
Après traitement AT-2, la réactivité de plusieurs régions évolue de manière similaire 
dans les particules virales immatures et matures (figure 95, régions indiquées en 
rouge). Ces régions sont principalement situées dans le signal d'encapsidation de 
l’ARNg et protégées par Pr55Gag et NCp7. En revanche, Pr55Gag et NCp7 influent 
différemment la conformation de l’ARNg dans le domaine PBS et dans la région 
codante de gag (Figure 95, régions indiquées en vert). Le domaine PBS devient 
moins accessible lors du traitement AT-2 des particules virales immatures PR-, ce qui 
implique un effet déstabilisateur de Pr55Gag, alors que certaines régions sont 
protégées par NCp7 dans les particules virales matures. La région codante de gag 
est fortement protégée par NCp7, tandis que Pr55Gag a un effet limité sur cette 
région. 
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II.2.2 Pr55Gag et NCp7 ont-ils un motif consensus de fixation à l’ARNg? 

 
La composition nucléotidique des sites de protection de l’ARNg par Pr55Gag et NCp7 
a été comparée grâce au traitement AT-2 de particules PR- et matures (figure 96). 
Dix sites de fixation de Pr55Gag sont présents dans les premiers 550 nucléotides du 
génome du VIH-1. Ils correspondent à un motif comprenant environ trois nucléotides 
avec une forte prédominance de nucléotides G et A à la troisième position. Il n’y a 
pas de consensus aux première et deuxième positions avec une fréquence relative 
similaire des résidus A, U et G. Les sites de fixation de NCp7 se composent d’un (12 
sites), deux (5 sites) ou trois (8 sites) nucléotides. La prédominance des nucléotides A 
et G à la troisième position du site de 3 nucléotides est similaire à celle observée 
pour Pr55Gag. La prédominance des résidus G à la fin du motif se retrouve également 
pour les sites de NCp7 à 1 et 2 nucléotides. La première et la deuxième position des 
sites à 3 nucléotides sont faiblement conservées, mais les résidus G sont relativement 
plus fréquents que dans les sites de fixation de Pr55Gag. Ainsi, Pr55Gag se fixe aux sites 
riches en A et G, alors qu'une proportion plus élevée de résidus G est nécessaire pour 
la liaison NCp7. 
 
Les motifs du génome du VIH-1 qui lient Pr55Gag et NCp7 pendant les étapes 
d’encapsidation, d'assemblage et de maturation ont été analysés par PAR-CLIP 
(246). Conformément à nos données, Kutluay et al. a montré que Pr55Gag se lie 
préférentiellement à des motifs riches en A composés de cinq nucléotides avec au 
moins un nucléotide G. Les sites génomiques protégés par Pr55Gag déterminés par 
hSHAPE-Seq sont plus petits (trois nucléotides) que les sites de liaison observés par 
PAR-CLIP, mais ces différences s'expliquent probablement par l’approche 
expérimentale utilisée, car le hSHAPE-Seq détecte uniquement les nucléotides 
protégés par Pr55Gag, tandis que les sites de fixation peuvent impliquer une région 
plus vaste incluant éventuellement des nucléotides appariés. La prédominance de 
nucléotides G dans les sites de liaison NCp7 est en accord avec les structures RMN 
obtenues avec NCp7 (16, 112, 413) ainsi que les données de cartographie chimique 
in viro publiées par l'équipe de K. Weeks (426). Une préférence de NCp7 pour les 
motifs riches en nucléotides G et U est proposée par Kutluay et al. mais en regardant 
les motifs, une prédominance de résidus G est observée avec un nucléotide U pour 
deux nucléotides G (246). 
 
 
 



 

 
II.2.3 Comment la structure du génome évolue-t’elle lors du clivage 
protéolytique de Pr55Gag? Quel est l’impact de Pr55Gag et des intermédiaires 
de maturation?  
 
Les quatre virus mutants mimant la cascade protéolytique de Pr55Gag affichent une 
évolution structurale cohérente du domaine PBS, du signal d'encapsidation et de la 
région codante de gag. En outre, cette évolution est en corrélation avec la 
conformation de l'ARNg dans les particules virales immatures PR- et matures. Les 
mutants Step 1 et Step 1.1 présentent les réarrangements les plus importants de 
l'ARNg. À partir de l'étape Step 2, cette dynamique est perdue et la conformation 
de l’ARNg ne semble pas être affectée au stade CA/Sp1, car aucun changement 
clair n'est observé dans nos données hSHAPE-Seq. La conformation finale est 
obtenue au stade mature, avec les derniers réarrangements des domaines PBS et 
SL4 (Figure 94 A). 
 
Au stade Step 1, l'ARNg présente une réactivité accrue par rapport au stade 
immature PR- (figure 94 A2). En outre, le profil de réactivité de l'étape Step 1 est très 
similaire au profil immature traité avec AT-2 et suggère donc que NCp15 est 
incapable de protéger les premiers 550 nucléotides du génome du VIH-1. En effet, le 
signal d'encapsidation est hautement réactif, y compris les nucléotides du domaine 
SL4. Ces résultats sont en accord avec le fait que les intermédiaires contenant le 
domaine NC et NCp7 possèdent différentes propriétés de liaison à l’ARN in vitro. 

Figure 96  
Présentation du site de fixation de Pr55Gag et NCp7 au génome.  
La composition nucléotidique des sites présentant une augmentation de réactivité 
après traitement AT-2 est présentée, dans le cas de particules immatures PR- et 
matures (http://weblogo.berkeley.edu/logo.cgi). La hauteur du motif indique la 
conservation de la séquence, tandis que la hauteur des symboles indique la 
fréquence relative des nucléotides à cette position. 
 



 

NCp9 et NCp7 favorisent la formation de grands agrégats d’ARN, alors que ces 
agrégats n'ont pas été détectés avec NCp15. Ceci a été démontré par microscopie 
électronique de complexes NC-ADN (292, 293), analyse biophysique et biochimique 
des interactions NC-ARN (420, 432) et dimérisation de l'ARNg (201, 211, 313). De plus, 
nos données hSHAPE-Seq expliquent potentiellement la déficience observée de la 
dimérisation du génome (201, 211, 313), la RT et l'intégration (96) dans les particules 
virales mutantes dans lesquelles la maturation de Pr55Gag est arrêtée au stade NCp15 
(313). 
 
De manière surprenante, alors que NCp15 semble incapable de protéger l’ARNg de 
la même manière que Pr55Gag, NCp15 déstabilise le domaine PBS aussi efficacement 
que Pr55Gag, au niveau de la tige supérieure du domaine PBS, la boucle PBS et la 
séquence complémentaire au site PAS. L’accessibilité de ces sites est identique dans 
les particules PR- et Step 1. La déstabilisation du domaine PBS est perdue avec le 
traitement AT-2, ce qui indique que le réarrangement conformationnel n'est pas 
permanent au stade PR- immature. Comme NCp15 interagit faiblement avec 
l'ARNg, nos résultats suggèrent que les réarrangements du domaine PBS pourraient 
devenir permanents au stade Step 1, après clivage de Pr55Gag au site Sp1 / NC. En 
outre, cette réactivité accrue est conservée à l'étape 1.1, qui possède NCp9 et est 
progressivement perdue au fil de la maturation de Pr55Gag, comme en témoigne la 
protection progressive de ces sites. 

 
De manière intéressante, les nucléotides G257-G363 deviennent totalement non 
réactifs au stade Step 1.1 (Figure 97). Cette région comprend le signal 
d'encapsidation à partir du DIS et les 20 premiers nucléotides de la région codante 
de gag. En plus de cette région, le domaine PBS suit la même tendance observée 
au stade Step 1 et la réactivité des nucléotides C238-A242, le site présentant la plus 
forte réactivité dans les 550 premiers nucléotides, est même augmentée (figure 98). 

Figure 97 
Evolution de la réactivité des nucléotides G257-G363 du génome du VIH-1 durant la 
maturation de Pr55Gag. 
La somme des réactivités SHAPE des nucléotides G257-G263 a été calculée pour les particules 
PR-, matures, les intermédiaires de maturation ainsi que les particules PR- et matures traitées 
avec AT-2.  
 



 

Il serait intéressant de tester le traitement AT-2 à l'étape Step 1.1 afin de déterminer si 
les nucléotides G257-G363 sont protégés par NCp9 ou si l’ARNg est réarrangé. Des 
changements dans le profil de réactivité de cette région sont observés aux stades 
Step 1.1 et Step 2, même si la maturation de Pr55Gag est bloquée à l'état NCp9 dans 
ces deux intermédiaires de maturation (Figure 97). La seule différence entre ces 
deux intermédiaires est le clivage MA / CA à l'étape Step 2, qui libère l'intermédiaire 
CA/Sp1. Ce clivage en amont de CA/Sp1 est nécessaire pour initier la 
déstructuration de la capside immature dans le modèle d'assemblage et de 
désassemblage responsable de la formation du core capsidique (109, 222). 
L’importance du désassemblage du core immature pour le remodelage 
conformationnel de cette région génomique reste inconnue. 

 
III.1 Evolution du domaine PBS 

 
Le domaine PBS, qui est déstabilisé par Pr55Gag et se trouve dans une conformation 
"ouverte", est encore très réactif à l'étape Step 1 contenant NCp15 et aux étapes 
Step 1.1 et Step 2 contenant NCp9. La réactivité diminue à partir de l'intermédiaire 
Step 2, et le domaine PBS est presque totalement non réactif dans les particules 
virales matures. L’ARNtLys,3 est fixé aux 18 nucléotides de la boucle PBS au stade PR- 
immature. Le traitement AT-2 des particules virales PR- immatures suggère que 
Pr55Gag déstabilise la structure secondaire de la tige supérieure du domaine PBS 
(positions A136, A147, A138 et G162) et la séquence PAS (nucléotides A220, G221 et 
G223) proposé comme interagissant avec l'anti-PAS, de sorte que les interactions 
supplémentaires entre le tRNALys,3 et le domaine PBS peuvent déjà se produire, au 
moins de façon transitoire. Suite au traitement AT-2, la réactivité de ces régions 

Figure 98 
Evolution de la réactivité des nucléotides C238-A242 du génome du VIH-1 durant la maturation 
de Pr55Gag. 
La somme des réactivités SHAPE des nucléotides C238-A242 a été calculée pour les particules 
PR-, matures, les intermédiaires de maturation ainsi que les particules PR- et matures traitées 
avec AT-2.  
 



 

diminue, ce qui reflète une stabilisation de la structure intramoléculaire  et indique 
que les interactions entre le domaine PBS et la boucle variable, la boucle anti-codon 
et le site TYC ne subsistent pas en l'absence de Pr55Gag. Cependant, le site 
accepteur du tRNALys, 3 reste fixé, bien qu’imparfaitement, aux 18 nucléotides de la 
boucle du domaine PBS en l'absence de Pr55Gag, probablement en raison de la 
grande interface d'interaction. Cette interaction est améliorée au stade mature. 
 
Puisque l’intermédiaire NCp9 est présent à la fois aux étapes Step 1.1 et Step 2, la 
diminution de réactivité du domaine PBS au dernier stade pourrait être dûe au 
clivage CA/Sp1 de l'intermédiaire p41 (MA-CA-Sp1) et à l'initiation subséquente de 
la formation du cone capsidique. Cette hypothèse est soutenue par le profil de 
réactivité inchangé du domaine PBS du stade Step 2 au stade CA/Sp1, où CA/Sp1 
est encore présent, mais NCp9 est transformé en NCp7 et Sp2. La structuration finale 
du domaine PBS est finalement obtenue par le traitement de l'intermédiaire CA/Sp1 
au stade mature et l'activité chaperonne de NCp7. À ce stade, les interactions entre 
le site accepteur, la boucle variable, la boucle anti-codon et le site TYC du tRNALys, 3 

sont stables lorsque NCp7 est dissocié par un traitement AT-2.   Ces observations sont 
en accord avec la notion selon laquelle le recrutement du tRNALys, 3 est un processus 
effectué en plusieurs étapes, promu en premier lieu par Pr55Gag, puis par NCp7 après 
achèvement du traitement protéolytique et éventuellement par les intermédiaires 
NCp9 également (71, 138, 168, 186, 375, 433). En outre, NCp7 peut affiner la fixation 
du tRNALys, 3 aux domaine PBS pour produire un complexe d'initiation entièrement 
fonctionnel pour la rétro-transcription, ce qui n'est probablement pas le cas avec 
NCp9. Cette hypothèse est en corrélation avec l'infectivité des particules virales 
mutantes CA / Sp1, contrairement aux mutants bloqués au stade Step 2, qui ne sont 
pas infectieux (313). 

 
III.2 Evolution du signal d’encapsidation 

 
Le domaine SL1 est hautement structuré de l'étape 1 au stade CA / Sp1, en accord 
avec le profil de réactivité des étapes immatures PR- et matures. La séquence 
palindromique de 6 nucléotides est non réactive lors de la cascade de maturation, 
indiquant que l'ARNg dimérise grâce au domaine SL1. La boucle interne inférieure 
est réactive à toutes les étapes de maturation (Figure 98) et constitue le site le plus 
réactif des 550 premiers nucléotides du génome (figure 94 A). Au stade immature, la 
boucle interne supérieure est protégée par Pr55Gag. Ces données sont en accord 
avec les résultats précédemment publiés par notre équipe, montrant que cette 
boucle est le site de liaison principal de Pr55Gag (4, 48, 388). Lors du traitement AT-2 
des particules virales matures, non seulement la réactivité de la boucle interne 
supérieure augmente, reflétant un site de liaison de NCp7, mais également la région 
entière comprenant les positions A269-G278. Rien de semblable n'a été observé 
dans les particules virales immatures. Nos données suggèrent fortement que la tige 
intermédiaire SL1, associant les deux boucles internes, n'existe pas au stade mature. 
Nous suggérons que cette conformation ouverte reflète la formation d'un duplexe 



 

étendu impliquant la tige supérieure du domaine SL1 (nucléotides C248-G270). Ce 
duplexe étendu induit des contraintes structurales qui sont résolues grâce à 
l’ouverture de la tige intermédiaire de SL1. La potentielle existence de ce duplexe 
étendu remet également en question l'existence de la tige inférieure de SL1 dans le 
modèle SL1 étendu, du fait de la contrainte stérique. En effet, Mujeeb et al. a montré 
que l'ajout de deux paires de bases à la base de la tige intermédiaire SL1 créait un 
domaine SL1 stable et l’incapacité de former un duplexe étendu en présence de 
NCp7 (303). 
 
Les boucles apicales des domaines SL2 et SL3 sont protégées par Pr55Gag, NCp7 et 
vraisemblablement l’intermédiaire NCp9. Le profil de réactivité du domaine SL2 lors 
du traitement AT-2 révèle l'instabilité de la tige aux stades immature et mature et la 
stabilisation de la conformation du domaine SL2 médiée par Pr55Gag et NCp7. 
 
Le domaine SL4 contient le codon d’initiation de gag et est généralement décrit 
comme étant associé avec les nucléotides U105-G116 dans l’élément U5 et la région 
riche en CU (positions U228-C233). Cette région présente un intérêt particulier car il a 
été proposé comme régulant l’encapsidation de l’ARNg grâce à un réarrangement 
structural de la 5'-UTR (1, 220, 269). Nos données obtenues par hSHAPE-Seq révèlent 
un fort effet de Pr55Gag et des intermédiaires contenant le domaine NC sur la 
réactivité du domaine SL4 plutôt que l’appariement nucléotidique de ce domaine. 
En effet, Pr55Gag protège fortement le domaine SL4 et cette protection est perdue 
lors du premier clivage de Pr55Gag permettant la libération de NCp15. Le domaine 
SL4 n'est pas réactif du stade Step 1.1 au stade CA/Sp1, vraisemblablement protégé 
par NCp9 et dans une moindre mesure par NCp7 au stade mature, comme le 
montre le traitement AT-2 des particules immatures PR- et matures. Ainsi, alors que 
l’intermédiaire NCp15 est incapable de lier efficacement le domaine SL4, cette 
capacité est restaurée avec NCp9 et NCp7. La déprotection du domaine SL4 
observée lors du traitement AT-2 est en défaveur de l'interaction de cette région 
avec les nucléotides U105-G116 dans U5 et la région riche en CU au stade immature 
et au moins avec la région riche en CU au stade mature. Ainsi, nos résultats ne sont 
pas compatibles avec l’interaction U5-AUG proposée pour l'encapsidation de 
l’ARNg et les modèles proposés à partir de résultats obtenus in viro (426), ex viro (383, 
422) et in vitro (191, 220). Il est à noter que la comparaison de la structure de l'ARNg 
avec et sans traitement AT-2 a largement contribué à ces conclusions. 
 

III.3 Evolution des premiers 200 nucléotides de la region codante 
de gag  

 
La région codante de gag est fortement modifiée par rapport à la 5'UTR (Figure 94 
A). Deux régions riches en GC, non réactives à toutes les étapes de maturation, sont 
présentes en absence de traitement AT-2. Plusieurs domaines sont très réactifs et la 
fixation de Pr55Gag n'influence pas fortement ces domaines, ni en les protégeant ni 
en les déstabilisant. Cependant, la réactivité des positions G369-U397 et U486-A533 



 

est perdue lors du traitement AT-2 de particules matures. Ainsi, NCp7 et 
éventuellement NCp9 déstabilisent fortement ces sites. En ce qui concerne les 
nucléotides G408-A475, leur réactivité augmente au cours du traitement 
protéolytique de Pr55Gag, à l'exception du stade Step 1. De plus, nos résultats 
hSHAPE-Seq démontrent un effet déstabilisant assez important de NCp7 au début de 
la région codante de gag, alors que l'équipe de K. Weeks a suggéré que NCp7 n’ait 
peu d’activité de déstabilisation dans cette région (426). 
 
II.2.4 Comparaison des données in vitro et in viro de cartographie chimique  
 
Des expériences d’empreinte protéique ont été effectuées in vitro avec Pr55Gag, 
GagDp6, NCp15, NCp9 et NCp7 afin de valider les résultats de hSHAPE-Seq et de 
comparer les propriétés de chaque protéine. Ces résultats ont été comparés avec 
les mutants viraux mimant la cascade protéolytique de Pr55Gag et les résultats in vitro 
et in viro obtenus sont globalement similaires. Certaines divergences concernant, 
par exemple, les nucléotides situés entre les domaines SL2 et SL3 ont été trouvées, 
mais il est donc important de garder à l'esprit que les conditions in vitro représentent 
un système simplifié par rapport à l'environnement présent in viro. En outre, les 
données in vitro sont compatibles avec l'existence de l'interaction U5-AUG ainsi que 
l'interaction entre les régions riches en AG et riches en CU (résultats non présentés). Il 
est à noter que les expériences d'empreinte in vitro ont été effectuées en absence 
du tRNALys, 3. Nous avons montré in viro que la structuration finale du domaine PBS est 
obtenue par le traitement de l'intermédiaire CA / Sp1 et l'activité chaperonne de 
NCp7, stabilisant la fixation du tRNALys, 3. Ainsi, l'influence de la fixation du tRNALys, 3, sur 
la structuration finale du domaine PBS, explique potentiellement l'écart entre les 
résultats obtenus in viro et in vitro. 
 
Nos résultats sont en corrélation avec une amélioration de l'activité chaperonne des 
protéines contenant le domaine NC pendant la cascade protéolytique, ce qui est 
cohérent avec les résultats in viro et l’hypothèse que la libération de NCp7 
augmente sa flexibilité et influence ses propriétés de liaison / dissociation des acides 
nucléiques. En ce qui concerne l'intermédiaire NCp15, aucune forte différence de 
comportement n'est observée in vitro et in viro. 
 
Dans cette étude, nous avons également testé la protéine GagDp6, un intermédiaire 
qui n'existe pas pendant le processus de maturation naturel, car cette protéine est 
souvent utilisée comme substitut de Pr55Gag dans des études in vitro (110, 111, 206, 
225, 306, 423 , 431). De manière surprenante, Pr55Gag et GagDp6 ont des 
caractéristiques très différentes, comme clairement visualisé au niveau des boucles 
apicales des domaines SL1 et SL3 et à la boucle interne inférieure de SL1. Fait 
intéressant, les profils de réactivité obtenus en présence de GagDp6 et NCp9, qui 
possèdent tous deux le domaine p6, sont très similaires. Contrairement à Pr55Gag, 
NCp15 et NCp7, ces deux protéines ne se sont pas complètement dissociées de la 
matrice d'ARNg en l'absence de SDS. Ces résultats mettent en évidence les 
propriétés d’agrégation de NCp9 et GagDp6 et suggèrent que Sp2 et / ou p6 



 

affectent le mode de liaison de ces protéines. Fait intéressant, il a été proposé que le 
domaine NC interagisse de manière transitoire avec p6 (101, 292, 293, 420). GagDp6 
a été souvent utilisé comme un substitut de Pr55Gag dans les études in vitro parce 
que Pr55Gag est sensible au clivage protéolytique lors de son expression et purification 
(65). Notre laboratoire a récemment testé l'impact du domaine p6 sur la spécificité 
de liaison de Pr55Gag aux ARN viraux (résultats non publiés de Dubois et al.). De 
manière surprenante, cette comparaison révèle que GagDp6 lie l'ARNg, les ARN 
viraux épissés et les ARN cellulaires avec une affinité très similaire. En outre, le 
domaine SL1 ne constitue pas le principal élément de reconnaissance de GagDp6, 
contrairement à Pr55Gag. Ces résultats démontrent que le domaine p6 joue un rôle 
crucial dans la liaison spécifique de Pr55Gag à l'ARNg du VIH-1. Ainsi, Pr55Gag et 
GagDp6 ne peuvent être considérés comme équivalents en ce qui concerne leurs 
propriétés de liaison à l'ARN. 
 
II.2.5 Quel est l’impact des inhibiteurs de protéase sur la conformation 
structurale de l’ARNg?  
 
Les faibles concentrations d'IP utilisées dans des milieux cliniques inhibent 
efficacement la réplication virale tout en produisant uniquement des défauts subtils 
ou non détectables sur le clivage des précurseurs Pr55Gag et Pr160GagPol. En outre, les 
IP affectent le processus de rétro-transcription, mais pas l'activité enzymatique de 
l’enzyme elle-même (304), et une accumulation des intermédiaires NCp9 a été 
signalée (304). Sur la base de ces faits, nous avons émis l'hypothèse que l'activité des 
IP pourrait être liée au clivage du domaine NC et aux défauts de maturation 
structurale de l'ARNg. La comparaison de la conformation de l'ARNg avec quatre 
concentrations différentes de LPV et ATV n'a révélé aucune évolution en corrélation 
avec l'augmentation de la concentration d'IP. En outre, le profil structural de l’ARNg 
obtenu à 1,1 nM de LPV est différent des conformations immatures PR- et matures. 
Ainsi, nos résultats indiquent que la maturation structurale de l’ARNg est bloquée à 
un stade intermédiaire en présence d'IP. 
 
En effet, la conformation de l’ARNg à 1,1 nM LPV ressemble aux stades Step 2 et 
CA/Sp1, aucune différence claire n'étant observée entre ces deux profils de 
réactivité. En outre, le LPV a été signalé comme affectant le clivage NC / Sp2 (304), 
reflétant éventuellement un défaut de maturation similaire à celui observé pour le 
mutant Step 2. L'intermédiaire NCp9 est déjà présent à l'étape Step 1.1, où CA/Sp1 
est toujours attaché à MA et donc lié à la membrane virale. Cependant, le profil de 
réactivité des échantillons traités par IP est différent des particules bloquées à 
l'étape Step 1.1, ce qui pourrait indiquer une influence de la formation du cone 
capsidique sur le réarrangement structural du génome. Moore et al. a en outre 
étudié la stabilité de l'ARNg en présence d’IP à l’IC50 et l’IC90 (295). L'analyse par 
Northern blot n'a montré qu'un léger impact des IP sur la stabilité de l'ARNg 
dimérique, tandis qu’environ 40% des particules virales ont montré une morphologie 
aberrante avec un complexe RNP excentrique. Ainsi, les auteurs ont conclu que la 
stabilisation de l'ARNg dimérique est indépendante de la formation du core viral. 



 

Des changements de morphologie des particules du VIH-1 sont remarqués en 
présence de faibles doses d’IP. Une augmentation graduelle des particules 
aberrantes avec des cores diffus ou vides, ainsi qu'une accumulation de complexes 
RNP excentriques a été observée (215, 295, 304). Selon Müller et al., la proportion de 
particules présentant ces défauts est trop faible pour expliquer la perte d'infectivité. 
Cependant, la proportion de particules morphologiquement matures à l’IC50 de LPV 
diminue d'environ 40%, avec 20% de particules présentant un défaut de maturation 
et 30% de particules immatures (304). Ceci est conforme avec l’étude de Moore et 
al. montrant environ 25% des particules avec une région dense et excentrée du 
cone et 15% de particules immatures en présence d’IC50 de LPV et ATVs (296). La 
proportion de particules virales avec une morphologie mature diminue avec des 
concentrations croissantes d'IP, avec 20-20% restant à l’IC90 de LPV. En outre, le 
degré d'altération de la maturation de Pr55Gag et la réduction de l'infectivité à faible 
concentration d'IP ne sont pas directement et quantitativement corrélés. 
 
La relocalisation du complexe RNP, observée en présence d'IP est similaire au 
phénotype morphologique observé avec les NCINI (144, 210, 228). Dans le cas des 
NCINI, le phénotype s’expliquerait en raison de la multimérisation de l’IN, ce qui 
perturberait l'interaction IN-RNP et donc l'initiation de la morphogenèse du cone 
capsidique. Il est donc tentant de lier l'action des IP à la formation du cone 
capsidique. 

 
II.2.5 Modèle proposé de la structure secondaire de la région 5’ du génome 
du VIH-1 au stade mature 
 
Sur la base de nos données hSHAPE-Seq obtenues lors du traitement AT-2 de 
particules matures, nous proposons un nouveau modèle de structure secondaire des 
550 premiers nucléotides du génome du VIH-1 (figure 99). Les sites de liaison de 
NCp7 proposés et les sites déstabilisés par NCp7 sont indiqués sur le modèle.  
 
Dans ce modèle, les nucléotides U105-G116 de U5 interagissent avec les nucléotides 
G361-G365 de la région codante de gag, au lieu de l'interaction U5-AUG (191, 220, 
383, 422, 426) (figure 99 A). De plus, la région riche en CU est proposée comme 
interagissant avec le domaine SL4, mais de manière décalée, avec les nucléotides 
G331-A336 interagissant avec la région riche en CU au lieu des nucléotides C329-
A334 communément proposés (Figure 99 B). La structuration globale du domaine 
PBS est similaire à la structure consensus trouvée dans les modèles publiés, à 
l'exception du PAS (Figure 99 C). En effet, nos résultats indiquent que le PAS est lié au 
tRNALys, 3. L'anti-PAS est protégé par NCp7 et est donc proposé comme étant non 
apparié. La boucle PBS comprend un nombre plus petit de nucléotides car deux 
interactions supplémentaires sont proposées (positions U131-A133 avec positions 
U200-G202 et positions U115-U118 avec positions A205-G208). Le domaine SL1 est 
dessiné comme une tige-boucle intramoléculaire irrégulière. La boucle apicale et la 
tige forment probablement un duplex prolongé. La tige intermédiaire est bio-
informatiquement prédite (logiciel RNA structure (346)), même lorsque la réactivité 



 

SHAPE est appliquée. Les domaines SL2 et SL3 plus les nucléotides liant ces deux 
domaines adoptent la structure communément admise (figure 99 D). Les premiers 
200 nucléotides de la région codante de gag sont fortement structurés, mais cette 
région est déstabilisée par NCp7, comme le montre la réactivité réduite observée 
lors du traitement AT-2 (figure 99 E). Nous avons également essayé de modéliser la 
région 5' du génome du VIH-1 au stade immature, en utilisant les résultats obtenus 
après traitement AT-2 par hSHAPE-Seq. Cependant, le fort effet déstabilisant de 
Pr55Gag sur le domaine PBS rend difficile la modélisation du domaine PBS, et donc de 
la totalité de la région 5' du génome du VIH-1. Il sera intéressant de construire un 
modèle 3D de la structure mature de la région 5’ du génome du VIH-1. Ce sera un 
test important pour notre modèle de structure secondaire, car il indiquera s’il est 
topologiquement réalisable. La même stratégie pourrait être appliquée pour 
discriminer entre plusieurs modèles de structure secondaire de la conformation de 
l’ARNg immature. 
 
 
 
 
 
 
 
 



 

Figure 99  
Modèle de la structure secondaire des 550 
premiers nucléotides du génome du VIH-1 
dans la conformation mature.  
Ce modèle a été généré en utilisant les 
contraintes de SHAPE de l'échantillon 
mature traité avec AT-2, en utilisant le 
logiciel RNA structure (346). Les quatre sites 
d'interaction du domaine PBS avec le 
tRNALys, 3 (lignes vertes) ont été forçés à être 
dans une conformation non appariée. Les 
nucléotides présentant une réactivité 
accrue lors du traitement AT-2 sont proposés 
comme étant un site de liaison de NCp7 et 
sont indiqués par des ovales pourpres. Les 
sites montrant une réactivité réduite lors du 
traitement AT-2 sont proposés comme étant 
déstabilisés par NCp7 et sont indiqués par 
des flèches bleues. Le motif de 6 
nucléotides dans la boucle apicale du 
domaine SL1, représenté comme former 
une interaction intermoléculaire avec un 
second ARNg, est mis en évidence par un 
encadré orange. Le codon AUG de la 
région codante de gag est en gras. Les 
deux régions impliquées dans le pseudoknot 
entre la boucle poly-A et la région codante 
de gag (324), non réactif dans nos données 
hSHAPE-Seq, sont indiquées par des 
encadrés bleus. 



 

 



Structural rearrangements of the HIV-1 genomic RNA during maturation of the viral 
particle 

 
 
During the replicative cycle, the HIV-1 particle buds from the infected cell as an immature 

particle and has to undergo a maturation process to become infectious. Proteolytic processing of 
Pr55Gag triggers morphological rearrangements of the immature Pr55Gag shell in order to form a 
mature particle with the characteristic cone-shaped core containing the genomic RNA (gRNA) 
dimer. Concomitantly, the gRNA dimer becomes more stable and more compact. Whereas Pr55Gag 
processing is well established, gRNA structural maturation remains poorly understood. Structural 
rearrangements of the genome are facilitated by the RNA chaperone activity of the NCp7 protein. 
Moreover, NC-containing intermediates, albeit transiently produced, are crucial for viral infectivity. 
Our goal was to determining the different steps leading to the formation of the mature dimeric gRNA 
and to better understand the link between proteolytic processing and genomic maturation.  

 
To this end, the structure of the gRNA 5’ region was assessed by 1. in vitro and 2. in viro 

chemical probing. 1. In vitro footprinting assays of the 5’ region of the HIV-1 gRNA were performed 
with Pr55Gag, GagDp6, NC-containing intermediates and NCp7. These experiments allowed us to 
compare the RNA binding sites of these proteins and their effects on the gRNA structure. 2. In order 
to analyse the steps leading to the mature gRNA conformation, we developed an in viro chemical 
probing technique, termed hSHAPE-Seq. Thanks to this powerful approach, we analysed the first 550 
nucleotides of the HIV-1 genome from several wild type and mutant viruses mimicking the 
sequential processing of Pr55Gag. The gRNA secondary structure was also studied within immature 
PR- and mature viral particles treated with the AT-2 zinc ejector, in order to identify the Pr55Gag and 
NCp7 binding sites as well of the gRNA destabilising activity of these proteins.  

 
The hSHAPE-Seq methodology allowed us to detect multiple RNA-RNA and RNA-protein 

interactions during the sequential maturation process Differences in the PR- and mature gRNA 
conformations were mostly located at the PBS and SL4 domains. Major differences were observed 
upon AT-2 treatment. Indeed, Pr55Gag and NCp7 strongly influence the gRNA conformation by 
progressively stabilising the annealing of four different regions of tRNALys,3 to the PBS domain. At the 
immature stage, the acceptor arm of tRNALys,3 is annealed to the 18 nucleotides of the PBS, while 
the three additional interactions seem to transiently exist thanks to the chaperone activity of Pr55Gag. 
Step 1 and Step 1.1 stages exhibit the most important rearrangements. In addition, Step 1 highlights 
limited interactions of NCp15 with the HIV-1 genome. From the Step 2 stage, this dynamic is lost and 
the gRNA conformation does not make apparent progress at the CA/Sp1 stage. The final 
conformation is obtained at the mature stage with multiple stable interactions between tRNALys,3 
and the PBS domain and important rearrangements of the SL4 domain. Interestingly, SL4 becomes 
reactive upon dissociation of Pr55Gag and NCp7, strongly suggesting that this region is unpaired. 
Thus, our results support neither the U5/AUG interaction nor the interaction between the CU-rich and 
the AG-rich regions.   

 
The structure of the gRNA 5’ region has also been investigated within viral particles treated 

with two different protease inhibitors (PIs) in order to better understand the mechanism of action of 
these antivirals and to assess their potential effect on gRNA maturation. Our hSHAPE-Seq results 
suggest that the structural maturation of the genome cannot proceed to completion in the 
presence of PIs. The gRNA reactivity profile in the presence of PIs correlate with the profile of the 
Step 2 stage, the last maturation stage where NC/Sp2 product is present. As PIs were previously 
shown to impair maturation of the NC/Sp2 intermediate, and considering the crucial role of the 
NCp7 RNA chaperone activity, we suggest that impairment of the NC/Sp2 cleavage blocks gRNA 
structural rearrangements and further inhibit viral replication.  


