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Abstract

Recently, a great deal of effort has been put into replacing conventional internal com-
bustion engine vehicles with electric vehicles (EVs). Whatever the type of motorization
(internal combustion engine, electric or hybrid), the cooling system plays a critical role
during the vehicle operation. The cooling requirements for standard commercial and
passenger vehicles has remained unchanged over the last century. In a conventional ve-
hicle powered with an internal combustion engine, a mechanical coolant pump linked
to a valve able to regulate the flow usually suffices to roughly control the operating
temperature of the engine.

Nowadays, owing to the increasing awareness of environmental pollution and en-
ergy depletion around the world, this traditional solution needs to be replaced by more
efficient ones like a dedicated electric motor for the water pump. Also, this solution
is preferred for EVs since they have many heat-regulated components (engines, batter-
ies, power electronic converters) that require dedicated cooling circuits. To meet these
needs, the mechanical cooling pump will be replaced by an electric motor pump in this
thesis. Motors in EV's are usually required to operate in severe environments, including
high temperatures and vibrations. The aim of the thesis is to design and implement a
new and compatible drive for the electric motor (that has been designed with the frame
of another thesis related to the same project) of the water pump in EV application.

There has been a rapid increase of variable-speed drives based on hybrid drives in the
automotive industry. This growth is also influencing the industry demand for variable-
speed permanent magnet (PM) drives. Therefore, permanent magnet synchronous mo-
tors (PMSMs) and brushless DC (BLDC) motors have become a popular choice for
automotive applications including EVs and hybrid electric vehicles (HEVs) over the
past decades due to several features including high torque density, high efficiency, and
high power density.

Traditionally, PMSM drives are controlled by field-oriented control (FOC) using
Proportional-Integral (PI) controllers for speed and torque regulation. Designing con-
troller parameters based on linear methods requires linear approximation, which is de-

pendent on the operating point of the system. Model-based nonlinear control strategies



iii

including differential flatness control have been proposed as a solution to the nonlinear
nature of the PMSM drive system. In this alternate representation, nonlinear controller
design and trajectory planning are clearly shown. Using differential flatness, it is possi-
ble to estimate the trajectory of the system directly from the trajectory of a flat output
and its derivatives without integrating differential equations.

In comparison to classic FOC control, flatness-based control of PMSMs offers sev-
eral advantages. Firstly, it eliminates the need for regulators if all parameters are known,
allowing for open-loop control. Secondly, it can achieve high dynamic performance
even in the presence of model errors and external disturbances. Additionally, the trajec-
tory planning method used in flatness-based control outperforms cascaded linear con-
trollers in both transient and disturbed conditions. Lastly, it has been demonstrated
that flatness-based control consistently delivers competitive performance compared to
conventional field-oriented control techniques.

Trajectory planning affects the response of indirectly controlled states. As the max-
imum allowable motor currents are determined by the motor and driver’s electrical rat-
ings, and also limits of the switching voltages depend on the DC-bus voltage (and in
some cases, on the state of charge of the DC battery), the flatness condition of the sys-
tem can fail and it may result in system instability. A trajectory planning method for
flatness-based control of PMSM drives for EV water pump application is proposed in
this thesis. This approach is primarily intended to ensure PMSM motor current remains
within permissible limits through indirect flatness-based control while still having the
advantages of one-loop control. Furthermore, the constraint on switching voltage has
been taken into account in the proposed trajectory planning method to maintain the
proper operation of the PMSM drive system in steady-state mode as well as during tran-
sients. A window-based trajectory planning function is used for the PMSM drive in
this method. The trajectory function is calculated using an optimization algorithm con-
sidering the speed overshoot, motor current, and switching voltage constraints. Unlike
conventional trajectory planning, which is a second-order function, this method takes

controller limits into account while using one-loop flatness-based control.
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Résumé

Récemment, de nombreux efforts ont été€ déployés pour remplacer les véhicules conven-
tionnels a moteur thermiques par des véhicules électriques (VE). Quel que soit le type
de motorisation (moteur a combustion interne, €électrique ou hybride), le systeme de re-
froidissement joue un rdle essentiel dans le fonctionnement du véhicule. Les exigences
en matiere de refroidissement pour les véhicules utilitaires et de tourisme sont restées
inchangées au cours du siecle dernier. Dans un véhicule conventionnel équipé d’un mo-
teur thermique, une pompe a liquide de refroidissement mécanique reliée a une vanne
capable de réguler le débit suffit généralement a contrdler grossierement la température

de fonctionnement du moteur.

Aujourd’hui, en raison de la prise de conscience croissante de la pollution environ-
nementale et de 1’épuisement des ressources énergétiques dans le monde, cette solution
traditionnelle doit étre remplacée par des solutions plus efficaces, comme un moteur
électrique dédié a la pompe a eau. Cette solution est également privilégiée pour les
véhicules €lectriques, car ils comportent de nombreux composants thermorégulés (mo-
teurs, batteries, convertisseurs électroniques de puissance) qui nécessitent des circuits
de refroidissement dédiés. Pour répondre a ces besoins, la pompe de refroidissement
mécanique sera remplacée par une pompe a moteur électrique dans cette these. Les
moteurs des véhicules électriques doivent généralement fonctionner dans des environ-
nements difficiles, avec des températures élevées et des vibrations. L’objectif de cette
theése est de concevoir et de mettre en ceuvre une nouvelle commande compatible avec
un moteur électrique (développé dans le cadre d’une autre these liée a ce projet) de la
pompe a eau véhicules électriques.

L’industrie automobile a connu une augmentation rapide des variateurs de vitesse
basés sur des entrainements hybrides. Cette croissance influe également sur la de-
mande de variateurs de vitesse a aimant permanent (PM). Par conséquent, les moteurs
synchrones a aimant permanent (PMSM) et les moteurs a courant continu sans balais
(BLDC) sont devenus un choix populaire pour les applications automobiles, y compris
les véhicules électriques (VE) et les véhicules électriques hybrides (VEH), au cours des
dernieres décennies, en raison de plusieurs caractéristiques, notamment une densité de

couple élevée, un rendement élevé et une densité de puissance élevée.

Traditionnellement, les variateurs PMSM sont commandés par un controle orienté



champ (FOC) utilisant des contrdleurs proportionnels et intégraux (PI) pour la régula-
tion de la vitesse et du couple. La détermination des parametres du contrOleur basée
sur des méthodes linéaires nécessite une approximation linéaire qui dépend du point de
fonctionnement du systeme. Des stratégies de contrdle non linéaire basées sur des mod-
eles, y compris le contrdle différentiel de la platitude, ont ét€ proposées comme solution
a la nature non linéaire du systeéme d’entrainement PMSM. Dans cette approche alter-
native, la conception de contrdleurs non linéaires et la planification de trajectoires sont
clairement abordées. En utilisant la platitude différentielle, il est possible d’estimer la
trajectoire du systeme directement a partir de la trajectoire d’une sortie plane et de ses

dérivées sans intégrer d’équations différentielles.

Par rapport a la commande FOC classique, la commande des PMSM basée sur la
platitude offre plusieurs avantages. Tout d’abord, elle élimine le besoin de régula-
teurs si tous les parametres sont connus, ce qui permet un contrdle en boucle ouverte.
Deuxiemement, elle permet d’obtenir des performances dynamiques élevées méme en
présence d’erreurs de modélisation et de perturbations externes. En plus, la méthode
de planification de trajectoire utilisée dans le controle basé sur la platitude surpasse les
contrOleurs linéaires en cascade dans les conditions transitoires et perturbées. Enfin, il
a été démontré que le contrdle basé sur la platitude offre systématiquement des perfor-
mances compétitives par rapport aux techniques de controle conventionnelles axées sur

le champ.

La planification de la trajectoire affecte la réponse des états contr6lés indirectement.
Etant donné que les courants maximaux admissibles du moteur sont déterminés par les
caractéristiques électriques du moteur et du pilote, et que les tensions de commutation
dépendent de la tension du bus continu (et, dans certains cas, de I’état de charge de la
batterie a courant continu), la condition de platitude du systeme peut s’avérer insuft-
isante et entrainer I’instabilité du systeme. Cette these propose une méthode de plan-
ification de trajectoire pour le contrdle basé sur la platitude des entrainements PMSM
pour les pompes a eau des véhicules électriques. Cette approche vise principalement
a garantir que le courant du moteur PMSM reste dans les limites permises grace a un
contrdle indirect basé sur la platitude, tout en conservant les avantages du controle en
boucle unique. En outre, la contrainte de la tension de commutation a été prise en
compte dans la méthode de planification de trajectoire proposée pour maintenir le bon

fonctionnement du systeme d’entrainement du PMSM en régime permanent ainsi que
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pendant les phases transitoires. Une fonction de planification de trajectoire basée sur
une fenétre est utilisée pour I’entrainement PMSM dans cette méthode. La fonction de
trajectoire est calculée a I’aide d’un algorithme d’optimisation prenant en compte les
contraintes de dépassement de vitesse, de courant moteur et de tension de commutation.
Contrairement a la planification conventionnelle de la trajectoire, qui est une fonction de
second ordre, cette méthode prend en compte les limites du contrdleur tout en utilisant

un contrdle basé sur la platitude en boucle unique.
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Chapter 1

Introduction

1.1 Motivation

Over the last decade, the automotive industry has undergone a remarkable transition
with a surge in the production of EVs and HEVs [1]. Consequently, these vehicles
are crucial to lowering greenhouse gas emissions and mitigating climate change. As
a result, the demand for efficient and reliable cooling systems in these vehicles has
intensified [2,[3]].

Electric and hybrid vehicles require efficient cooling due to the heavy reliance on
battery and power electronic components, all of which generate considerable heat while
in operation. Managing this heat is crucial not only to maintaining vehicle performance,
but also to extend the lifespan of critical components. Electric motors play a pivotal role

in EV water pump applications, as they are responsible for the cooling process [4,/5].

Induction motors have been the predominant choice for residential and industrial
water pump applications for several decades due to their low maintenance requirements,
cost-effectiveness, and ease of use. Induction motors, however, do not offer a long-term
solution in terms of energy efficiency due to their inherent inefficiencies. Alternatively,
PMs motors including PMSMs and BLDC motors offer considerably higher efficiency
within a more compact design, making them ideal for loads with similar characteris-
tics. PMSMs, in particular, have gained recognition for their high power density, high
torque-to-weight ratio, and uncomplicated design, making them ideal for various appli-

cations [6-8]]. A comparison of the five most used electric motor types in EV and HEV
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applications is conducted in [9], which is summarized in Table|[I.1]

Table 1.1: Comparison of most used electric motors for EV/HEV application [9]].

Motor BLDC DC Series Motor PMSM Switched Induction Motor
Reluctance
Overall cost High Low High Medium Medium
Weight Low Heavy Medium Medium Medium
Maintenance Negligible Brushed wear Negligible Negligible Negligible
Good dynamic . .
Fast response, . Low inertia,
. Not expensive, performance, Good R .
Long lifespan, . . . Can be tailored Cost-effective,
Pros . . Higher starting efficiency, Less .
Higher starting . . for specific Ease of use
torque noise, High S
torque . applications
starting torque
Requires maintenance,
Torque ripple, Bulky, Limited Complex control Requires position Complex control
Cons . rotation speed,
Less efficiency . system sensor system
Requires large
windings
% Efﬁc1.ency with 30 30 97 o4 90
electric motor
% Efficiency with
electric motor 78 78 90 84 83
and drive

1.2 Structure of PM motors

A rotating electrical machine is a two-way electromechanical system that can convert
electrical energy into mechanical energy (as a motor) and convert mechanical energy
into electrical energy (as a generator). These electrical machines are composed of two
main components: the stationary part known as the stator and the rotating part known as
the rotor. These two parts are separated by a small gap. In general, electrical machines

can be categorized based on three key factors:
* Stator power source: direct current (DC) or alternating current (AC).

* Rotor structure: whether it uses permanent magnets, has a short-circuited wind-

ing, or employs an excited winding, among other possibilities.
* Air gap structure.

Figure [6.1] presents the 3D model and construction structure, while Figure [I.2]illus-
trates the general configuration of frameless brushless PM motors. These motors have

a three-phase stator winding, which is constructed similarly to that of an AC induction
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motor. A three-phase stator winding is wound to produce a trapezoidal or sinusoidal dis-
tribution of air-gap flux depending on whether the motor is a BLDC motor or a PMSM
one. The rotor of these motors is made up of high-performance permanent magnets
firmly attached to the core. There are a variety of motor characteristics that can be

achieved by adjusting the arrangement, shapes, and positioning of these magnets [[10]].

Bearing support assembly

‘ Permanent magnets

- Windings

Figure 1.1: PM motor construction .

1.3 Application of PM motors in EV water pump

Automotive water pump systems today are dominated by PMSMs and BLDC motors.
As outlined in [12]], there has been an effort to optimize BLDC motor designs for water
pump applications in EVs, balancing cost, performance, and lifespan.

A different perspective is presented in [[13]] which examines the process of design-
ing and analyzing electrical machines, with a special focus on PMSMs for automotive
applications. In addition to providing an overview of the design process, the paper of-
fers insights into two primary design approaches: analytical design and computer-aided
design (CAD).



4 CHAPTER 1. INTRODUCTION

Stator

/

Windings

| Rare carth magnets

| Rotor

-

Figure 1.2: Cross section of a frameless brushless PM motor [10].

Accordingly, [14] explores how axial flux motors could replace traditional radial flux
motors in electrical pumps taking advantage of high pressure and low flow transmis-
sions. The purpose of this approach is to decrease bearing friction, achieve levitation,
and thus increase the efficiency and lifespan of the pump.

Among the control methods employed for PMSMs, FOC method has long been
a standard method for regulating speed and torque. One of the most popular control
schemes is the Proportional-Integral-Derivative (PID) controller, which is especially
simple to configure and implement. However, the fixed gain characteristics of this
system pose a challenge in dynamic EV systems with frequently changing operating
conditions [15]].

In the absence of a position sensor, observer-based controls are usually used in motor
control, making it possible to perform sensorless control and optimize efficiency. Var-
ious techniques, such as the Extended Kalman filter (EKF), model reference adaptive
system (MRAS) method, high-frequency signal injection (HFSI), sliding-mode observer
(SMO), and flux observer, have been proposed to estimate rotor speed and position ac-
curately [16-20].

In the automotive industry, achieving sensorless control that is cost-effective and
efficient is challenging due to feedback signal noise on the motor side. Due to torque

ripples, motor stalling, and cogging caused by signal noise when position sensors are
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unavailable, extensive studies are necessary to make a balance between cost-efficiency

and performance [12].

1.4 Thesis structure

Taking into account the points discussed earlier, PM brushless motors, specifically
PMSMs, have been selected as the ideal choice for the water pump application. This the-
sis focuses on the flatness-based control method among the various methods available
for PMSMs. This particular control approach excels in the precise tracking of reference
signals and superior dynamic performance.

Moreover, traditional linear controllers may have difficulties controlling PMSM sys-
tems, given their inherent nonlinearity. There can be problems when the system’s op-
erational conditions change frequently, or when saturation effects cannot be ignored. It
is especially important when the motor is designed to operate in a nonlinear mode to
minimize costs.

Traditional flatness-based control methods can generally be divided into two cat-
egories. The first category consists of cascaded controllers, which sacrifice rapid dy-
namic performance. In the second category, you can find one-loop controllers, which
often compromise motor current protection.

The objective of this research is to introduce a novel control method based on
flatness-based control for driving PMSM motors. With the one-loop control structure,
it is possible to predict the motor current through the system’s model. With the help of
trajectory function planning, the prediction is then used to control the motor providing
fast dynamic performance and motor current protection.

Following is the structure of the thesis manuscript:

A detailed discussion of BLDC motors is presented in Chapter |2 This chapter in-
troduces BLDC motors by describing their structure, essential characteristics, and mod-
eling. Subsequently, it provides an overview of the general drive principles for BLDC
motors, as well as an examination of various drive strategies. Hall-position sensor-based
approaches and sensorless techniques are also discussed in the chapter for controlling
BLDC motors.

BLDC motors have been controlled with several sensorless control methods, includ-

ing methods based on terminal voltage sensing, third-harmonic techniques, back-EMF
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voltage analysis, fuzzy control, neural network, PM flux linkage utilization, and stochas-
tic filters. Additionally, this thesis addresses recent research developments concerning
the control of BLDC motors in the presence of nonideal and asymmetric back-EMFs.
Lastly, simulation results are presented in Chapter 2.

It’s worth noting that during the second year of the project, the motor used in the par-
allel thesis (which focused on designing a water pump motor) transitioned from BLDC
to PMSM. This transition was guided by the superior features of PMSM when consid-
ering the trade-off between cost, efficiency, and motor performance. As a result, no
further testing or analysis has been conducted on BLDC motors, and the subsequent
chapters of this thesis will center on the study of PMSM drives.

Chapter 3 explores the operation of PMSMs. The first section of the chapter provides
an overview of the PMSM drive system, emphasizing the model and equations in the dg-
frame. The chapter then examines sensorless control techniques as well as other control
strategies. It also discusses in detail how different control methods for low-speed and
high-speed applications can be employed.

Furthermore, the chapter introduces the PMSM testbench setup and outlines the
parameter identification tests. It also presents simulation and experimental results for
FOC, as well as a theoretical approach to tuning the controller coefficients.

In Chapter 4, flatness-based control is extensively explored for PMSMs. The chapter
begins with a review of flatness control theory, which shows that the PMSM drive sys-
tem exhibits flatness characteristics. There will be a survey of the existing literature on
flatness-based control. Research developments in flatness-based controllers, trajectory
planning, and state observers will be presented as well. Then, a comparison is made
between conventional flatness-based control and FOC method.

Moreover, in order to address the controller limits of flatness control in a one-loop
structure, a novel trajectory planning method is proposed, with an in-depth analysis of
how it is implemented. The chapter also discusses the use of load torque and resis-
tance observers to enhance the dynamic performance and robustness of flatness-based
control. The efficacy of the proposed method is verified through simulation studies and
experimental tests, which highlight its advantages over conventional methods.

As the concluding chapter of the thesis, Chapter 5 summarizes the key findings and
insights drawn from the preceding chapters. It highlights potential steps for further
research and development, paving the way for further exploration.
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Drive of BLDC Motors
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2.1 Introduction

As mentioned in the previous chapter, PM motors, including BLDC motors, have been
employed in various industries, particularly in EV applications. In this chapter, a com-
prehensive review of BLDC motor drives has been conducted. This chapter starts with
the exploration of BLDC motor drives, providing an in-depth understanding of their op-
eration, models, and system equations in Section [2.2] Section [2.3| outlines the general
drive mechanisms used for BLDC motors, emphasizing their operational characteristics
and challenges.

Section [2.4] presents a comprehensive review of sensorless control methods for
BLDC motors. Several sensorless control methods, including those based on terminal
voltage measurement, third harmonic back-EMF signals, back-EMF integration, fuzzy
control, and neural networks, as well as those based on PM flux linkage, stochastic fil-

ters, and observers, have been investigated and compared based on their advantages and
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drawbacks.

Sections [2.5and [2.6]are dedicated to recent research, which deal with issues regard-
ing the nonideal back-EMF and asymmetric back-EMF characteristics in BLDC motor
control. These methodologies provide innovative solutions to real-world challenges,

ensuring optimal motor performance.

Section [2.7| presents simulation results for driving BLDC motors using Hall position
sensors and a sensorless method. Finally, in Section [2.8] the conclusion and key points

of this chapter are provided.

2.2 BLDC motor

The stator structure of a BLDC motor closely resembles that of a typical synchronous
or induction motor. In this type of winding, one- or multiphase windings are wound
within a core of iron, and they are connected in either a "Y" or "A" configuration. As
a result of both cost and performance factors, Y-type connections are most frequently
used. In contrast to brushed DC motors where the armature winding is located within the
rotor, BLDC motors have the armature winding located on the stator side. In addition to

reducing heating, this placement contributes to the motor’s efficiency and longevity [21]].

Figure [2.1] shows a simple two-pole motor with a 180-degree magnetic pole arc.
Each phase of the three-phase stator winding in this motor consists of two slots. Fig-
ure [2.2]illustrates how a BLDC motor behaves when there is no fringing within the air
gap. The rotation of the rotor induces a voltage within the stator windings, and the
position of the rotor affects the magnetic field’s strength linearly. There are maximum
strengths of positive and negative magnetic fields at O degrees and 180 degrees, respec-
tively. Furthermore, in each switching period of a BLDC motor, only two phases of a

star-connected motor conduct electricity, while the third phase remains unexcited [10]].

2.2.1 BLDC motor model

BLDC motors have similar torque and voltage equations to DC brushed motors [22].
Figure illustrates a block diagram of the general drive system used for a BLDC
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Figure 2.1: Cross-section of an ideal BLDC motor with two coils in one phase (A; and
Ay), d is equal to 30° in this case [[10].

motor. From an electrical point of view, BLDC motors can be represented as follows:

i z‘wiL(e) te @2.1)

Cod .
V = Ri+ Z[L(0)i + ] = Ri+ L(O) 7 + i

dt

Where V/, 7, and e represent the motor phase terminal voltage, current, and back-EMF,
respectively. In addition, stator impedance and inductance are represented by 12 and L,

respectively. Parameters 6 and w are rotor phase angle and angular velocity.

It is important to note that zw@L(Q) is zero since inductance does not change with

position. As a result, the model can be simplified as follows:

Vs, R 0 0 la L 0 0 la €q

. d |,
Vol =10 R 0 w| + 10 L O % wl| + |ep (2.2)
V. 0 0 R| |i 0 0 L 1e €
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Figure 2.2: Waveforms for an ideal BLDC motor including airgap flux density, airgap
flux linkage, and EMF for each coil and one phase; the actual phase back-EMF (red
dotted curve) is trapezoidal due to magnetic fringing and motor construction []EI]

where 7, 75, and 7. are phase currents, V,, V;, and V, are phase voltages, and e, e,
and e, are phase back-EMF voltages. It should be mentioned that L = L, — M, that Ly
is the stator self-inductance and M is the mutual inductance between two phases. As

ia + i + i. = 0, the inductance matrix is simplified as described in (2.3)).

L. M M i L 0 0 ia

von vl Elal=1o ol 2| 2.3)
s dat ||~ da | '

M M L, i 00 L e
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Figure 2.3: Structure of the general BLDC motor drive featuring a three-phase inverter,
including a controller block for parameter regulation based on the control strategy, and
a switching signals generation block for switch pair determination [23].

The electromagnetic torque of the BLDC motor can be expressed as follows:

1
T, = —(eqiq + epip + €cic) 2.4)
w

When there is no phase difference between the back-EMF and the current, then the
electromagnetic torque can be calculated as:

_2EI
N w

T, (2.5)

where E and I are back-EMF voltage peak amplitude and DC-link current amplitude.

In addition electromagnetic torque can be expressed as:

dw

T.=T, +J
L+

+ Bw (2.6)

where, 77, is load torque, J is inertia, and B is the viscous damping.
Figure [2.4]illustrates the waveforms of the back-EMF and phase currents in an ideal

three-phase BLDC motor. As mentioned earlier, the motor demonstrates a trapezoidal
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back-EMF voltage pattern and square-wave phase currents due to the fact that one of

the three phases remains inactive during each conduction period.

WfTTIN L
R
0° ;66° 12:0° | 18;0° 24:0" | 30:0° | 36:0"

Figure 2.4: Back-EMF and phase current waveforms of an ideal BLDC motor.

2.3 BLDC motor drive

Control strategies play a crucial role in regulating desired motor parameters such as
speed, torque, and current. These strategies are implemented by the drive system as
described and reviewed in [23|]. The sensorless control strategies generate switching
signals based on the rotor’s position within every 60 degrees of electrical rotation that
determine which switch pair should be selected for the three-phase inverter.

To effectively control a BLDC motor, information about the rotor’s position and
speed is essential. Various mechanical position sensor methods, including Hall sen-
sors, photoelectric encoders, and rotary transformers, are commonly employed for this
purpose, as discussed in [24,25]]. However, traditional position sensors have some draw-
backs. They not only increase the motor’s size and inertia but also reduce its power den-

sity, add complexity to the system, and makes the system more expensive. Additionally,
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these sensors are sensitive to temperature variations and electromagnetic interference.
The accuracy of sensor installation can affect the motor performance, especially in mo-
tors with a higher number of poles, as highlighted in [26]. Consequently, sensorless
control methods have received considerable attention in recent literature as effective

solutions to address these issues [23,27]].

2.4 Sensorless control methods for BLDC motors

Sensorless control is a method employed to control BLDC motors without the need for
external position sensors [28]]. Instead of relying on conventional position and speed
sensors, sensorless control methods employ various techniques to estimate the rotor’s
position and commutation timing [29]. These techniques typically involve monitoring
motor current, voltage, or back-EMF signals to determine the rotor’s position [30,31].
Sensorless control systems alleviate complexity, improve reliability, and reduce costs by
eliminating external position sensors. Several industries such as automotive, robotics,
and home appliances have adopted sensorless techniques for controlling PM motors
[32,33].

A review of BLDC motors including their structure, design, modeling, and drive can
be found in [34]. However, this review does not provide a comprehensive overview of
sensorless control methods for BLDC motors. Another review focusing on sensorless
control for BLDC motors is presented in [35]. Nevertheless, it does not address the
latest advancements in this field, especially concerning issues associated with BLDC

motors with nonideal and asymmetrical back-EMFs.

2.4.1 Sensorless control methods based on zero-crossing point

(ZCP) approach (terminal voltage sensing)

Model-based techniques are commonly employed in medium- and high-speed applica-
tions [36-38]. A sensorless control method for an automotive fuel pump BLDC motor
is presented in [39,40]. In this method, the back-EMF signal is acquired by measuring
the voltage of the unexcited motor phase, as depicted in Figure [2.5] The voltage ex-
pressions when phase C is unexcited and current flows through phases A and B in the

converter can be determined by neglecting the forward voltage of switches and diodes:
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Figure 2.5: Back-EMF detection in the PWM off-time moment, in this example, phase
C is unexcited [40].

di
V,=—Ri— L= —e,
g (2.7)
V,=4Ri+ L— — e,
+h + dt €p
where parameter V,, is the neutral point voltage. Equation (2.7) leads to:
v, = _Ce ; € (2.8)

Assuming the motor phases to be balanced (e, + e, + e. = 0), the terminal voltage
V. 1s equal to:
3
‘/:: =ec.+ Vn = 560 (29)
Therefore, the measured terminal voltage for an unexcited phase is proportional to

the back-EMF voltage for the phase. Commutation signals can be derived from the
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ZCPs of the back-EMF voltage, and these ZCPs are equivalent to those found in the
terminal voltage of the unexcited phase [40-44].

There have been numerous sensorless methods for detecting commutation points
in BLDC motors. For this purpose, [45] utilized the symmetric terminal voltages of
the unexcited phase. There is also an approach described in [46] that involves a four-
switch position sensorless method for BLDC motor drives. Researchers in [47] have
investigated BLDC motor safety operations controlled with sensorless techniques us-
ing line-to-line voltage measurement to detect ZCPs. Additionally, this study highlights
the influence of PWM patterns on sensorless control performance. The paper evalu-
ates whether the motor is theoretically capable of running at predetermined speeds and
torques based on the parameters provided.

However, it is important to note that sensorless methods relying on terminal voltage
measurements may yield unreliable results when motor speeds are close to zero, since
the back-EMF is extremely low at low speeds [48,49]]. In order to minimize line-to-
line voltage disturbances and improve BLDC motor performance, a LPF incorporating
a variable cut-off frequency is proposed in [50]. In Figure[2.6] an overview of the com-
pensation approach is presented, which includes an open-loop method to address phase
delays and a closed-loop approach to address uncertainty related to commutation errors.
In high-speed applications, the LPF introduces a phase lag, which must be compensated,
as discussed in [51,/52].

An alternative sensorless method for detecting ZCPs in BLDC motors is to use vir-
tual line voltage [53]]. In [54], a hybrid sensorless driving method incorporating virtual
neutral voltage is proposed for high-speed BLDC motors, although high-speed perfor-
mance remains unaddressed. Similarly, [55] introduces the concept of virtual neutral
voltage as another sensorless hybrid control method for BLDC motors. However, it is
worth noting that generating commutation signals from voltage signals in these meth-
ods can be challenging due to commutation notches and electromagnetic interference.
Therefore, a LPF is required in this method.

To address the phase delay introduced by LPFs, [51] presents a sensorless control
technique for PMSMs illustrated in Figure The method relies on transitioning be-
tween two commutation modes: "90 - " and "150 - «," where « represents the com-
mutation retarding angle.

When « falls below 90 electrical degrees, it causes Z; to shift to ), before M;. To
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Figure 2.6: Sensorless control method proposing open-loop and close-loop compensa-
tion blocks ||

ensure precise commutation signaling, (); should be advanced by 90 — o degrees (where
90 — a > 0 must be met) to align with the exact commutation point M;. In medium-
and high-speed applications, the LPF introduces a phase lag greater than 90 electrical
degrees. Consequently, utilizing the "90 — o" commutation mode may make the system
unstable. To implement the "150 — " mode, (); must be adjusted by 150 — « degrees
(where 150 — v > 0) to align precisely with the commutation point N;. It’s essential
to recognize, however, that this method is subject to a conductivity error, as discussed
in [51].

In [56]], an approach is presented to mitigate the commutation torque ripple in BLDC
motor drives utilized in air conditioners. However, this method does not include stator

current control.

Figure [2.§] illustrates a position sensorless control scheme proposed [57, /58], de-
signed for BLDC motors employed in Photovoltaics (PV)-based water pump applica-
tions. In this approach, a LPF is used to detect back-EMF signals by measuring line
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As a part of the BLDC motor applications, a sensorless control system is presented
for a fuel pump in [59]]. In this system, a hysteresis comparator is used in conjunction
with a high-torque starting mechanism to implement a sensorless approach. Figure[2.9]
shows how the hysteresis comparator operates to avoid phase delays caused by LPFs.
As well as mitigating noise and transient output transitions, it attenuates voltage ripples
caused by external noise. Furthermore, [60]] uses a specially designed inverter circuit in
order to demonstrate a Fourier-series-based method to minimize phase delays in ZCP

detection.

Hysteresis Comparator
| +Vsat

Vo, = Ve “—NQR Voa [ ZCP ‘_’7
: AvIAiAv 1, Vet - | Detection
| Ry ‘
RZ +Vsat
v Vs RS v, | "
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| Ry !
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i ?
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Figure 2.9: Block diagram of sensorless control by using a hysteresis comparator [59].

Back-EMF measurement and terminal voltage measurement have certain limita-
tions. Because of the low magnitude of the back-EMF at low speeds, these methods
are challenged to deal with speed fluctuations induced by the LPF, and produce discrete
estimates of speed. As a result, achieving effective closed-loop speed control becomes

difficult, particularly at low and medium speeds with substantial steady-state variations.
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2.4.2 Sensorless control methods based on third harmonic ap-

proach

Third harmonic of the back-EMF voltages have been used for sensorless motor control
of BLDC motors, which addresses the issues associated with ZCP detection approach
based on terminal voltage measurement [61-63]]. In contrast to the back-EMF voltage,
the third harmonic is not affected by PWM noise. Therefore, higher cut-off frequencies
can be achieved for LPFs. Sensorless commutation control systems maintain consistent
phase relationships regardless of motor speed using the third harmonic of the back-
EMF [61]]. However, this method is not applicable at low speeds because of significant
noise interference and integral errors.

The third harmonic back-EMF is combined with PLLs in [63]] for sensorless control
of PM brushless motors. Furthermore, [64] presents an alternative strategy to correct
deviations in PLL-based commutation. A sensorless drive method using the third har-
monic of the back-EMF is presented in [65] for driving both BLDC motors and PMSMs
in flux-weakening mode.

Figure[2.10]illustrates the block diagram of a BLDC motor drive system employing a
control method based on the virtual third harmonic of back-EMF signals. By comparing
the voltage between the motor’s neutral point N’ and the virtual neutral point ’S’, it is
possible to determine the rotor’s position. However, in some applications the access to
the neutral wire is not possible. To overcome this limitation, control methods based on
virtual third harmonic back-EMF have been presented in [61,66.67]. In these methods,
the position signal is determined by measuring the voltage between the virtual neutral
point ’S’ and the midpoint of the DC-link "P’ (ugp), where V. is the DC-bus voltage.

As shown in [66], during the conduction periods of S3 and Sy, ugp derives as fol-
lows:

1 €q T €p
Usp = g(ec -

Signal ugp operates at three times of fundamental phase back-EMF frequency,

) (2.10)

which coincides with its third harmonic frequency. Consequently, both ugp and the
back-EMF third harmonic have the same ZCPs, as illustrated in Figure 2.11] To deter-
mine the rotor position of BLDC motors, a synchronization-frequency filter based on

the ugp signal utilizing a second-order generalized integrator-based phase-locked loop
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Figure 2.10: Diagram of the drive system using a sensorless method based on virtual
third harmonic voltage [[66].

(SFF-SOGI-PLL) is proposed in [[66].

A sensorless control method based on third harmonic flux linkage was discussed
in [68] as an alternative sensorless drive method. As shown in Figure 2.12] the flux
linkages are generated through the integration of the third harmonic back-EMFs (u;,).
Instead of relying on zero crossings of the third harmonic flux linkage, an alternative

approach utilizes a continuous sinusoidal signal (¢)g,,) as a reference [68]].

2.4.3 Sensorless control method based on back-EMF integration

Several studies have proposed back-EMF integration as a method for detecting the po-
sition of BLDC motors [69-73]]. This method integrates the back-EMF of the unexcited
phase. However, the method has issues when it is applied to low-speed motors, due to
the accumulation of errors.

Alternative sensorless methods include back-EMF integration and PLLs. The PLL
is used to keep the integral result at zero. There are, however, limitations to this method,
particularly when dealing with heavy loads and high-speed commutation errors that can
result in voltage distortions at terminals. It has been demonstrated that commutation
errors can be compensated by integrating over adjacent 60-degree intervals before and

after a commutation event [[74].



2.4. SENSORLESS CONTROL METHODS FOR BLDC MOTORS 21

Figure 2.11: Relationships between the phase back-EMFs, the third harmonic back-
EME, voltage ugp, and the commutation points [66].

A second method based on back-EMF integration is introduced in [75]], which im-
proves commutation accuracy by two significant factors. At first, integral thresholds
are dynamically adjusted to take into account LPFs and system delays. Secondly, an
integral prediction method is used to estimate the commutation points to reduce errors

caused by inadequate sampling during commutation [[75].

2.4.4 Sensorless control method based on fuzzy control and neural

network

Sensorless control of BLDC motors has been investigated using fuzzy logic controllers,
as outlined in [76,/77]. Despite offering a superior dynamic response to linear PI con-
trollers, this approach is more challenging to design and implement.

It is also possible to estimate the rotor position using the freewheeling current in the

unexcited phase [78]. The implementation of this approach poses a challenge due to the



22 CHAPTER 2. DRIVE OF BLDC MOTORS

i1y I
~ &J_' dg > i_, 41\)}}
. _»
. iy ) SVPWM _x
i g o . — ree-phase
q__T_O > Pl > > > Inverter
i 1 o Yia i Yic
abc |7
Ib
A
0 «—
A
w

(a)

Error
Calculation

Estimated Third Flux Calculation s

(b)

Figure 2.12: Schematic of the control method using back-EMF third harmonic in
(a) Overall scheme (b) Rotor position estimator.

complexity of the hardware required. The authors in have introduced a fuzzy model
to estimate and compensate for the error in the motor’s estimated position. However,
high-speed motor control schemes can be quite complex to estimate. A sensorless fuzzy
logic commutation control scheme using equal area criteria is presented in [80].
Sensorless methods are being developed with neural networks in order to enhance
detection accuracy 82]. An alternative approach involves the use of a sensor-
less neuro-fuzzy inference system (ANFIS) based on a multisector space vector PWM
method (MS-SVPWM), as detailed in [83]]. This method not only reduces DC-bus volt-

age ripple, torque ripple, and total harmonic distortion but also minimizes switching
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losses, leading to increased system efficiency. Additionally, [84] presents a sensorless
method utilizing a phase-error correction algorithm based on a neuro-fuzzy controller
for BLDC motors. Authors in propose a sensorless start-up current control method
based on adaptive neural network inverse for high-speed BLDC motors, although its

complexity results in implementation challenges.

2.4.5 Sensorless control method based on PM flux linkage

The application of flux-linkage (the linkage of magnetic flux produced by the stator
windings with the rotor, or more precisely, with the PMs on the rotor) estimation method
to sensorless control of PM motors was presented in . However, as a result of its
complexity, sensitivity to motor parameters, and error accumulation at low speeds, this
method may not be appropriate for certain applications. To address these limitations,
an alternative method is presented in [89]]. This method employs a speed-independent
flux linkage function to estimate the commutation points of BLDC motors, utilizing the
G-function method outlined in [90], as illustrated in Figure [2.13]
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. . . Function . . .
Estimation Selection Estimation Calculation

Estimation
Current PWM —‘G
Controller  Duty
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Figure 2.13: Sensorless control method for the BLDC motor using flux-linkage function

[89].

Considering the equations of BLDC motors, the line-to-line PM flux linkage for
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these motors (A5, Ape, and A,) can be expressed as follows:

Aab = Jo[(Va = Vo) = Rlia — )] dt — L(ia — i)
Moo = J1(Vi = Vi) = Ry — ic)] dt — L(ip — i) @2.11)

Aea = Jol(Ve = Vo) = R, — i) dt — L(i. — i)

In order to determine the commutation point for phase a, it is necessary to introduce
a 30-degree electrical delay to the ZCPs of the line-to-line flux linkage \,.. The ratio of
line-to-line flux linkage is suggested as the flux linkage function in this approach. For

example,
)\ab

)\bc

By using flux-linkage functions, it is possible to detect commutation points, which

Fab/bc = (212)

are usually small, except at extreme points, when they increase significantly. As illus-
trated in Figure [2.14] the rapid change in the flux-linkage function coincides with the
ZCPs of the line-to-line flux linkage. It is therefore possible to determine the commuta-

tion points by delaying these jumping edges by 30 electrical degrees.

2.4.6 Sensorless control methods using stochastic filters and estima-

tion approaches

Observer controllers and estimation techniques have been the focus of sensorless control
methods [91-100]]. The integration of stochastic filters into control systems has been
proposed to address system uncertainties and external noise.

In [93], a sensorless method based on back-EMF mapping is discussed, while
in [94], torque constants serve as a reference for a sensorless approach. For sensor-
less control of brushless motors, a SMO scheme is highlighted in [95,96]. It has been
suggested to replace the LPF with a more advanced Second Order Generalized Integra-
tor (SOGI) in [[101]. To enhance position estimation accuracy, [[102] utilizes an SMO in
conjunction with Dual SOGIs and a Frequency Locked Loop (FLL).

Due to insufficient filtering, conventional SMOs suffer from chattering and distorted
estimated back-EMF [103},104]. Consequently, high-order SMOs are preferred for re-

ducing chattering and enhancing convergence time [[105]]. Furthermore, [[106] introduces
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Figure 2.14: Relation between line-to-line flux linkage signals, flux-linkage function,
and commutation points [89].

a second-order SMO with online parameter estimation that accounts for variations in
stator resistance due to temperature, resulting in improved stability. To compensate for
commutation errors during operation, a dual PLL control system is integrated with a

SMO approach presented in [107].

There is also the use of observer-based sensorless control methods, such as Kalman
Filters (KF), for controlling BLDC motors [97, 98]]. Despite successfully achieving
speed control, an inherent error persists in the estimated rotor position derived from this
method.

A sensorless direct torque control method for BLDC motors using KF is described in
[108]. According to this method, the KF is responsible for estimating the state variable

n n

Ty .
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T = A{L‘k_l + Buk + Wi (2 13)

2= Hxp_1 + vy

Where A represents the state matrix, B stands for the control matrix, H is the output

t
matrix, r; = [za(k) in(k) Q(k) 0(k) Te} and xj,_; are the current and previous

t
state matrix, and u; = [va(k) vb(k)} is the input state matrix. Also, z; represents the

output state matrix, and wy, and vy, are process and measurement variables.

It should be noted that the estimated torque using this method can be highly inaccu-
rate due to the limited applicability of the conventional KF model to linear systems. To
address this issue, alternative KF control methods, such as the Extended Kalman Filter
(EKF) [100,(109,/110], Unscented Kalman Filter (UKF) [111]], and Cubature Kalman
Filter (CKF) [112], have been developed. In EKF, UKF, and CKF methods, the state
vector is typically represented as x1, = |i,(k) ip(k) i.(k) Q(k) 6(k) t, while uy, is

a vector derived from phase or line-to-line terminal voltages and torque load.

In [113]], a nonlinear Model Predictive Control (MPC) strategy for BLDC motors is
proposed, incorporating online state estimation techniques. This study evaluates three
methods: EKF, UKF, and Nonlinear Moving Horizon Estimation (NMHE). According
to the findings in [113]], the combination of NMHE with nonlinear MPC offers superior
performance compared to other estimation methods. However, it comes at the cost of
increased computational complexity compared to EKF and UKF.

Furthermore, in [114], a sensorless method based on back-EMF observers is pre-
sented. Trapezoidal back-EMFs are considered as unknown inputs, and an unknown
input observer is proposed for real-time estimation of line-to-line back-EMFs, as illus-
trated in Figure [2.15]

The different sensorless control methods for BLDC motor drive application pre-

sented in this section are summarized in Table
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Figure 2.15: Sensorless control based on back-EMF observer ||

Table 2.1: Comparison of different sensorless control methods for BLDC motor drive.

Method Technique Advantages Disadvantages
Difficult ZCP detection
Terminal voltage ZCP detection based, at low speed,

sensing

phase shift compensation

Easy to implement

Phase lag error
at high speed

Third harmonic
approach

Virtual third harmonic measuring,
Third harmonic integration

Not affected by PWM noise,
Higher cut-off
frequency for LPF

Integral errors
at low speed

Back-EMF integration

Integrating the back-EMF
of the unexcited phase

Can be used for wider
range of speed

Accumulation of errors
at low speed,
Terminal voltage distortions
at high speed

Fuzzy control
and neural network

Fuzzy logic controllers,
Artificial neural network

Higher accuracy,
Superior dynamic performance

Complex algorithms

PM flux-linkage

Estimation of PM flux linkage,

Not affected by noise,
Speed-independent

Sensitivity to
motor parameters,

function G-function method . R Error accumulation
flux linkage function
at low speeds
Differen f Kalman Filter . .
ere ttype(? naima ters, Dealing with system . .
. Model Predictive Control, o . Computational complexity,
Stochastic filters . . uncertainties and external noise, .
Nonlinear Moving . . R Tuning challenge
. Lo Dealing with nonlinear systems
Horizon Estimation
Back-EMF observers, Can be used for Sensitivity to motor
Observers

Sliding mode observers

wider range of speed

parameters
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2.5 Sensorless control for BLDC motors with nonideal

back-EMF

In many applications, especially those involving high-speed BLDC motors with low

inductance, the back-EMF signals deviate from an ideal trapezoidal form, as shown in
Figure [2.16|[115L[116].

{\
E €, €p e,
E.
O / / |
_Ec
—E
E+EC €ab €hc €ca
O >
—F —E
‘1 2 3 4 5 6

Figure 2.16: Nonideal back-EMF voltages of a high-speed BLDC motor.

The shape of the back-EMF signals is influenced by the commutation process [117]].
For instance, when the current transitions from phase a to phase b, phase a’s current does
not drop directly to zero; it decreases gradually. Some of this current flows through the

freewheeling diode during commutation. The voltage values at that point are V, = 0,
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Vo = Vae, V. = 0, e, = €, = E., and e. = E. Where, "E" represents the absolute
magnitude of the phase back-EMF voltage, while "E." is the magnitude at the point
where two phase back-EMF voltages intersect. Therefore, the differential equations for

stator currents are as follows:

(. dig Vie+ E+ E.
Rig+L— = ————F—— = Ugcom
R 3 fo.
. diy 2V - E—E.
Riy, + 1% _ — 2.14
1y + dt 3 Ub7 ( )
. di, Vie — 2FE — 2E,
J =
\Rlc + dt 3 Ve,com

Taking the initial conditions for phase currents into account, i.e. i, 0 = I4c, ip0 = 0,

teo = —1q4c, the phase currents during the commutation period will be the following:
( R
v v ——t
.a _ a,com [ . — a,com L
i I + (14 I Je
R
. Vb,com Ub,com -7t (215)
— — L
p R R (&
R
v v -t
,C — c,com _ _[ . + c,com L
s A

The duration for the current in phase a to decrease from [,. to zero and for the

current in phase b to increase from zero to ;. can be computed as follows:

L 3L1,;
ty = <
" oV, — E—F,
In low-speed range, V;. > 3RI,;. + 2E + 2FE.. Therefore, t, > t, and t, <
Ll ) )

SRI T dE TE In medium and high-speed range, V;. < 3R, + 2F + 2F, . There-
Ll )

fore, t, < tpand t;, < SRIL —|—dE TE It has been shown in [|115]] that the commuta-

tion interval decreases when the motor speed increases.
Commutation points obtained by (2.16)) are not accurate and require compensation,
especially in the medium- and high-speed range [117]. The position error is composed

of the error due to the voltage drop on the stator resistance, phase delay of LPF, system
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delay, and error due to abnormal conduction of the freewheeling diode in the unex-
cited phase [118]]. In [119], an Extended State Observer (ESO) method is introduced
for estimating the BLDC motor’s back-EMF signals. The commutation error is calcu-
lated based on the estimated back-EMF. Unlike the conventional closed-loop correction
method, which relies on back-EMF symmetry, the ESO-based approach for compensat-

ing commutation errors excels at determining errors within a single commutation cycle.

2.6 BLDC motor drive in presence of asymmetric back-
EMF

It is possible for sensorless switching signals to be affected by asymmetric motor pa-
rameters such as stator resistance and inductance. As well as motors with asymmetric
parameters, DC-link voltage drops and DC-link offset voltages can also cause unbal-
anced ZCP detection. The ZCPs deviate from their ideal positions when motors have
asymmetric parameters, as illustrated in Figure As a result, the commutation
system produces signals that are inaccurate, posing challenges for the control system.
Furthermore, it can lead to increased fluctuations in torque and current. Therefore, con-
ventional sensorless control of BLDC motors with unbalanced ZCP detection may lead
to instability [115}[120}/121].

The authors in [[120] have introduced a sensorless drive system for BLDC motors
that relies on third harmonic back-EMF signals. In contrast to conventional approaches,
this method eliminates the use of LPFs in analog-to-digital converters, resulting in no
phase lag. To reduce sampling delays in ZCP detection in high-speed regions, a dynamic
oversampling technique is employed in this approach. Additionally, it also presents a
method to compensate for commutation errors arising from asymmetric back-EMF, as
shown in Figure [2.18]

There is an input-output feedback-based linearization approach presented in [[122].
The linearized model of the system is used to develop a sensorless optimal commutation
control method for steady-state operations. This method aims to rectify commutation
errors using only one current sensor, while also accounting for the presence of asym-
metric back-EMF, as discussed in [[123]].

The authors in [[124]] have introduced the Dual Improved Second-Order Generalized
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Figure 2.17: Comparison of ZCP interval 6(n), ZCP error Af(n), and commutation
delay angle p(n) for symmetrical and asymmetric back-EMF signals [120]. (a) Sym-
metrical impedances. (b) Asymmetric impedances.
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Figure 2.18: Sensorless control of BLDC motor with commutation phase compensation
using analog to digital converter [[120].

Integrator with Positive Sequence Component Extractor (DISOGI-PSCE). The purpose
of this approach is to correct deviations in BLDC motors while taking into consideration
the back-EMF asymmetry. Additionally, in [[125]], an integral method is proposed to
mitigate the challenges associated with asymmetric back-EMFs and to improve system

robustness.
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2.7 Simulation and experimental results

In this section, we perform simulations of two distinct control methods for a BLDC
motor using Matlab Simulink. The first method relies on sensor-based control, utilizing
low-resolution Hall-position sensors to regulate the motor’s speed. The second method
is sensorless, employing the back-EMF observer method described in [[114]] for speed
control. The parameters of the studied BLDC motor is given in Table[2.2]

Sensorless control is compared and validated through simulation, with the sensor-
based method serving as the benchmark due to its fundamental nature in driving BLDC
motors. Sensorless control systems provide an advantage by reducing drive system
costs through the elimination of position sensors. It utilizes a back-EMF observer in
conjunction with commutation functions, enabling its operation in both low-speed and

high-speed ranges.

Table 2.2: BLDC motor parameters

Nominal speed 4000 rpm
Number of poles 8
Battery voltage 24V
Motor equivalent resistance 0.9 Q2
Motor series inductance 1.115 mH
Motor inertia 240 g.cm?

2.7.1 Control method using Hall sensors

In this method, a PI controller is employed to control the mechanical speed of the BLDC
motor. Within the framework of this approach, a notable feature is that during each
conduction mode of the motor, one of the motor’s phases remains unexcited.

Under typical operating conditions where no faults are present, the method utilizes
Hall signals as a critical element in determining the current conduction mode and subse-
quently the pair of switches. The back-EMF sign for each phase will be selected based
on the Hall signals with a look-up table presented in Table[2.3]

The polarity of the back-EMF signals can then be evaluated to determine the type of

active conducting switch to use, as demonstrated in Table [2.4
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Table 2.3: Back-EMF voltage polarity determination based on Hall signals

Hall, | Hallg | Hallc | e, | € | €.
0 0 1 o - |+
0 1 0 -1+ 10
0 1 1 - 10|+
1 0 0 + 10| -
1 0 1 + | -10
1 1 0 0| +

Table 2.4: Back-EMF polarity-driven switch pair selection
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The Figure [2.19 shows the mechanical speed of the BLDC motor for the following

scenario:
* Att=1.2s, the speed reference changes from 2000 to 4000 rpm.

* Att=2s, the load torque changes from 0 to 0.06 N.m.

2.7.2 Sensorless control method based on back-EMF observer

The sensorless control method relies on a back-EMF observer. The design of the back-

EMF observer involves a set of equations that can be expressed as follows:

(i _ 2R 1 1
dt o' T op e T o Cab
diy 2R 1 1
e 2rR. 1 1 2.17
dt o, e T o Vb T o O @.17)
dic _ 2R, 1 1
(dt ~ap'e T gp Ve T gpfea
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Figure 2.19: The motor speed and its reference signal for a BLDC motor controlled
based on Hall position sensors.

where, v, Upe, and v, are the line-to-line terminal voltages. Similarly, ey, €., and e,

are the line-to-line back-EMF voltages. AlSO i, = 14 —1p, tpe = 1p—le, ANd 1oq = T — 1.

t
Considering X, = [iab eab] , Ugp = ['Uab] ,andy,, = [iab} , the differential equa-

tions for designing the back-EMF observer can be described as:

;(ab == Aabﬁab + Babuab + Kab (yab - yab) (218)

Where K, is the gain matrix of the observer and A, and B, are calculated based on

2.19.

( T 2R 1
A,— | 2L 2L
0 0
L (2.19)
Bab = i
0
L B

The block diagram of the back-EMF observer is illustrated in Figure[2.20] Based on
the estimated back-EMF signals and the commutation functions presented in (2.20), it is
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possible to determine the conduction mode of the BLDC motor, as explained in Section
245.

€ab
Vab +, 1 lap
> ) >

Back-EMF
observer

Figure 2.20: Schematic of the back-EMF observer for the BLDC motor.

€ab
C(F:zb/bc = X
€be
CYF’bc/ca - ?bc (220)
C(F’ca/ab = (ica
\ €ab

By employing a PI controller to regulate the mechanical speed of the motor and
utilizing its output as the reference for motor current, we can effectively manage the
current flowing through the conducting switches. This control is complemented by a
hysteresis mechanism, which offers current protection to the system. Figure[2.21|depicts
the motor speed and its reference signal when the speed reference changes from 2000
to 4000 rpm at t = 1.2 s and load torque changes from 0 to 0.06 N.m att =2 s.

Both methods effectively control and track the reference speed in both steady-state
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Figure 2.21: The motor speed and its reference signal for a BLDC motor controlled
based on back-EMF observer.

and transient events. The two methods are capable of controlling the method and track-
ing the reference speed at steady-state and during transient events. Sensor-based meth-
ods are easy to implement and straightforward. Sensorless controllers, however, are
more complex and less robust against motor parameter variation despite reducing sys-

tem cost.

2.8 Conclusion

This chapter presented an in-depth exploration of BLDC drive systems, including a
comprehensive examination of various aspects. The chapter began by reviewing the
fundamental model and equations of the BLDC drive system. Subsequently, it dis-
cussed the general structure of the drive system and explored the most prevalent control
methods for BLDC motors.

Sensorless control methods, in particular, have received considerable attention in

the current literature. We conducted a thorough review of multiple sensorless methods.
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We classified and compared these diverse sensorless control methods based on their
operational principles.

Moreover, this chapter also covered the recent research focused on enhancing the
control of BLDC motors. It paid particular attention to scenarios where nonideal and
asymmetric back-EMF signals need to be considered, contributing to a more compre-
hensive understanding of real-world applications. In addition to theoretical insights, this
chapter included simulation results of the control of BLDC motors using Hall position

sensors and a sensorless approach based on a back-EMF observer.
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3.1 Introduction

In the context of the automotive industry, PM motors have received significant attention,
primarily owing to their advantages, as thoroughly examined in the previous chapters.
A detailed explanation of PMSMs and their drive systems is provided in this chapter.

Section [3.2] describes the structural elements and operational principles of PMSMs.
Section [3.3]introduces the modeling and equations that describe PMSM behavior. The
dg-frame model is explored here specifically, which simplifies the motor’s 3-phase time-
varying parameters into a two-phase linear model for controller design.

In section [3.4] a review of PMSM drives is conducted. This includes a discussion of
prominent control strategies, such as vector control and Direct Torque Control (DTC).
Several speed control methodologies are also explored, including FOC method, Fuzzy
controllers, and Neural Networks. They are evaluated and compared according to their
respective merits and demerits.

Section focuses on sensorless control strategies for PMSMs. A number of sen-
sorless techniques are examined here, namely low-speed methods such as HFSI and
medium-to-high-speed techniques, which are model-based methods. Additionally, con-
trol of PMSMs using low-resolution Hall position sensors are discussed in this sec-
tion. It should be mentioned that the application of Hall-position sensors in control of
PMSMs has comprehensively been reviewed by the author et al. in [126].

Section [3.6|covers conventional measurements methods for parameter identification
of PMSMs. An overview of simulation results obtained using the FOC control method
can be found in Section Lastly, section [3.8] summarizes this chapter’s key conclu-

sions and insights.

3.2 Structure of PMSMs

A three-phase PMSM with one coil per phase and two rotor poles is shown in Figure

As a result of electrical displacement, windings are spaced at 120° intervals. By



40 CHAPTER 3. DRIVE OF PMSMS

taking derivatives of the mutual flux linkages, it is possible to calculate the induced
electromotive forces (EMFs), which are three balanced sinusoidal voltages for a ideal
three-phase PMSM [127].

Figure 3.1: Simple three-phase machine with sinusoidal flux density ||

3.3 Model of PMSMs

As mentioned in the previous chapter the electrical model of the brushless motors in-

cluding PMSMs can be expressed as follows:

V. R, 0 O I L 0 0 p iq €,
Voil=10 R, O w|+(0 L 0 T | + |ew (3.1)
V. 0 0 Rg| |ie 0 0 L lc €c

where R, and L are stator impedance and inductance; ¢,, 5, and 7. are phase currents;
V., Vi, and V, are phase voltages; and e,, €5, and e, are phase back-EMF voltages.
It is quite challenging to analyze the behavior of the motor with the time-variant si-

nusoidal equations, particularly during transient operation, despite simplifying assump-
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tions regarding the system model. As a means of simplifying this analysis, the Park
transformation is used to express the variables in a rotating dq-frame. Also, to ensure
this zero-sum condition for stator currents, it is possible to express the stator variables
(current, voltage, and flux) in an of3 reference frame. In this frame, the current vector
lies in the of3-frame, and the homopolar component of the current, which is proportional
to the sum of phase currents, would be zero. Thus, a homopolar component of volt-
age or total flux does not play a role in electromechanical energy conversion, especially
when expressing electromagnetic torque. As a result, the behavior of the PMSM can be
represented by the o3 components of stator variables. The transformation can be divided

into two stages:

* Concordia transformation: Three-phase (abc-frame) to two-phase transformation

in the stationary frame (of3-frame).

e Park transformation: Stationary frame (of>-frame) to rotating frame transforma-

tion (dg-frame).

Concordia transformation can be expressed as:

0
T
T, ¢ 2 1 V3
[ =T |2 ,ngz\ﬁ -5 5 | (3.2)
3
e 2. 1 V3
2

where x, and x4 are the components of the variable = in o- and [3-axis in stationary
frame (of3-frame). Also, the matrix T3, is the Concordia transformation matrix.
Different variables can be expressed in terms of their components in a rotating ref-
erence frame (dg-frame) linked to the rotor, in order to ensure that their components are
independent of the rotor position. In the second step, the Park transformation is applied
to the model of the system. When applying the Park transformation, the dq components

of the stator voltage are expressed as follows:

[xd P(O) = [cos(&) —sm(@)] . (33)
Lq s

sin(0)  cos(0)
Figure illustrates the model of PMSM in dg-frame. Its windings are offset by

To

= P(~0) [
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90 degrees electrically, and the rotor winding is positioned at an angle of 6 relative
to the stator’s d-axis winding. It is assumed that the g-axis leads the d-axis, causing
the rotor to rotate counterclockwise. For PMSMs with more poles, it is possible to
calculate electrical angle of the rotor by multiplying the mechanical position of the

rotor by number of pair poles.

d —axis

Vd

Figure 3.2: Two-phase PMSM model in dg-frame ||

Therefore the model of the PMSM drive system in dq-frame can be described as:

L
dt

Ya
Vg

+6P(r/2) [Zd] (3.4)

q

where V, V,, 14, and 7, are terminal voltage and stator current in dq-frame, respectively.

Parameters 14 and ), are magnetic flux in dq-frame. Considering the fact that 0 = w,
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is the electrical speed of motor and motor is in unsaturated mode, (3.4)) simplifies to:

. di .
Vy = Rig+ de—;’ — pQLyi,
h (3.5)
V, = Ri, + qu—tq + pQLgig + p Q)

where direct and quadrature currents are indicated by 74 and i, respectively. Parameter
1y is the constant magnet flux of the motor. Also, L; and L, refer to the d-axis induc-
tance and g-axis inductance, respectively. Parametr p is the number of pole pairs and (2
refers to the mechanical speed of the motor.

When the stator and rotor flux interact, they generate an electromagnetic torque
within the air gap. If this torque reaches a sufficient magnitude, it initiates rotor rotation.

In the context of a rotating electrical machine, the torque equation is defined as follows:

J% =T, — fQ—Tr. (3.6)

where J is the moment of inertia of the rotor, 7, and 7, refers to the load torque and
electromagnetic torque, respectively. Parameter f indicates the friction coefficient. The
electromagnetic torque developed by synchronous machines with sinusoidal back-EMF

can be expressed as:
Te = p[toy + (La — Lg)idliq. (3.7)

Therefore, the PMSM model can be described using (6.2)) and (6.4).

3.3.1 Saturation effect

The previous section introduced a model for a unsaturated synchronous machine, which
does not account for the saturation effect. Figure illustrates the saturation effect,

depicting how the flux (¢)) changes concerning the current. In an unsaturated motor

. dg(ig, iq) .
(linear zone of the flux-current curve), W is a constant value, represented by
Ld
Ly in (6.2)), while this assumption is not correct anymore when the saturation effect is

considered. Therefore, (6.2)) changes to [128]]:

o lu] | d Yaliq,iq)
R H - qu(zd,z'q) (3.8)

¢q (ida iq

+0P(r/2) [wd@d’ iq)] |
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Figure 3.3: Flux-current curve considering the saturation effect.

Also the electromagnetic torque of the motor can be describes as:

T:. = pltalia, iq)iq - ¢q(id= Zlqﬂd}- (3.9)

3.4 PMSM drive

Previous sections about PMSM operation, principles, and model, particularly the elec-
trical model of the system in dg-frame, enables us to examine the various drive methods
of these motors in the current literature. Throughout this section, we will examine the
various strategies and techniques employed to drive PMSMs, as well as their advantages

and drawbacks.
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3.4.1 Control strategies of PMSM drive

Different control techniques have been developed to regulate the speed, torque, and
position of the rotor in order to achieve the highest level of performance and efficiency.
Among these control strategies, two prominent approaches are DTC and Vector Control,
both extensively used in drive of PMSMs [129,/130].

Vector Control: This technique uses FOC method to regulate the motor current,
flux, or voltage based on a space vector control model. Generally, these vectors can
be divided into components responsible for generating torque and those responsible for
shaping electromagnetic fields. A vector control motor design is similar to drive of DC
motors which makes it easy to implement [[130]].

Direct Torque Control (DTC): This control strategy is based on controlling the flux
linkage and torque of the PMSM. In most cases, it uses a feedback system to detect and
adjust motor speed based on rotor position data. In advanced DTC systems, three-phase
voltages at the input terminals of PMSMs are measured to estimate flux and torque.
Stator voltage vectors are used in DTC to minimize torque and flux errors within the
hysteresis band, in response to varying reference values and torque variations. Com-
pared to Vector Control, digital implementation of DTC method consumes relatively

low amount of power [130-132].

3.4.2 PMSM speed control techniques
3.4.2.1 Field-oriented control (FOC)

The separate control of excitation current and armature current in PMSMs is a challeng-
ing task. In mathematical decoupling, the stator current is split into two components,
the direct component (¢,), which creates the motor field and the quadrature component
(i4), which generates the motor torque within a rotating dq-frame. Figure [6.3]illustrates
the concept of FOC method. PMSMs can be controlled on the same basis as DC motors
using PI current controllers and PWM inverters. In this approach, the stator currents
and voltages are converted to dq-frame using the Park transform, which enables inde-
pendent control of motor flux and torque. The individual control of the d-axis current
(14) and g-axis current (¢,) is accomplished through the implementation of decoupling

feed-forward compensation in the d-q axes. This technique is used to make the control
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design simpler and also to enhance the overall performance of the motor drive. As part
of FOC, a rotor position sensor, such as an encoder, or a sensorless position estimator
method must be used to determine the rotor position for speed control. The rotor posi-
tion is required not only for speed control but also for Park transformation. The FOC
system offers several advantages, including the ability to convert a complex dual AC

system into a general linear system, high torque at low current during startup, and high
efficiency [130]].
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Figure 3.4: Schematic of the FOC control of PMSM.

3.4.2.2 Fuzzy Logic Control (FLC)

Logic controllers such as FLCs are well-defined sets of logical rules used to address the
electrical limitations of linear control methods of PMSMs. Linear controllers such as
PID controllers are typically not able to adapt to changes in system parameter values
due to their relatively limited tuning flexibility. It is common to use adaptive controllers
in AC electrical drive applications, but they perform best when tracking linear systems.
The fuzzy logic-based controllers, on the other hand, provide more precise and faster

solutions, as they are capable of handling intricate nonlinear characteristics [[133-135]].

3.4.2.3 Neural network control

Artificial Neural Network (ANN) methods provides several advantages over conven-

tional methods including robustness, parallel structure, and nonlinearity adaptation. A
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major advantage of this approach is the elimination of the need for an analytical model
of the system. ANNSs are also capable of handling tasks that linear processes cannot,
which makes them useful in many applications. A key challenge faced by ANN-based
systems is establishing a clear relationship between the structure of the neural network
and the physical processes of the motor, and there are no established guidelines regard-

ing the number of hidden nodes and layers to use for this control method [136}/137].

3.4.2.4 Flatness-based control

Among these control methods, FOC has gained popularity in the today’s industry. How-
ever, the PMSM drive system is nonlinear, and the dynamic performance of the system
using FOC method is affected by system operating points. To deal with issues resulting
from system nonlinearity, flatness-based control has been suggested as an alternative
to FOC during the last decade. Due to its inherent decoupling, it allows the design
of controllers for individual variables (e.g., speed or angle). The method can provide
robust control even in the presence of parameter variations and disturbances. A high-
performance control system can achieve precise tracking of reference values by directly

controlling key variables [138]].

3.5 Sensorless control methods for PMSMs

As discussed in the previous chapter, sensorless control technique is used to control the
motor without the use of external position sensors. A sensorless control method esti-
mates the rotor’s position and commutation timing through various techniques, rather
than using conventional position and speed sensors. Most of these techniques in-
volve monitoring motor current, voltage, or back-EMF signals. These methods in-
crease the system reliability and minimize costs by eliminating external position sen-
sors [1391[140]. Figure [3.5]illustrates the sensorless control techniques were developed

for PMSM drives for a wide range of applications from low- to high-speed range.

3.5.1 Saliency-based sensorless control methods

The saliency-based sensorless control methods have been developed in response to the

limitation that model-based sensorless methods are not suitable for low-speed applica-
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Figure 3.5: Different categories for position sensorless drives of PMSMs [141].

tions in PMSM motors. A saliency-based sensorless control method can be divided into
two categories: Injection-based control methods and fundamental pulse width modula-
tion (PWM) excitation (FPE)-based control methods. Among the most well-known FPE
techniques are indirect flux detection by online reactance measurement (INFORM), zero

sequence current derivatives (ZSCD), and zero voltage vector injection (ZVVI) [141].

3.5.1.1 Signal injection-based sensorless control method

Injection-based control methods are more common in low-speed applications. The posi-
tion information is computed by utilizing a HFSI and motor reluctance. These methods
of control can be divided into rotating signal injection methods and pulsating signal
injection methods [142H151]. It is important to note that in this method, the injection
frequency is much higher than the operation frequency. As a result, assuming no voltage

drops on stator resistances in low-speed applications, the equations in dq-frame can be

Ud—h| _ Lg 0| d |ig-n (3.10)
Ug—h 0 Lq dt ’iq_h .

where “h” indicates the high-frequency component, L, and L, are the dg-axis induc-

expressed as follows:

tance, Uq—p, Ug—h, La—n, and 4y, are the high-frequency voltage and current components
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in dq-frame, respectively. The equation in of3-frame is:

Uaq—h .
Up—n

where 6 is the rotor position, Ly = (Lg + L,)/2, and AL = (Lg — L,)/2. Also, L,

and L, are the d- and g-axis inductances, p is the number of pair poles, uq_p, Ug_p,

(3.11)

Lo+ ALcos(20)  ALsin(20) ] d lz'a_h]

ALsin(20) Loy — ALcos(26) dt i8—n

ia—n, and ig_; are the high-frequency voltage and current components in of3-frame,
respectively [141].

An example of sensorless control of a PMSM using rotating signal injection can
be seen in Figure [3.6] This approach involves injecting a high-frequency (wy,) rotating
voltage space vector into the of3-frame. Sensorless control can then be achieved by

using either the negative sequence current method [152] or the zero sequence voltage
method [[153]], both of which are based on (3.10)-(3.12).

(3.12)

U [cos(wh)]

sin(wp)

where U,.;_, is the injected rotating HF voltage amplitude.

Using a pulsating signal injection method is another sensorless method for PMSMs.
In contrast to the previous method, this approach requires knowledge of the initial ro-
tor position, since the high-frequency signal is injected into the dg-frame. The pulsed
signals can be classified into two types based on the type of pulsating injection used:
pulsating sinusoidal injection and pulsating square-wave injection [[141]]. The block di-
agram of a pulsating sinusoidal injection-based sensorless control method is depicted in

Figure The high-frequency pulsating sinusoidal signal method can be expressed as:

= Upr (3.13)

sin(wpt)
0

where U, is the amplitude of the injected pulsating sinusoidal HF voltages.
The structure of sensorless control schemes that use pulsating square-wave injec-
tion is similar to that of control schemes based on pulsating sinusoidal injection. In-

jection frequencies in this case can be considerably higher than rotating injection and
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pulsating sinusoidal injection, which is advantageous for separating and extracting high-

frequency signals [154]].

3.5.1.2 Fundamental PWM excitation-based sensorless control

As HFSI methods require additional signal processing and observers, FPE-based sen-
sorless control methods were developed to simplify this process. Basically, FPE-based
methods can be categorized into three main groups: INFORM, ZSCD, and ZVVI [141]].

In INFORM method, space vector voltages are applied from various directions and
their responses are measured. Through this process, variations in inductance are calcu-
lated, which ultimately determines the rotor’s position. In contrast to methods that use
back-EMF, INFORM can work at low-speed applications and at standstills. Addition-
ally, it does not depend on motor equations. Therefore, it is robust against variations in
motor parameters. Nevertheless, any distortion in the motor flux distribution can lead to
errors in estimating speed and rotor position. Also this method may cause ripples in the
motor current [[139,/155,/156].

The ZSCD method involves injecting test vectors into the machine, which allows the
instantaneous values of the dg-axis inductances to be used to calculate zero sequence
current derivatives. As a result of this derivation, the position of the rotor can be de-
termined. Voltage test vectors corresponding to six non-zero switching states of the
voltage source inverter (VSI) are obtained with this method and can be performed in
the gap between PWM cycles quickly. As mentioned, this method is most useful in the
low- and zero-speed range, when EMF variations and resistive voltage drops are less
significant. Despite its simplicity and high performance, ZSCD requires access to the
neutral point in order to excite the zero sequence components. As a result, it may not be
suitable for use in certain industrial applications [[141,{157]].

ZVVI addresses the issue of noise and torque generated by high-frequency signals
in motors. A zero voltage vector injection solution was developed by comparing FPE-
based and HFSI-based methods. This technique combines current calculations with
zero voltage injection, which makes it suitable for sensorless drive of PMSMs at low-
speed range applications. This method has several advantages including being quiet,
not requiring extra signal, being straightforward, and robustness against motor param-

eter variations. This method depends on the accuracy of the current measurement and
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their derivatives. It is discussed in some papers how to detect or calculate these deriva-
tives using special current detectors or high-resolution sensors. In this method, the cur-
rent sampling is slower and can’t continuously sample during zero vectors. Therefore,
they have used current oversampling technology and FPGA chips to improve derivative
accuracy [[141,/158,/159].

3.5.2 Model-based sensorless control methods

It has been shown that the saliency-based sensorless control methods are effective at
low- and zero-speed ranges. However, these methods have certain drawbacks including
increased losses, torque ripples, and acoustic noises. In addition, the maximum output
voltage of the inverter at high operating speeds may limit the additional injected signal.
Thus, when using sensorless control, it is recommended to use saliency-based methods
with signal injection only in low and zero speed ranges and switch seamlessly to model-
based methods above a threshold speed [[160].

In situations with medium to high-speed operations, model-based methods are used
to estimate position information. The SMO method is suggested in [95], but it suffers
from signal chattering during dynamic operations. A general PLL position tracker is
another method proposed for estimating position and speed information of the motor
[161], but tuning the proper gains for this method can be challenging. Several other
model-based methods including extended back-EMF observer [[162] and MARS method
[163]] have been proposed in the last decades.

Model-based sensorless control methods are categorized into two main groups:
open-loop control methods and closed-loop control methods. Open-loop control meth-

ods can be classified as follows:
e Direct calculation [[164].
 Stator inductance calculation [165]].
* Back-EMF integration [[166].

Even though these methods have simple dynamic, fast response, and straightforward
implementations, they suffer from sensitivity to parameter variation and low accuracy

in speed estimation.



3.5. SENSORLESS CONTROL METHODS FOR PMSMS 53

Several sensorless closed-loop control methods have been proposed in the current

literature to solve the problems of open-loop control, including:
* Extended kalman filter (EKF) [[167,/168]].
* Sliding mode observer (SMO) [169, 170].
* Model reference adaptive system (MRAS) [[171},/172].

Field-oriented sensorless control relies on accurate estimation of position and speed,
particularly in high-performance applications. The lack of appropriate estimation can
lead to issues, such as instability in closed-loop speed control. A high observer band-
width can, on the other hand, amplify measurement noise, resulting in increased torque
losses. Therefore, a PMSM sensorless control system must be designed meticulously in
order to optimize performance [173].

The open-loop and closed-loop methods of model-based sensorless control may be
used for calculating EMF and flux of the motor. Generally, closed-loop estimations
are more accurate and robust than open-loop estimations. Various factors can affect
the estimation of EMF or flux for position or speed estimation, including the reference
frame used, mathematical models, and error convergence methods [174,175].

Despite advances in EMF estimation, current research aims to improve performance,
robustness, and low-frequency operation. Spatial flux harmonics and inverter nonlinear-
ities are important factors that have been considered as the key elements in the recent
works. In addition, low-frequency ratios pose critical challenges in terms of stability
and reliability. It is possible to estimate the position of the stator by integrating the flux
model, taking into account the stator current and voltage of the motor [176].

As the PMSM drive system is a nonlinear system, methods such as nonlinear ob-
servers have been proposed to deal with the issues resulted from its nonlinear character-
istic [177-179]]. However, the system stability especially against parameter variations is
a challenge in this method.

Estimation techniques have recently been refined in order to achieve a well-balanced
adjustment of observer feedback gains. Over the past decade, many papers have aimed
to formulate closed-form solutions for synthesizing these gains in a way that is broadly

applicable to diverse PMSM configurations. Moreover, significant attention has been
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paid to increasing the observer’s robustness under nonideal conditions, including ad-
dressing factors such as PMSM parameter variations, online parameter estimation, and
designing position observers that are robust to distortions. Additionally, there has been
an effort to explore sensorless applications operating at high speeds with low-sampling

frequencies, contributing to the expanding field of sensorless control of PMSMs [173]].

3.5.3 Rotor position and speed estimation method using Hall-

position sensor

The acquisition of rotor position and speed is critical to the performance of PMSMs in
many applications. As mentioned previously, there are two major categories of position-
measuring methods for PMSMs’ control systems. One method is to use high-precision
mechanical position sensors, such as resolvers or photoelectric encoders, to determine
motor speed and rotor position. However, they are more expensive and require larger
volumes, and they are easily restricted by the conditions in the room, despite provid-
ing precise control of the motor. The reliability of mechanical position sensors is also
affected by their potential failure during motor operation [[180].

It is also possible to determine rotor position and motor speed without using sen-
sorless methods. It is challenging, however, to achieve accurate speed and position
estimates, especially in applications that operate at a wide speed range, since these
methods are sensitive to variations in motor parameters, temperature, and inverter char-
acteristics [[181]. Hall position sensors have emerged as a solution for these challenges
as they balance performance and cost considerations [182-183].

Figure [3.8(a) shows a three-phase Hall sensor setup for a one-pole PMSM. The
Halls, Hallg, and Hallo sensors in this configuration serve as three-phase position
sensors. Rotation of the rotor causes the Hall position sensor to generate a rectangu-
lar wave with a variable frequency. A complete rotor cycle generates three rectangular
waves of 180° pulse width and 120° phase difference. Consequently, each Hall section
represents one state of the three-phase Hall signal, and the 360° electrical cycle is di-
vided into six Hall sections. Figure [3.8|(b) illustrates the relationship between the phase
Hall signal and back-EMFs. For precise control of the PMSM as specified, it is essential
to acquire rotor position information based on the motor’s Hall signals [[186].

In [[185], it’s highlighted that there are generally three distinct approaches for speed
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Figure 3.8: (a) The Hall position sensors for a one-pole PMSM. (b) Correspondence
diagram of Hall position signals and motor back-EMF voltages [[126]].

and position estimation using Hall position sensors: the interpolation method [187], the
observer method [188]], and the filter method [[189]. Interpolation and filtering methods
are relatively easy to implement, but they introduce phase lag and noise into closed-
loop speed control systems, limiting performance in various PMSM applications. On
the other hand, the observer method can provide more accurate rotor position and speed
estimates based on the motor system’s model parameters. It’s important to note, how-
ever, that the observer method can be sensitive to motor parameters [185]]. In addition,
some nonlinear position control algorithms based on Hall-position sensors have been

introduced in order to improve the stability of standstills [[190,/191]].

3.5.3.1 Interpolation method

An interpolation method estimates the speed and position of a rotor using a discrete
function approximation. According to the states of Hall signals, the entire rotational
space is divided into six sectors. Based on this method, continuous rotor position infor-
mation can be determined within a sector assuming a constant rotor speed [187,/192].
Several Hall signal interpolation methods have been proposed so far, which the average
speed method, the average acceleration method, and the least square method are among

the most conspicuous ones.
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Based on the average velocity observed in the previous Hall sector, the average
speed method predicts the rotor’s position in the next Hall sector. A constant sector
speed is assumed with this approach, regardless of the difference in speeds between
sectors. However, Hall sensor placement deviations limit its accuracy, resulting in large
fluctuations in motor speed, which affect rotor position estimation. To overcome this
problem, motor acceleration and moving average interpolation have been developed.
According to the average acceleration method, angular acceleration remains the same
within each Hall sector, thus ensuring smoother transitions between sectors [[193}194].

If a motor’s speed fluctuates significantly, the average acceleration method may
cause rotor pulsations, hampering the motor’s normal operation. As a result of its po-
tential limitations in such scenarios, it may not be suitable for applications requiring
high dynamic performance. Although Taylor series expansion can mitigate estimation
errors, it simultaneously increases the complexity of software implementation, causing
significant delays in estimation results [[195].

Alternatively, the least squares method takes into account the mechanical installa-
tion error of Hall position sensors [196]]. A least-squares method combined with Taylor
linear interpolation can be employed to deal with misplaced Hall sensors in some in-
stances [197]]. According to [198]], an control method based on combining integrating
non-model-based least square algorithms with model-based SMOs in order to estimate

both position and speed.

3.5.3.2 Filter method

Filter method has become an alternative to interpolation, because it does not require
a function derived from the motion equation of the PMSM. The Hall signals are con-
verted into Hall rotation vectors using coordinate transformations, which contain vital
information about rotor position. In the discrete signal model, sinusoidal waves are de-
composed into Fourier coefficients, and filtering is used to isolate fundamental signals
from Hall vectors derived via coordinate transformations [[199,200].

In [189]], an enhanced orthogonal PLL is proposed to mitigate speed ripple, enabling
reduced position error and enhanced dynamic performance. Nevertheless, variable elec-
trical frequency poses challenges, leading to fluctuations in LPF cutoff frequency and

the need to adjust controller parameters. In [201], fundamental signals are extracted
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using synchronous frequency tracking filters (SFTFs) to handle Hall sensor installation

errors in PMSM control, as shown in Figure 3.9
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Figure 3.9: Block diagram of SFTF [201]].

3.5.3.3 Observer method

Even though signal processing-based methods are relatively straightforward, they suffer
from inherent time delays in speed estimation, resulting in inefficiency and possible in-
stability. On the other hand, model-based approaches such as state observers [200,202],
Kalman filters [203]], and state observers require comprehensive motor information. A
Luenberger state observer was introduced in [199], based on the motor’s mechanical
parameters.

The authors of [204] have proposed a method for calculating rotor position by inte-
grating low-resolution Hall position signals as the back-EMF observer. This approach
is robust against changes in mechanical parameters and remains relatively unaffected
by changes in the moment of inertia and torque discrepancies. Due to the relatively low
amplitude and frequency of back-EMF voltages during low-speed applications, it faces
challenges in determining the actual rotor position. In addition, the signal-to-noise ratio
and accuracy of current sampling significantly affect observer performance, particularly
during light load operations [205]].

Position vector tracking observers were introduced in [[193] for controlling PMSM

using Hall sensors. This observer offers two advantages: it facilitates smooth motor
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starts at low speeds, and it exhibits minimal sensitivity to Hall sensor installation errors.
Nevertheless, configuring the observer system’s parameters can be rather complicated.
When the controller bandwidth settings are too high, it can cause significant fluctuations
in instantaneous speed observations and estimated positions. On the other hand, setting
the bandwidth too low may compromise the stability of the observer [206].

As proposed in [207]], another approach involves tracking Hall signals using Fourier
decoupling feedback. With this approach, the position vector can be divided into fun-
damental and high-order harmonic components. Figure [3.10]illustrates an overall block
diagram of the observer with Hall signal feedback decoupling. Choosing the most ap-
propriate terms for the discrete Fourier series expansion is the key challenge here. Al-
though this technique allows the motor to operate at its full speed range, it has difficulty
extending its speed loop bandwidth at low speeds [207,208]].
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Figure 3.10: Block diagram of rotor position estimation of vector tracking observer
[207].

In some studies, researchers have proposed cascaded observer approaches to im-
prove estimation accuracy and decrease rotor speed and position lag [209]. This can
be accomplished with the dual observer method described in [210], because two suc-
cessive observers are used. In this scheme, one observer estimates rotor speed, while
the other estimates rotor position. This method offers superior frequency characteris-

tics compared to the filter method. Its application in current industries is limited by the
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intricate coordination required among observer parameters, motor specifications, and
control system parameters [211,212].
The presented methods for driving PMSMs using low-resolution Hall position sen-

sors are summarized and compared in Table [3.1]

Table 3.1: Comparison of different control methods of PMSMs using low-resolution
Hall position sensors.

Method Technique Advantages Disadvantages
Average speed ) - Assummg constant speed
. - Easy to implement in each sector,
Interpolation method .
- Affected by Hall sensor misplacement
method -
- Rotor pulsation when speed
Average acceleration - Better accuracy than fluctuates greatly,
method Average speed method - Not suitable in applications with high

dynamic performance requirements
- Not enough information
at the start-up,

Least Square . .
q - Considers Hall sensor misplacement

method - Trade-off between accuracy
and efficiency
- Not requiring a function based on
PLL-based the motion equation of the PMSM, - Variation of the LPF
Filter methods - Superior dynamic performance cutoff frequency
method than Interpolation methods
- Not requiring a function based on
the motion equation of the PMSM,
SFTF-based - Superior dynamic performance - Vulnerability to noise,
methods than Interpolation methods, - Sensitivity to parameter changes
- Eliminates the high-frequency
interference
- Bad performance at low
Back-EMF - Good robustness to speed applications,
Observer observer mechanical parameters - Affected by the current sampling
method accuracy, and the signal-to-noise ratio
B - Smooth start at low speed,
Vecg]);;frrsgqng - Not affected by Hall - Complicated parameter setting

sensor misplacement
- High accuracy,
- Reduces the lag of the rotor - Complex parameter design,
speed and position estimation, - Sensitive to motor parameters
- Superior frequency characteristics

Cascaded observer

3.6 Conventional measurement of motor parameters

This section introduces the traditional approaches for parameter identification in
PMSMs. Stator resistance and inductance can be calculated using (6.2). It is possible
to calculate these parameters by applying a step voltage to the motor and measuring the

motor current. For measuring stator resistance (/1) and stator inductance (L), the rotor
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is held stationary, therefore, the speed (£2) will be zero and consequently the back-EMF
of the motor will be zero, too. Hence, will be simplified to:

d.
V, = Riy+ Ld§

ke (3.14)
V, = Ri, + qu—;

First, different steps of V; voltage has been applied to the motor and ¢, is measured
for each step respectively. Based on (3.14), the stator current signal has a first-order

response to the step voltage, as shown in Figure[3.11]
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Figure 3.11: Experimental result of the d-axis current (z,4) response to a step change in
voltage V.

Therefore, based on the step voltage (V;) and measured current (i), it is possible to

calculate stator resistance using the following equation:

A
R = l ~ 3012 (3.15)
Ald

After calculating R using (3.13), it is possible to calculate L using the time constant
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(1) of the first-order current response. Therefore,

L
Ty = Ed — 2.1 ms. (3.16)

Therefore, L; ~ 65 mH.

The same test should be conducted by applying a voltage step (V;,) while V; remains
zero. According to the same process of calculating the stator resistance and d-axis
inductance, the g-axis current can be used to calculate the g-axis inductance. As Figure

.12 shows, i, has a first-order response to this voltage step, similar to i4. Therefore,

L
Tg = Eq = 4.3 ms. (3.17)

Therefore, L, ~ 130 mH.
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Figure 3.12: Experimental result of the g-axis current (7,) response to a step change in
voltage V.

Following are the tests that can be used to calculate the rest of the motor parameters
for the dg-frame model. Nevertheless, these tests will be performed when the motor
current is controlled by FOC. To ensure that Park transformation is correct and the
control system is functioning properly, it is necessary to determine the initial position
offset of the rotor. In order to determine the position offset, the i, reference will be
maintained at zero, while a substantial 7,4 reference value is applied to the control system.
If the position offset is not accurate, the rotor will initiate rotation. Adjustments to the
position offset value are necessary to ensure that the motor remains stationary when any

14 values are applied.
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The magnetic flux of the motor can be calculated using (6.2) and controlling the
motor in a closed-loop current control mode. In this test, a step of g-axis reference
current is applied to the motor, 7, remains zero and switching voltage in dgq-frame (V,

and V) are monitored. Considering the steady-state equations:
AV, = RAi, + ps AQ (3.18)

As AV, Aigy, and AS) can be measured in steady-state situation, 1)y can be calcu-
lated using (3.18)). Therefore, magnetic flux can be calculated based on the response of
the system variables to a step change in reference of q-axis current (i4,.s change from
0.5 Ato 1 A), as depicted in Figure [3.13]

AV, — RAi,  97.5-30x 0.5

Yy = 1.1 Wb. (3.19)

pAQ 2 x 37

I
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45 — —|
35— : =
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Figure 3.13: Experimental result of the g-axis voltage (V) and motor speed (£2) re-
sponses to a step change in reference of 7, current.

The calculated electrical parameters of the motor are similar to those in [213] as the
studied motor is the same.

To determine the mechanical parameters of the PMSM, it is assumed that the current
dynamics are significantly faster than the mechanical dynamics of the motor. Therefore,
it i1s assumed that the current follows its reference instantly when the system works
in closed-loop current control mode. Considering this assumption, (6.3) can be used
to calculate mechanical parameters of the motor. In this approach, a step of g-axis

current (z,) as is applied as the reference signal to the FOC control system. It should be
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mentioned that ¢4 remains zero in this case. Therefore (6.3)) will be simplified to:

dQ .
= = gy = Q=T (3.20)
Assuming constant load torque, (3.20) for initial and final value of the () in re-

sponse to step signal of (7,) can be rewritten as:

s .
T = Py — =Ty
¢ (3.21)
sy , ’
i pUriqr — [Qp — T
Equation (3.21)) can be rewritten as:
dAS2
Therefore,
)y
AQ et
= (3.23)
Aty 1+ 7,5
where 7,,, = % is the mechanical time constant of the motor. Hence, the speed of the

motor has a first-order response to the step of g-axis reference current, as depicted in

Figure [3.13]

Considering the steady-state situation and calculating ¢y based on (3.18), friction
coefficient of the motor f can be determined as f = py; 2is Therefore, f =2 x 1.1 X

AQ
05 __
3= 0.029 Nms.

Finally the moment of inertia J of the rotor can be calculated using the time constant
(7,n,) of the first-order motor speed response based on (3.23). In this case, the time
constant (7,,) is 0.5 s. Therefore, J is equal to 0.0145 kgm?.

This section presented the tests that can be used to calculate all the motor parameters
for the PMSM model in dg-frame. The model is required for designing model-based

control methods such as FOC and flatness-based control.
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3.7 Simulation and experimental results

In this section, the simulation of the FOC method for PMSMs is conducted in Matlab
Simulink ®. The FOC method, which is one of the most prevalent control methods in
PMSM drives, uses the dg-model to control the system. The simulations will be used as
a reference for comparison in the subsequent chapter, which introduces a novel method.

Additionally, this section provides experimental results gathered from tests con-
ducted on the dedicated testbench shown in Figure [3.14]

n

dSPACE MicroLabBox |
Oscilloscope 3-phase Inverter

Resistive load | DC motor excitation | | Inverter power supply

Figure 3.14: Testbench for the studied PMSM drive system.

As the original testbench for the water pump PMSM encountered mechanical prob-
lem during the final month of the thesis, we had to set up a this PMSM testbench for
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experimental validation. We utilized the testbench described in Table [3.2]to conduct our

experimental validation.

Table 3.2: PMSM parameters for the new testbench

Nominal speed 600 rpm
Number of poles 4
DC bus voltage 600 V
Equivalent resistance 30 Q2
Motor d-axis inductance 65 mH
Motor g-axis inductance 130 mH
Constant magnet flux 1.1 Wb
Motor inertia 0.0145 kg.m?

The control system operates with a switching frequency of 10 kHz, and the control
algorithm is executed on the dSpace MicroLabBox platform. As mentioned earlier, the
drive system utilizes a three-phase IGBT inverter, with SEMiX251GD126HD IGBT
modules, and employs SKHI23/12R drivers for gate control of the switches.

In the experimental setup, the PMSM under study is mechanically coupled to a DC
motor acting as the load. This configuration allows for detailed investigation and per-
formance evaluation of the PMSM under various operating conditions. It’s noteworthy
that the DC motor, acting as the load for the PMSM, is connected to a resistive load.
This connection ensures to provide the required load torque during the tests, offering
a controlled environment to analyze the response and efficiency of the PMSM under

different load scenarios.

3.7.1 Current controller

Figure [3.15]| shows the schematic of the control system using FOC method. The current
control loop is designed based on (6.2). Therefore, the transfer function of system model

for designing the control loop can be expressed as:

id 1 +
I = 3.24
Vi R+Lgs 14 Lig G2
. . . . o Ve
The PWM inverter is modeled using a simple unit gain, G;,, = ——, where V.

2Vp
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- PI > —
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Ty, P(0) ——  Inverter
" \
Ig +O Pl 4 L
T3,  P(—6)

Figure 3.15: Schematic of the PMSM control system using FOC method.

represents the voltage of the DC-bus of the inverter, and V), is the amplitude of the
carrier wave in of the PWM switching method. As depicted in Figure [3.16] for each

dg-axis currents, a PI-controller can be expressed as:

1 —+ TidS
C =k
a(s) pd TaS
1+ 745
Cq(s) = kypq Tiqsq

(3.25)

where k,q and k,,, are the proportional coefficients, and 7;4 and 7;, are the time constants

of the PI-controllers for d-axis and g-axis current, respectively.

- V,
ﬂ:O_, Cq(s) LN Gipy —>

=4

V.

o + i; +, q
Ca(s) — — GG — G

—_—

PMSM

4

Figure 3.16: Schematic of the current and speed controllers.
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The current controller’s design aims to achieve the following characteristics in re-

sponse to a step input:

 Elimination of steady-state error.
* A settling time of approximately 10 ms.

¢ Absence of overshoot.

Therefore, the open-loop transfer function of the current controller can be expressed

as:

1 . 1
tTeS o R (3.26)

H, =k
- TiqS 1+ s

Therefore, by choosing 7;, = L—Ié’, 1| will be simplified to:

G,
H,e = kp,—- 3.27
P Rtiqs ( )
Hence, the closed-loop transfer function is equal to:
H. = ! 3.28
cc = HT (3.28)
kquim;

Hence, based on the required settling time (Z,.;) the proportional gain of the current

PI-controller can be calculated as follows:

. 3RTiq

Pq —
tsetGim}

(3.29)

3.7.2 Speed controller

The speed control loop is designed based on (6.3)) Therefore, the transfer function of

system model for designing the control loop can be expressed as:

Vs

0 pos

— =L (3.30)
g 1+ 7S

For designing the speed control loop, it is considered that the current loop is much

faster than the speed control loop. Therefore, it is assumed that the g-axis current fol-
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lows its reference value much faster the dynamic of the speed control loop (i," = ).

The PI-controller can be expressed as:

1 + QS
TQS

Ca(s) = 29)

(3.31)

where £, and 7 are proportional gain and time constant of the PI-controller for the
motor speed.
The speed controller’s design aims to achieve the following characteristics in re-

sponse to a step input:
 Elimination of steady-state error.
* A settling time of approximately 100 ms.
* Less than 10% overshoot.

Therefore, the open-loop transfer function of the speed controller can be expressed

as: .
PYy
1+70s
Hyo=k 3.32
@ Pl TQs 1+ %s ( )
Therefore, by choosing 7q = % (3.32) simplifies to:
Py
Hog = kyo—1— (3.33)
TQOS
Hence, the closed-loop transfer function is equal to:
H. = L (3.34)
@ JTo '
1+ S
k’pQP¢f

Hence, based on the required settling time (%,.;) the proportional gain of the speed

PI-controller can be calculated as follows:

. SRt Q f
P tsetpwf

(3.35)
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3.7.3 Results

Figures and [3.1§] illustrate the system’s response to a step change in speed ref-
erence, based on simulation and experimental data, respectively. The speed reference
shifts from 0 to 600 rpm, with both simulation and experimental scenarios considering
a maximum /, value of 5 A. The results affirm the system’s efficient control of motor
speed, meeting the desired response time.

600 |

450 Speed (rpm)
300t

150 |

o = N W B~y
| —

0 05 : 5 2 25

Time (s)
Figure 3.17: Simulation of the responses of motor speed and g-axis current (%) to a step
change in speed reference ({2, changes from 0 to 600 rpm at t = 0.5 s).

In another scenario, the motor’s speed reference undergoes stepwise changes, as
shown in Figure [3.19] for simulation and Figure [3.20] for experimental studies. The
speed reference changes at specific time points: from O to 150 rpm at t =2 s, 150 rpm
to 300 rpm at t =7 s, 300 rpm to 450 rpm at t = 12 s, and finally, 450 rpm to 600 rpm at
t=17s. As the DC motor’s speed, linked to the PMSM under study, increases, the load
torque is estimated using a nonlinear state observer.

In another scenario, we analyzed the system’s response to load variations. With the
motor speed set at 600 rpm, we introduced load torque changes by altering the load
connected to the DC motor. Figures [3.21] and [3.22] show the results for simulation and
experimentation, respectively. The torque load increased from 3 Nm to 5.5 Nm at t =
2 s and returned to 3 Nm at t = 5 s. The control system effectively regulated the motor
speed, although the response time was somewhat slow due to the cascaded structure of

the control system.



70 CHAPTER 3. DRIVE OF PMSMS

650 T T T T T
550
450
350
250
150

[42]
o

o
r=}

w

[\

s

=}
Lou N won RO 2 N W R
T T T T T T T T T

5 -0.25 0 0.25 0.5 0.75 1 1.25 1.5 1.75 2
Time (s)

Figure 3.18: Experimental results of the variation of load torque (77,) and responses of
motor speed and g-axis current (¢,) to a step change in speed reference (£2,.; changes
from 0 to 600 rpm at t =0 s).
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Figure 3.19: Simulation of the responses of motor speed and g-axis current (7,) to step-
wise changes of speed reference (£2,.¢) using FOC method.
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Figure 3.20: Experimental results of the variation of load torque (77 ) and responses of
motor speed and g-axis current (z,) to step-wise changes of speed reference ({2, ¢) using
FOC method.
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Figure 3.21: Simulation of the responses of motor speed (£2) and g-axis current (7,) to
changes of the load torque (77,) using FOC method.
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Figure 3.22: Experimental results of the responses of motor speed (£2) and g-axis current
(z4) to changes of the load torque (77) using FOC method.

3.8 Conclusion

This chapter presented a detailed analysis of PMSMs. It began by delving into the
structure and model of three-phase PMSMs within the dq-model framework. There
was a thorough review of various control strategies and drive methods, as well as their
advantages and disadvantages. Particularly, the chapter emphasizes the suitability of
HFSI methods and FPE-based approaches for low-speed applications, whereas model-
based methods find prominence in applications with medium- to high-speed ranges. As
a compromise between sensorless and sensor-based approaches, low-resolution Hall-
position sensors can also be considered as a cost-performance option.

Additionally, this chapter outlined the essential tests required for the identification
of system parameters using the testbench utilized in this thesis. It also discussed the
theoretical approach to tuning both current and speed controllers using the FOC method,
followed by simulation results using Matlab Simulink. A testbench was then used to
validate the simulation results, providing a crucial reference point for comparing the

novel method to be described in the next chapter.
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Furthermore, the chapter briefly introduced flatness-based control as a potential so-
lution to address the issued of FOC method resulted from nonlinearity of the PMSM
system. There will be a more comprehensive exploration of this method in the follow-
ing chapter, where a novel approach for trajectory planning to address controller limits
will be discussed thoroughly.
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4.1 Introduction

The PMSM drive system is recognized as a nonlinear system. Although the FOC
method is the most common control method in today’s industry, it is essentially a linear
controller whose performance is determined by the system’s operating point. In an at-
tempt to overcome issues associated with the inherent nonlinearity of PMSM systems,
flatness-based control methods have been proposed.

Trajectory planning significantly impacts the response of the flatness-based control
system. As a result, current literature predominantly uses a second-order trajectory
with a cascaded flatness-based control structure that has current saturation. Therefore,
flatness-based control loses one of its core features, the ability to quickly track refer-
ences even during transient events as a result of this cascaded structure. Alternatively,
using a second-order trajectory function forces a trade-off between overcurrent protec-
tion and employing a single-loop control structure. The application of flatness-based
motor drive control is therefore restricted by controller limit constraints.

A window-based function trajectory planning method is introduced in this thesis
to address the aforementioned challenge. The method utilizes online optimization to
minimize the control system’s response time while adhering to the constraints imposed
by the controller, such as motor current and switching voltage.

There is a detailed analysis of the PMSM model and flatness-based control in
Section {.2] which concludes that the PMSM drive system inherently possesses flat-
ness characteristics. A comprehensive bibliography review of flatness-based control in
PMSMs is provided in Section 4.3} providing an insight into the current state of the art
for flatness-based control and trajectory planning. In Section 4.4 a comprehensive ex-
amination of flatness-based control approaches and guidelines for controller coefficient
tuning is provided. The FOC method and conventional flatness-based control are com-
pared in Section 5] which includes a robustness assessment using the Jacobian matrix
of the closed-loop system model. A detailed explanation of the proposed trajectory
planning methodology is provided in Section .6 which includes the underlying idea,

the mathematical foundation, as well as optimization algorithms. In Section torque
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and voltage drop observers are examined as a means of improving the robustness and
dynamic performance of flatness-based control. In this section, two types of observers
are examined: nonlinear state observers and Extended Luenberger observers (ELOs).
Simulation and experimental results are presented in Section 4.8 providing support for
the proposed methodologies. A summary of the key findings and contributions of this

chapter is presented in Section 4.9]

4.2 Flatness-based control of the PMSM

Traditional PMSM drive control approaches use FOC in conjunction with PI controllers
to regulate torque and speed of the motor [130,/140,|141]. Nevertheless, linear methods
such as FOC require linear approximations of system models when designing controller
parameters. Given that PMSM systems are inherently nonlinear, the dynamic perfor-
mance of a drive system employing a linear controller, such as FOC, becomes dependent
on the system’s operating point.

Researchers have proposed model-based nonlinear control strategies to address the
inherent nonlinearity in PMSM drive systems [214-216]]. One approach is to introduce
differential flatness theory as originally presented in [217]. By using differential flat-
ness, it is possible to estimate the trajectory of a system directly from its trajectory and

derivatives, without having to integrate differential equations [218-220]].

4.2.1 Model of the PMSM

As mentioned in the previous chapter, the PMSM model in dg-frame as described
in (6.2)-(6.4) is employed in the application of the flatness-based control method for
PMSM drive.

4.2.2 Flatness-based control theory

Flatness theory is a mathematical framework and control methodology commonly used
in control engineering and system theory. The method is particularly useful when it
comes to modeling and controlling complex nonlinear systems. An important concept

behind flatness theory is the idea of transforming a nonlinear system into a "flat" rep-
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resentation, where state variables and control inputs are selected and consequently the
system’s dynamics become particularly linear-like. The control design can be simpli-
fied by using this transformed representation, which makes it easier to achieve desired
system behavior.

A system is said to be "differentially flat" if its output trajectory can be expressed
as a function of a set of flat outputs and their derivatives without solving differential
equations. These flat outputs are carefully selected state variables that fully describe
the system’s behavior. By determining the desired trajectories for flat outputs, the entire
system can be controlled without the need for complex nonlinear equations.

A nonlinear dynamic system X, defined by the equation:
(t) = f(z(t),u(t)) =x(t) € R" and u(t) € R™, 4.1)

is characterized as differentially flat when there exists a set of differentially independent
variables, equal in number to the inputs. This characteristic enables the representation
of all state variables z(¢) and control inputs u(t) using output variables y(¢) and their
time derivatives. This representation is achieved without the need to solve differential
equations [221]].

y(t) = (1), y2(t), .-, Ym(t)). (4.2)
In other words, the system is flat if:

* Each y;, « = 1, ..., m can be represented as a function of state variables x;, i =
1,...,n and inputs w;, i = 1,...,m and a finite number of derivatives u;¥), k =

]_, vy O

* Eachz;,7 =1,...,nand inputs u;, 2 = 1, ..., m can be represented as a function of

flat outputs y;, 2 = 1, ..., m and a finite number of derivatives P k=1,...,m.

* Flat outputs y;, 2 = 1, ..., m are differentially independent.

4.2.3 Flatness property of the system

In this section, we demonstrate that the PMSM drive can be considered a flat system.

Hence, it is possible to control its output variables using flatness-based control method.
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The PMSM system’s state variables comprise both the d- and g-axis currents, as
well as the motor’s mechanical speed. These variables are represented together as the
vector:

z = lig, iq, Q) (4.3)

The PMSM system is composed of the following inputs:

w=[Va, V) (44

It is important to note that the flat outputs chosen for the control system design
consist of two variables; the d-axis current (z4) and the mechanical speed of the motor

(€2), which play pivotal roles in the system’s overall performance.
=1
{yd ’ 4.5)
Yo =0

Hence, it is possible to represent the state variables as functions of flat outputs and

their respective derivatives, as illustrated in (@4.6).

. 1
= plvs + (La — Lq)yd]

(Jya + fya +1TL) = hig(ya, U, ya) (4.6)

Equations (.5]) and provide a means to describe the switching voltages, namely
Va and V,, for the PMSM in terms of the flat outputs and their derivatives.

(Vi = Ryya + Laia — pyaLehiq(Ya, v, yo)
= th(yﬂhydayQ?yQ)

. . _ 4.7)
Ve = Rshig(Ya, Yo, ya) + Lehiq(Ya, Yo, va)

| +pyaLaya + prya = hv,(Ya, Ya, Yo, Yo, ia)-

Consequently, the PMSM drive system can be effectively regulated through the uti-
lization of the flatness-based control methodology, due to flatness property of the PMSM

system.
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4.2.4 Flatness-based control of PMSM considering the saturation
effect

As it is previously mentioned the PMSM motor under saturation condition can be ex-

pressed as:

wq (ida Zq) (48)

g

T = plbalia, iq)iq — ¥4(ia, ig)ia)

+0P(r/2) [wd@d’ iq)]

It has been demonstrated in [[128]] that 4(i4, 7,) and ,(i4, i,) can be modeled as:

{wd(ida Zq) = de + Ayig — Blz?l - Ol‘lq’ (4.9)

Volia,iq) = ig(As — Cail — Daig + Esil)

Considering the flat outputs y; = 104(i4,,) and yo = €2, (4.9) can be rewritten as:

Ya — Va0 — Avig + Biig + Cilig] = 0 (4.10)

Therefore,

_ JA?¥4B — Clilig| — _
g = V A} + 4By (a0 — Cilig| — ya) S ke f(a, iq)
2B 2B, 4.11)

¥ = \/A% +4B1(Yao — Chlig] — ya)

Similarly, it can be proven that electromagnetic torque of the motor is a function of
yq and i, as demonstrated in (#.12).

T [wd(ld, Zq) wq(ld, Zq)Zd] p[ydz'q — iq(AQ — 0222 - Dgid + E223>Zd]

A=~ A —70 A =7
)+02q( QB )_I_qu( 231 ) 2Bl )]
(4.12)

Ay .
= plyaiy — Asig(—5— — Eaig(

2B,
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Using (@.11)), it has been demonstrated in [128] that 4, can be expressed as follows:

, 1 2 _ 42
lig| = a(dzdo i e L ) (4.13)

As a result, the electromagnetic torque can be expressed as a function of y,; and
v. Consequently, within the PMSM model, v becomes a function of y,, yq, and yq.
As a consequence, both the control system outputs (V and V,) and the system’s state
variables (¢4, 7., and {2) can be represented as functions of the flat outputs, as depicted
in @.14).
(ia = 1, (Ya, Yo, o)
ig = I, (Ya, Yo, Ya)
Q = yq (4.14)

Vd = h/Vd (ydv Ya, yQ7 yQa yQ)

\ ‘/;1 = h/Vq (yd7 Yd, yﬂa yQ7 yQ)
Therefore, as detailed in [128]], it has been demonstrated that the PMSM model,

accounting for the saturation effect, also exhibits flatness. Consequently, flatness-based

control can be employed as an alternative to linear control methods like FOC.

4.3 State of the art

In comparison to classic FOC control, flatness-based control of PMSMs offers several
advantages [222,223]].

* Firstly, it eliminates the need for regulators if all parameters are known, allowing

for open-loop control.

» Secondly, it can achieve high dynamic performance even in the presence of model

errors and external disturbances [224].

* Additionally, the trajectory planning method used in flatness-based control out-
performs cascaded linear controllers in both transient and disturbed conditions
[223].
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* Lastly, it has been demonstrated that flatness-based control consistently delivers

competitive performance compared to conventional FOC techniques [225]).

4.3.1 Flatness-based control of PMSMs

Researchers have shown that flatness-based control can be used with PMSMs in satu-
ration mode. In addition to addressing manufacturing issues, PMSMs are sometimes
engineered to operate efficiently under transient, thermally constrained overload con-
ditions, resulting in magnetic saturation. Also, some industries are trying to design
PMSMs in saturation mode to reduce cost, which intensifies the issues regarding non-
linearity of the system controlled with linear controllers. Consequently, several works
have outlined innovative flatness-based control strategies utilizing PMSM mathematical
models expressed specifically for saturation modes [226-228]]. Through these research
contributions, flatness-based control has been expanded to include PMSMs in saturation
mode. Studying magnetic saturation and incorporating these insights into the control
framework aims to enhance the performance of PMSMs under a variety of operating
conditions.

The flatness-based control method utilizes a mathematical model to control the be-
havior of a system. However, the effectiveness of this control strategy is heavily de-
pendent on how accurately the system model represents real-world dynamics. Due
to various factors such as system variations, uncertainties, and external disturbances,
achieving a highly accurate model can be challenging in practical industrial applica-
tions. Recently, research has been dedicated to improving the dynamic performance
of the flatness-based control method in order to overcome the limitations caused by
model inaccuracies. It is possible to improve the system by incorporating observers. In
this case, two types of observers have been explored in recent studies: nonlinear state
observer and ELO.

* State observer: According to [229], state observers are designed to estimate vari-
ables or states that are difficult to measure directly. As part of flatness-based

control, they can help estimate parameters such as load torque and voltage drops.

* Extended Luenberger Observers (ELQO): As proposed in [230], ELOs are a spe-

cific type of observer designed to estimate system states, especially in the pres-
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ence of uncertainties and disturbances.

Adding these observers to the flatness-based control framework seeks to mitigate
the adverse effects of inaccurate model of the system. The observers provide real-time
estimates of critical parameters, which allow the control system to compensate for dis-
crepancies between the model and actual behavior. In this way, flatness-based control
becomes more reliable and robust for industrial applications requiring precise and robust

performance.

4.3.2 Trajectory planning

Flatness-control method is designed in a way to make sure that its flat outputs always
follow the trajectory reference. Therefore, trajectory planning can play a pivotal role in
its dynamic performance [231]. Even though trajectory planning is a research topic in
the some other fields such as robotics, it has not received significant attention in PMSM
drive applications so far.

Second-order transfer functions described in are commonly used to limit tran-
sient speed and current references in classical trajectory planning designs for PMSM
drive applications. In the trajectory planning phase, the desired output, denoted as y,.,
is generated by the trajectory planning block. Similarly, the flat output, denoted by v, 7,

is derived from the reference signal.

1

12 2%
W—JQCS +WS+]_

Yref = Yinf (4.15)
where w; and ( are the cutoff frequency and damping ratio of the trajectory transfer
function, respectively.

However, a simple second-order trajectory function does not provide overcurrent
protection for motor drive system. Therefore, a cascaded flatness-based control ap-
proaches are often employed in these cases, as shown in Figure [6.5] although this leads
to a slower response time of the control system [230,232]. There is another cascaded
flatness-based control scheme proposed in [233]] for eliminating static errors in the sys-
tem’s state variables. The transfer functions for the cascaded flatness-control can be

expressed as:
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yq,ref _ 1
Yq,inf %32 + %s +1

fl (4.16)
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Figure 4.1: Schematic of the cascaded flatness-based control of PMSMs [232].

Signal y/g inf is calculated using (6.14).

~ JYares + fyarer + 1L

Yqinf = 4.17)
aint Py

Considering the possible interaction between the switching frequency of the inverter
(ws) and cutoff frequency of the cascade control system, for designing the control system
it is assumed that the outer speed control loop operates at a cutoff frequency satisfying
wn2 < wpr < whp < wy, where wy,; and wy,p are the cutoff frequency of cascaded
flatness-controllers. To improve the the speed control response, usually wy; is chosen to
be equal to w2 [232].

Furthermore, a comprehensive comparison of conventional flatness-based control
and FOC method is provided in [223]]. The findings indicate that flatness-based control
schemes with a one control loop are effective at rapidly regulating motor speed, even in
the presence of disturbances and variations in load torque. However using flatness-based
control with only one loop results in sacrificing the motor current protection.

To address this challenge of overcurrent protection for one-loop flatness-based con-
trol, two approaches have been proposed in [234]. The first method involves dynamic
adjustments to the reference trajectory of the mechanical speed to prevent overcurrent

conditions. The second approach focuses on system safety by stoping the system opera-
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tion when significant disturbances happen, and consequently prevents potential damage.

Moreover, an extended flatness-based control method is introduced in [235]. This
method incorporates an event-based mechanism to enhance the system performance.
During these events, the trajectory planning and controller parameters are updated based

on real-time measurements and estimations of the system parameters.

4.4 Flatness-based control method

In Figure[6.4] the schematic of a flatness-based control framework is presented. As part
of this control approach, two state variables, 7,4 and €2, are directly controlled, whereas

the g-axis current (z,) is controlled indirectly.

R

) sgl SG_lH}SZ_IH}
A BN

Calculation Requlator Q Calculation
of the gu of the flat
command Q outputs

variables

ik

Trajectory replanning
algorithm

N\ |

Figure 4.2: Schematic of the flatness-based control of a PMSM.

There are two new variables that need to be introduced for designing the differential
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flatness-based controller. These variables are supposed to represent the highest-order
derivative components of flat outputs in the equations for V; and V,. For instance,
for the studied PMSM in this thesis, V; and V,, can be expressed based on flat output

variables as:

{Vd = Layja + Rsya — pLyigyo (4.18)

Vy = Lyiq + Ryiq + pLayaya + p¥syo
Considering that g-axis current can be expressed based on flat output variables as

1 .
—(Jya + fya + 1), |i is equal to:

Py
( JL fL L
Vi = Laga + Reya — ——yaya — ——y5 — —yaT.
d dyd d z/ff QYQ ¢f (9 wf L
JLy . fLy+ JRs . R, R,
Vo= —yo + ——yo+ (p¥y + —)ya + pLayayo + —T1  (4.19)
T Py oy pwf) piy "
L. .
+—LT7,
[ Yy
Therefore,
{“ ‘T (4.20)
Ha = Yo

In order to address uncertainties in system parameters and deal with disturbances,
the one-loop flatness-based control method formulates control laws for regulators as

follows:

p

Yaref — d + ka1 (Yarer — Ya) + Kaz - / (Ydref — ya)dT =0
Yorer — to + ka1 - (Yarer — Ya) + ka2 - (Yarer — Ya) (4.21)

+kqg - / (Ya,ref — ya) dT =0,
\

where kq1, koo, and kg3 are the controller parameters for mechanical speed regulator.
Similarly, k4 and k4o are the controller parameters for direct current regulator. The

integral term provides robust rejection of both static error and parameter uncertainty.

To determine the controller coefficients, the following characteristic polynomials are
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being used.
k
s+ ko + 2 =0
s L (4.22)
32+kms+km+%:o
Equation (6.9) can be rewritten as:
2
5%+ kqis + kg =0
we e (4.23)
$3 4+ kor5% + kags + kas =0

For tuning the controller parameters, the desired characteristic polynomial is con-

sidered as:
Qa = $* + 2(was + w3

QQ = (S — pg)(SQ + QCQWQS -+ w%),

(4.24)

where wq, wy, and (o, (4 are the cutoff frequency and the damping coefficients, respec-
tively. The controller parameters are calculated using the pole-placement method. The
pole pq is considered equal to —(qwq, in this thesis. Therefore, the controller parameters

for 74 polynomial are calculated as follows:

ka1 = 2¢4wq

— 2

(4.25)

The same method is utilized for calculating the coefficients of mechanical speed
controller, as described in (4.26)).

ko1 = 3Cawq
kas = wd + 2¢3wd (4.26)
kos = ng?z

4.5 Comparison of flatness-based control with FOC

A closed-loop model of the system is used to evaluate the robustness of the control
method against motor parameter variations. The state-space equations for the open-loop
PMSM system are derived from (6.2))-(6.4) by considering the motor’s d- and g-axis
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currents and its mechanical speed as state variables of the system.

Further sections analyze the state-space representation of the closed-loop system
for FOC and flatness-based control for PMSMs. These representations provide insight
into the performance and adaptability of these control strategies in response to variable

motor parameters.

4.5.1 Robustness analysis of FOC method

Each PI regulator introduces an additional state variable into the closed-loop model in
a cascade control system. As a consequence, it is essential to take into account the
variables outlined in (4.27]).

Tig = kic(id,ref - Zd)
Tig = Kic(igres — iq) (4.27)
To = kig(Qrer — Q),

where k;. and k;q are integral coefficients in current and speed regulator, respectively.

Equation (4.28)) depicts a nonlinear state-space representation of a closed-loop sys-
tem with FOC. In order to achieve this representation, V;; and V, are derived from the
state variables of the system and subsequently substituted into (6.2))-(6.4):

Xroc = A(Xroc) - Xroc + Broc - Uroc, (4.28)

where Xroc = [ia, ig, Q, Tia, Tig, To]" is the matrix of state variables and Uroc =
[idrefs Qrep, Tr)T is the matrix of the system inputs. By linearizing the state-space equa-
tions of the system around the equilibrium point for the nominal operating point of the
system, the Jacobian matrix of the system, Jroc € R®*%, can be computed [223]]. A

detailed calculation of Jpp¢ is presented in Appendix A.

Therefore A(Xroc) and Broc can be described as follows:



88 CHAPTER 4. FLATNESS-BASED CONTROL OF PMSMS

[ (kpe + R) L L 1 -
- 1—-=3)Q 1 - =8
L ((k X 1)% ; ML k:o
- - pe * It 1 By
=) L, A2 "L
AXroo) = 0 % —§ 0 0 0| (429
0 kzc _k’ickpﬂ 0 0 kic
L 0 —kig 0 O 0 |
e _
L
pcivpQ
0 I ()1
BFOC - 0 0 _j (430)
kic 0 0
0 EKickpa
i kiq |
L — ) + kpck
where A23 = _p(l _ L_S)Z-do . p<¢f ¢£) D pQ.

4.5.2 Robustness analysis of flatness-based control method

In flatness-based control, adding each regulator adds an extra state variable to the closed-
loop system’s state-space representation. Thus, it becomes necessary to account for the
state variables described in (.31).

x'-d = Z'd, — id
e (4.31)
Tro = Qm f— Q.
A nonlinear state-space representation of a flatness-based control system can be
found in (4.32), which is obtained by calculating Vj, V,, and O using the state vari-
ables of the system and substituting them into (6.2)-(6.4).
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XFlatness - A(XFlatness> : XFlatness + BFlatness : UFlatness (432)

where X piamess = [ids iq, 2, Tia, o) is the matrix of state variables and Upipness =

lidrers idres> Qress Qress Qress idres - Qress Q2 fy ey - Qres, Tr)" is the matrix of the
system inputs. It is possible to compute the Jacobian matrix of the system, Jgj mess €
R5*5, using the state-space equations of the system around their equilibrium points for
the nominal operating point of the system [223]. A detailed calculation of Jpgtness 18

presented in Appendix B.

Therefore A(X piatness) and Briaimess can be described as follows:

B L/ -
A pQo pigo L—skdz 0
—pQy Ay A 0 Ay
A(XFlatness) = 0 % _i 0 0 (433)
J J
—1 0 0 0
| O 0 —1 0 i
where,
( R L
Ay = — (=2 + =5
11 (Ls + T. 1)
R, LiJ"Yy
Ay = — (= 5
22 (Ls + Lst} ko)
L/ J/f L/ J/ p¢f (4'34)
23 = W Q1 — LS;¢}k92 — Pldo — L.
L.J
Ags = ——ko3.
\ 25 LsPT/J} Q3
- L/ L/ f/ L/ J/ -
B == 0 0 0 0o —= -2 0
11 L qup} LS¢}
J'L L
0 Baz  Bay i p@;/ pL > 0 0 Bag
Briatness = e 3 1 (435)
0 0 0 0 0 0 0 0 ~3
0 0 0 0 0 0
| 0 1 0 0 0 0 0 |
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where,
( Ry L.
By = L_s + L_Skdl
pwl R/ / L/ J/

Ly Lsp{;  Lspy

R; JI L/Sf/ J/L/ (4'36)

By = s,
AT Ll Ll Ly
J'L
= 2 k.
\ 29 TL.pt, Q1

4.5.3 Robustness-based comparison of both methods

The eigenvalues of the Jacobian matrices for FOC and flatness-based control across
different motor parameter values are analyzed to assess the robustness of these methods
to variations of motor parameters. The parameters of the studied motor are given in
Table Also wy and wq for these simulation studies are considered 60 rad/s and 600
rad/s, respectively.

Table 4.1: Water pump PMSM parameters for the original testbench.

Nominal speed 3000 rpm
Number of poles 8
Battery voltage 12V
Nominal power 200 W
Motor equivalent resistance 66.7 mS2
Motor d- and g-axis inductance 40 unH
Motor inertia 45.5e-6 kg.m?

The system nonlinearity in equations is linked to the motor inductance. Therefore,
the system robustness against changes in motor inductance values has been compared
for these control methods as an example. Figure shows how changing the motor in-
ductance from 0.5 times the nominal value to 12 times that value affects the eigenvalues
(Jroc). Tt also illustrates that if the motor’s inductance goes beyond a certain point, the
closed-loop system might become unstable.

Figure depicts the eigenvalues of the Jpjqimess matrix as the motor inductance

varies from 0.5 times to 7 times the nominal inductance (L,,,). Therefore, a single
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Figure 4.3: (a) Eigenvalues of Jpoc for different motor inductance from 0.5 L,,,,, to
12 Lyom. (b) Zoom on the eigenvalues that make the system unstable.

control loop in flatness-based methods appears less robust against parameter variations
when compared to the FOC method with a cascaded structure.

In practice, however, flatness-based methods have been proven to be robust to pa-

rameter variations in industrial range.
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Figure 4.4: (a) Eigenvalues of Jgqimess for different motor inductance from 0.5 L,,,,, to
7 Lyom. (b) Zoom on the eigenvalues that make the system unstable.

4.6 Proposed trajectory planning

A new trajectory planning method for flatness-based control of PMSMs is proposed in

this research.
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4.6.1 Idea

Trajectory planning significantly affects the behavior of indirectly controlled state vari-
ables of a system. It is particularly notable because of various factors, such as the
motor’s highest permissible current set by its electrical specifications, as well as the
switching voltage constraints. These voltage limitations depend on the DC-bus voltage
and, in certain scenarios, the state of charge of the DC battery. Therefore, the system
performance without considering the controller limits can be disrupted by these limita-
tions, which could lead to unwanted instability [[138]].

To deal with controller limits, which have not been addressed properly so far, a novel
trajectory planning approach for flatness-based control of PMSM drives is proposed
in our research. In this method, a window-based trajectory function is used with an
optimization algorithm. The primary goal of this trajectory planning approach is to
minimize the response time of the system while ensuring adherence to the constraints
imposed by motor current limitations and switching voltage restrictions [[138].

In summary, our research aims to optimize trajectory planning for PMSM drives,
taking into account the controller limits and electrical limitations of the system. This
innovative trajectory planning approach aims to enhance dynamic performance of the
system, reduce response time, and lower the risk of system instability, consequently

promoting the performance of PMSM drive systems.

4.6.2 Novel trajectory planning

As the maximum motor current in flatness-based control is dependent on the control
system trajectory function, the motor current cannot be controlled with classic trajectory
planning. A trajectory planning response time that is slow enough should be designed
for the worst possible scenario to ensure the current remains in the allowable range for
a wide range of motor applications. Additionally, the outputs of the control system,
Vy and V, (as shown in Fig. [6.4), should always satisfy (6.15), which is dependent on
DC-bus voltage, and in case of voltage drop, the classical trajectory planning may not
function properly. Speed trajectory planning can be used to control both PMSM torque

and g-axis current.

Vi+VE<mVg, (4.37)
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3 1
where m = — for sinusoidal pulse width modulation (SPWM) technique and m = 3

for space vector pulse width modulation (SVPWM) technique.

The proposed trajectory planning method uses a window-based function method.
Three intervals of equal distribution are included in the window, based on the distribu-
tion as shown in Fig.[6.6] These points are calculated using (6.16).

tl = t(] + ?w
(4.38)
ty = to + 2?1”,

where T, is the window interval and ¢ is the initial time.

The output of the trajectory planning block (y,.y), its first and second derivatives
(Yrey and yy. ) should be continuous to ensure that the system remains flat. This results
in determining the first and second derivatives of each window output from the trajectory
planning block. These are y1, y1, Y1 Y2, Y2, Y2, Y5, Y¢, and y¢. The trajectory function in
each of these intervals is a polynomial of degree 5 defined as:

Yy = a571~t5 + CL47Z‘t4 + a37z~t3 + a2,it2 + al,it + Qo 1= 1, 2, 3, (439)

where a; (kK =0,1,...,5and i = 1, 2, 3) are the polynomial coefficients. These coeffi-
cients are calculated by solving three sets of similar equations for the intervals of each
trajectory window, as described in (6.18))-(6.20). It should be mentioned that yq, o and,
o for each window are given by the last window.

Y1 = asiti” +agatyt +agaty® + agaty® + agaty + aos

Yo = asate’ + asate + azate® + agate® + ayato + aos

Y1 = Bas1t* + dasat® + 3az t:® + 2a01t1 + a1 (4.40)
Yo = basto® + dasate® + 3az to® + 2a9.1ty + ar,

y-l = 20&5711513 + 12&471t12 + 6&371t1 + 2&271

\yg = 20&571t03 + 12@4711502 + 6&371750 + 2(1271
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Figure 4.5: Proposed trajectory function for one window.
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Yo = as2ta” + agote” + azols” + a2 2ls” + ay2ts + ag2
Y1 = asati” + agaty! + azats’ + agati + agoty + ags

Yo = Basaty® + dagats® + 3azaty® + 2a99ts + a1 G41)

U1 = 5as oty + 4agots® + 3azat:® + 2a09t1 + a1
y2 = 20&572@3 + 12&4721522 + 6&372t2 + 2(1272

ky.l = 20(15,27513 + 12&4,27512 + 6&3,2751 + 2@272
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Yr = asat;” + agstst + azsts® + agsts® + arsty + aos
Yo = asats” + agste + azste’ + asats’ + aista + ags
Y = basstyt + dassts® + 3az sty + 2a05tr + a1 3

Y2 = 505,3t24 + 4a473t23 + 3az 3ts” + 2ag 3ty + a3

v = 20as 3t > + 12a4 5t % + 6az st + 2a93

U = 20as 3ty + 12ay 312> + Gaz sty + 2as3

(4.42)

\
The matrix denoted as X, as defined in (6.21)), represents the optimization vari-
ables. It results from the application of an optimization algorithm, while adhering to the

constraints described in (6.22).
Xopt = [ylay27yf??J‘lay.Qayf?y”layUQay”f] (443)

lig (k)] < Lo maa

3
Va(k)”" + Vy(k)* < 2V (4.44)
Less than 20% overshoot in tracking speed reference.

Here, k =1,2,..., %, and 7. represents the virtual sampling interval considered for the
points within each window. A trade-off exists between the computational time required
for the optimization algorithm and the accuracy of constraint satisfaction. Decreasing
the value of 7 increases the computational burden and time required for optimization
but enhances robustness and accuracy.

A description of the optimization algorithm’s objective function can be found in
(6.23), where Kopyy, Kopt,» and Koy, are the weighting factors for difference between
the trajectory function’s output and its derivatives at the end of the window and the

speed reference.

S8

S (Xopt) (Y = Ying)® + Kopto- (U — Ying)? + Kopt, - (45 — 0)? (4.45)

1

T

+Kopt2 . (yf - 0)2
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Figure presents the block diagram depicting the proposed trajectory planning
process. Within this diagram, the Trajectory Function Generation (TFG) block gener-
ates yq r.s utilizing polynomial coefficients computed by the optimization algorithm.

The output of this block is determined as follows:

Yores = 51t + agit* + az t® + ag t® +aiit +agr t <t
YQ.ref = &5321&5 + a472t4 + a372t3 + Cl272t2 + Cll,zt + Q.2 tl S t S tQ (446)

YQ,ref = CL5’3t5 + CL473t4 + a373t3 + a2,3t2 + al’gt + ap,3 to <t < tf

The optimization algorithm is executed once within each window, guided by equa-
tion (6.23), all while ensuring compliance with the constraints outlined in (6.22). Subse-
quently, the polynomial coefficients are computed based on the output of the optimiza-
tion algorithm, denoted as X ;. It should be mentioned that the optimization algorithm
demands computational resources, and as such, the maximum computation time is cal-
culated in advance and called as 7,,. Consequently, the trajectory function uses the
same polynomial from the preceding window until the completion of the new optimiza-

tion process. Therefore,

YQ,ref = @5,3,0ld (t + Tw)5 + Qa4.3,0ld (t + Tw>4 + 3,3 old (t + Tw)3

) (4.47)
+a2,3,old (t + Tw) + 1,3 0ld (t + Tw) + Qap,3,0ld t < Tcal

As aresult, it is possible to extend the constraints and optimization function to cover
a prediction horizon of 7T,,;. However, it should be noted that this prediction horizon
must remain sufficiently small to ensure that the constraints continue to be satisfied

considering the transient events and disturbances.

Furthermore, it’s essential to notice the trade-off between the amount of computa-
tional resources demanded by the optimization algorithm, which represents a significant
challenge in this approach, and, consequently, its cost, against the precision and effec-

tiveness of the control system.
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Figure 4.6: Schematic of the proposed trajectory planning method.

4.7 'Torque and voltage drop observer

As discussed previously, load torque and voltage drop observers improve the dynamic
performance of the control system. In this section, two current methods that have been

proposed in the current literature will be reviewed and extended.
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4.7.1 Nonlinear state observer

The nonlinear state observer principle can be described as follows:

X =

p 0 (4.48)

] _ [f(a:,w +g<x,u>.p]

Y=x

where X € R™™™ is the vector of estimated variables, x € R" is the vector of sys-
tem state variables, p € R™ is the vector of unknown parameters that are going to be
estimated, and Y € R" is the vector of measured variables.

Function f(z,u) € R and g(z,u) € R™ are nonlinear functions of x and u (the
command signal vector). The state-observer is defined in where e, = X — x is the

estimation error:

H _ [ flz,u) +g(z,u).p—S.e; (4.49)

p K,.¢ +K;e, —g¢'(z,u).e,
where S and P is the positive-definitive parameter matrix € R™™. Vectors K, and K

are calculated using

(4.50)

K, =-Pg '(z,u)
K, = K,.S

To illustrate the convergence of the estimation achieved with the state observer, the

errors in derivative estimation, e, and e, are expressed as follows [236]:

{ém = g(z,u).e, — S.e, 451)

e, =K,.g(z,u).e, — K, Se, +Kie, — g (z,u).e,

A classical Lyapunov approach can be used to establish the exponential stability of
the estimation based on the introduced nonlinear observer. The Lyapunov candidate

function, V' has the following definition:

1

V=sle o le‘”] >0, (4.52)
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The derivative of function V is calculated in (4.53)).

V=e.é+e.e, (4.53)

By substituting (4.53)) in (4.5T)), the derivative of function V' can be expressed as:

V =el.g(z,u).e, — € Se, + e K,g(z,u)e, —e K,Se, +e K.e,

(4.54)
—e,.9'(z,u).e,.
By combining (]4.54[) and (]4.50[), V can be expressed as:
V=le ¢ . (4.55)
0 —P| |e,

The estimation can be guaranteed to be exponentially stable as long as P and S
are positive-definite matrices. Furthermore, when tuning the S and P matrices, it is
assumed that the dynamics of the state vector error €, must be significantly faster than
the dynamics of the parameter vector error €,,. Thus, the matrix S must have eigenvalues

with real parts that are substantially larger than those of the matrix P [232,234].

Considering z(t) = [@'d i Q],p(t) = [V}d Vig TL}, and u(t) = [V}I Vd} for
the PMSM drive system, f(z,u) and g(x, u) can be expressed as follows:

1 .
L—da/d +pQLq2q)
1 .
flz,u) = L—(Vq — pQLgi, — pQi)y) (4.56)
q
1 .
I j(pwflq - Q) |
- -
—— 0 0
L, .
glx,u)=1 0 T 0 (4.57)
0 0 q — !
L J
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4.7.2 Extended Luenberger observer

ELO method has been proposed in [230]] to enhance the robustness of flatness control
against parameter variations and external load disturbances. In [230], a simplified ver-
sion of Luenberger observer is presented, but it should be noted that it neglects the
dynamics of ¢4. In this context, an extended version of the observer is considered in this
research.

An equivalent circuit for a PMSM drive where the resistance (R;) is represented by
Vig(= Rsiy) and Viy(= Rsiq). ELO is utilized to estimate 77, Vi, and V,,. In order
to use the ELO, the system must be linearized around a specific operating point since
Luenberger observers are introduced for linear systems.

It should be mentioned that the very short sampling time of the current loop makes
it reasonable to assume that variations in 77, V;4 and V;, within one sampling period

can be ignored. Therefore,

dly,  dVig  dVy
dt  dt  dt

The Luenberger observer can be expressed as:

= 0. (4.58)

{j:(t) = Ax(t) + Bu(t) (4.59)

y(t) = Cx(t),

where z(t) = [z’d iq Q Vig Vi, TL} are the state variables, u(t) = [Vq Vd} are

input variables, and y(t) = [z’d iq Q] are output variables.

Therefore, the matrices A, B, C can be calculated as follows:

L
0 210 —4 —— 0 0
pLd 0 pLdqu Ld
_pﬂg 0 _pYr pﬁi 0 1 0
L, " L, "L, L,
1
A= 0 pYs ! 0 0 = 4.60
J J J ( )
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
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where €, 740, and ¢4 are the values of mechanical speed, g-axis and d-axis currents at

the nominal operating point of the motor.

! 0
Ly )
"L
B=|0 0 (4.61)
0 0
0 0
L 0 O -
100000
C=(010000 (4.62)
001000
ELO method can be expressed as:
2(t) = Az(t) + Bu(t) + L(y(t) — j(t
{A() A() () + L(y(t) — 4(t)) 4.63)
y(t) = Ci(t)
The estimation error using ELO method can be functioned as:
é(t) = i(t) — 2(t) = (A — LC)e(t) (4.64)

In order to achieve convergence, the matrix (A — LC) should have eigenvalues with
negative real parts. Matrix L can be designed using function "place" in Matlab based on

the desired eigenvalues for matrix (A — LC).

4.8 Simulation and experimental results

This section involves the simulation and validation of both the conventional and pro-
posed flatness-based control methods. Herein, you will find simulation and experimen-

tal results for the following methods:

* Conventional flatness-based control with a second-order trajectory function
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* Torque and voltage drops observers
* The proposed flatness-based control method

These results will be presented and discussed in this section.

4.8.1 Comparison of flatness-based control with FOC

The inverter operates at a frequency of 10 kHz. The bandwidth of the inner loop (current
control) of FOC regulators should be at least 10 times higher than that of the outer loop
(speed control) in order to achieve effective tuning. As a result, the current control has
a response time of 1 ms and the speed control has a response time of 10 ms. Figure 4.7
illustrates the motor’s speed under two distinct conditions: when the speed reference and
load torque change. This scenario is evaluated for three different scenarios, including
one with precise parameters, one with an inaccurate motor inductance (L4 and L, equal
three times of their nominal value, L,,,,), and one with an inaccurate motor resistance
(Rs equals three times its nominal value, R,,,,).

The motor’s reference speed changes to 3000 rpm at time t = 1 s and the load torque
to 0.26 Nm at time t = 2 s. This cascaded control approach exhibits robustness within
the range of motor parameter variations discussed previously. However, the system’s
response to disturbances, load torque changes, and shifts in operating points is not ex-
ceptionally rapid, as indicated in Figure (a).

The flatness-based control system has only one loop, which means the flatness-based
controller cut-off frequency, wgq, is at least 10 times smaller than the switching fre-
quency. It is chosen to be 600 rad/s.

Figure 4.8 provides simulation results under conditions similar to those of FOC. De-
spite imprecise model parameters, the trajectory planning block output of the flatness-
based control method closely tracks the motor speed. Furthermore, when comparing
system dynamics, it becomes evident that flatness-based control outperforms FOC, as
illustrated in Figure 4.8](c) compared to Figure (c). Based on the simulation results,
flatness-based controllers provide superior dynamic performance, especially in scenar-
ios with variable torque loads and disturbances.

Figure 4.9] illustrates the performance of the flatness-based control method under

conditions of inaccurate motor parameters. As indicated in Figure the system’s sta-
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Figure 4.7: (a) Simulation results of motor speed with FOC method. (b) Comparison of
motor performance under change of speed reference considering motor parameter vari-
ation. (c) Comparison of motor performance under change of load torque considering
motor parameter variation.
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Figure 4.8: (a) Simulation results of motor speed with flatness-based control method.
(b) Comparison of motor performance under change of speed reference considering
motor parameter variation. (¢) Comparison of motor performance under change of load

torque considering motor parameter variation.
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bility is maintained when the inductance value is set to 5.5 L, and becomes unstable
when the inductance is increased to 6 L,,,,,. This behavior aligns with the results of the

robustness analysis, as demonstrated in Figure {.4]
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Figure 4.9: Simulation results of motor speed with flatness-based control method (a)
when Ly = Ly =5 Lyom,. (b) when Ly = Ly = 5.5 Lyom. (¢c) when Ly = Ly = 6 Lyop,.
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The performance of the system using the FOC method with inaccurate motor param-
eters is showcased in Figure .10} The system exhibits stability when the inductance is
set to 10.5 L., while instability arises when the inductance is increased to 11.5 L,o,.

These observations align with the findings of the robustness analysis presented in Figure

4.3

Speed (rpm)
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—Motor Speed
—Speed Reference

T

Figure 4.10: Simulation results of motor speed with FOC method (a) Motor speed with
FOC method (a) when L; = L, = 10.5 Lyop,. (b) when Lg = Ly = 11.5 Lyop,.

4.8.2 Load torque and voltage drop observers

To achieve accurate and robust results, the choice of observer for load torque and re-
sistance estimation plays an important role. The performance of the two reviewed ob-
servers, ELO and nonlinear state observer, have been explored. The design parameters

of these observers have been provided in Appendix C.
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Based on the simulation results shown in Figure {.11] the nonlinear observer out-
performs the linear observer for estimating load torques and resistances. The nonlinear
observer exhibits remarkable accuracy and robustness, outperforming the ELO across
various operating conditions and disturbances. The nonlinear observer’s advantages are
particularly evident during transient states and rapid load changes, where its perfor-

mance surpasses the ELO.

3000 'Speed (rpm) 3000 speed  (rpm)
2000 t 2000 98
1000 1000
0 0
15 : : : : 15 :
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5 5
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) o= ]
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Figure 4.11: Simulation results of the nonlinear state observer (dotted blue curves) and
ELO (solid red curves) and their comparison with the measured variables (solid black

curves).

It is possible to enhance the ELO method by defining distinct observer matrices
for different speed ranges, as the method operates based on the linearized model of
the system around the operating point. However, this approach can increase system
complexity and computation time. Therefore, the nonlinear state observer was chosen

for observing load torque and voltage drop.
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Figure [4.12] demonstrates that the selected observer effectively estimates both the
system’s state variables, such as mechanical speed, d-axis, and g-axis currents, matching
their measured values, as well as providing reliable estimations for load torque and

voltage drops.
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Figure 4.12: Experimental results of the nonlinear state observer (blue curves) and their
comparison with the measured variables (red curves).

4.8.3 Comparison of the proposed flatness-Based control method

with conventional one

We compare the proposed trajectory planning method with a flatness-based approach
with a conventional second-order transfer function using a scenario of the step change of
speed reference for the PMSM motor described in Tabled.1] This simulation highlights
the differences between the two methods by setting I, ,,q. to 3 and i4 to zero, while the
motor runs in no-load mode to emphasize performance comparison.

We fixed the trajectory planning function’s time window interval at 100 milliseconds
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as part of this study. The motor speed reference (yqin ) changes from 0 to 3000 rpm at t
= 0.2 seconds. Figure[d.13|demonstrates how the proposed trajectory method effectively
generates a trajectory that adheres to constraints and ultimately attains the desired motor

speed in 0.4 seconds (approximately 4 windows).

3000 f ! : : —_— : : :
2500 | Speed (rpm) |
2000 | -
1500 f - - - -

1000 b
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_2 1 1 1 1 1
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Time (s)

Figure 4.13: Simulation results of input (yqns) and output (yq ) of the proposed
trajectory planning function satisfying the constraint 1, ,,,4, = 3 A.

For the conventional trajectory function to produce a response time equivalent to
that of the proposed method, the current must exceed the limit 7 ,,,4,. This is illustrated
in Figure .14]

For the conventional trajectory function to adhere the current constraints, it requires
areduction in wy of the trajectory function as a result of the impact of trajectory response
time on transient motor currents. The disadvantage of this approach is that it results in
slower response times across all scenarios, as shown in Figure 4.15]

Furthermore, a reduction in wy does not guarantee current protection, as it does

not account for transients, variations in load torques, and parameter discrepancies. For
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Figure 4.14: Simulation results of input (yq ;) and output (yq ) of the conventional
trajectory planning with same response time to that of proposed method, resulting in not
satisfying the constraint [ 4, = 3 A.

instance, setting w; = 60 rad/s leads to substantial current overshoot, as demonstrated

in Figure .16

We have examined an additional scenario involving load torque to facilitate the com-
parison between flatness-based control and the proposed trajectory planning method. In
this particular scenario, the motor speed reference transitions from its initial state to 500
rpm at t = 0.2 seconds. Subsequently, the load torque changes to 0.13 Nm at t = 1 sec-
ond and then to 0.26 Nm (full load) at t = 2 seconds. At t = 3 seconds, the motor speed
reference shifts to 3000 rpm. The constraint [ ,,,,, = 15 A is set for this test to ensure

a more highlighted comparison.

The proposed trajectory planning method successfully tracks the reference speed
while adhering to the specified constraints, as shown in Figure In contrast, the
traditional approach, as depicted in Figure lacks current protection.
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Figure 4.15: Simulation results of input (yq i, ) and output (yq ) of the conventional
trajectory planning satisfying the constraint /,,,, = 3 A, resulting in longer response
time.

4.8.4 Experimental results

As mentioned in Section 3.7.3, a new testbench setup has been provided due to mal-

functioning of the original one described in Table[3.2]

4.8.4.1 Flatness-based control with second-order trajectory function

Figures 4.19] and illustrate the system’s response to a step change in speed ref-
erence, based on simulation and experimental data, respectively. The speed reference
shifts from O to 600 rpm, with both simulation and experimental scenarios.

In another scenario, the motor’s speed reference undergoes step-wise changes, as
shown in Figure 4.21] for simulation and Figure [4.22] for experimental studies. The
speed reference changes at specific time points: from O to 150 rpm at t =2 s, 150 rpm
to 300 rpm at t =7 s, 300 rpm to 450 rpm at t = 12 s, and finally, 450 rpm to 600 rpm at
t=17s. As the DC motor’s speed, linked to the PMSM under study, increases, the load
torque is estimated using the nonlinear state observer.

In another scenario, we analyzed the system’s response to load variations. With the
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Figure 4.16: Simulation results of input (yq ;» ) and output (yq ,.¢) of the conventional
trajectory planning with wy = 60 rad/s, resulting in significant current overshoot.

motor speed set at 600 rpm, we introduced load torque changes by changing the resistive
load connected to the DC motor. Figures #.23| and 4.24] show the results for simulation
and experimentation, respectively. The torque load increased from 3 Nm to 5.5 Nm at t
=2 s and returned to 3 Nm at t = 5 s. The control system effectively regulated the motor
speed. The control system regulates the speed under variation of load torque much faster

than FOC method with cascaded structure.

4.8.4.2 Flatness-based control with proposed trajectory function

To experimentally validate the proposed trajectory planning, a modification was made
due to difficulties in implementing the optimization function on the dSPACE MicroLab-
Box. To preserve the core concept of trajectory planning while addressing this issue, the
approach shifted from considering three polynomial functions within each trajectory

window to employing a single polynomial function, as described in (6.26)).
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Figure 4.17: Simulation results of input (yo,»¢) and motor speed using the proposed
trajectory planning under heavy load satisfying the constraint /4, = 15 A.
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Figure 4.18: Simulation results of input (yq ;) and motor speed using the conventional
trajectory planning when the motor speed changes under heavy load.
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Figure 4.19: Simulation of the responses of motor speed and g-axis current (7,) to a step
change in speed reference. Red curve is motor speed, blue curve is yq . , and green

one is Yq,inf-
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Figure 4.20: Experimental results of the variation of load torque (77) and responses of
motor speed and g-axis current (¢,) to a step change in speed reference. Red curve is
motor speed, blue curve is Yo ;. , and green one is Yo, i f-
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Figure 4.21: Simulation of the responses of motor speed and g-axis current (7,) to step-
wise changes of speed reference using flatness-based control with second-order function
trajectory.
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Figure 4.22: Experimental results of the variation of load torque (77) and responses
of motor speed and g-axis current (¢,) to step-wise changes of speed reference using
flatness-based control with second-order function trajectory.
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Figure 4.23: Simulation of the responses of motor speed and g-axis current (7,) to
changes of the load torque (77,) using flatness-based control.
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Figure 4.24: Experimental results of the responses of motor speed and g-axis current
(14) to changes of the load torque (77,) using flatness-based control.

Yy = a5,trt5 + a4,t7"t4 + 013,157‘753 + a2,trt2 + al,trt + Qg tr (4.65)

where a; ¢+ (k = 0,1, ...,5) are the polynomial coefficients. These coefficients are cal-

culated by solving a set of equations of each trajectory window, as described in (4.60).
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It should be mentioned that v, 1y and, 1, for each window are given by the last window.

(yf = a5,trtf5 + a4,trtf4 + a3,trtf3 + a2,trtf2 + a14,ly + gy
Yo = as1rto” + aagto + azpto’ + azpto’ + arwto + gy
ys = 5a5,trtf4 + 4a4,trtf3 + 3a3,trtf2 + 2a0,4,tp + a1 (4.66)
Yo = 5asuto’ + 4aste® + 3az o’ + 2a04to + a1 -

U = 20as5 4t > + 12044t 1> + 6az,4,t f + 2054,

| Yo = 20a5 4,to° + 12a4 40t0” + 6az rto + 2az,4r

The number of optimization variables was reduced from 9 to 3, as a result of this
adjustment. As a result, the computational burden was reduced and the method was

easier to implement on the hardware.

Xopt,tr = [yfa yfa yf} (467)

The proposed trajectory planning method was validated using Matlab Simulink®
simulations with a modification of one polynomial in each window to align it with the
experimental study. The simulations employed a 100-millisecond window time (73,).

In the simulation, we tested the trajectory planning method under various speed ref-
erence changes in a no-load condition. The speed reference started at O rpm, increased
to 600 rpm at t = 2 s, returned to O rpm at t = 4 s, then changed to 100 rpm att =6 s,
followed by increments to 400 rpm att =8 s, 300 rpm att = 10s, 100 rpm att = 12 s,
and a final increase to 600 rpm at t = 14 s.

Figure [6.8] illustrates the trajectory planning block’s performance, showing that it
generates the yq . signal that closely tracks its reference value while adhering to the
lgmazr = 3 CONStraint.

A study was conducted to assess the performance of the proposed system under

varying torque loads. In this investigation, two different cases were examined.

In the first case, a step load change, equivalent to a rapid increase in load torque
from 0 to S Nm at t = 6 s, was applied to the system. The load torque reverted to 0
at t = 12 s. This abrupt torque change led to the ¢, current exceeding its limit (i ;42)
even at steady-state. To address this issue, the speed trajectory output adjusted itself

to a lower value than its reference to ensure the current remained within the acceptable
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Figure 4.25: Simulation results of the motor speed and g-axis current (%,) using
flatness-based controller with proposed trajectory planning under various speed refer-
ence changes.

range, as shown in Figure[6.9] This capability is a potential advantage of the proposed
control method. Notably, since the torque change is a step change, the current briefly
exceeds its maximum value to allow the trajectory window to detect and adapt to this
change. During this period, the flatness control regulator deals with the load torque

change, similar to the conventional method.
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Figure 4.26: Simulation results of the motor speed and g-axis current (¢,) using flatness-
based controller with proposed trajectory planning under significant change of load
torque (1%).

The same load change test was applied to the conventional one-loop flatness-based

control system. On two occasions, the current exceeded its maximum value, as shown in
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Figure [6.10] As previously discussed, the first instance occurred when the motor speed
reference reached its maximum value. A second instance occurred when the motor

operated under a transient heavy load, which persisted even at steady-state.
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Figure 4.27: Simulation results of the motor speed and g-axis (¢,) current using flatness-
based controller with traditional trajectory planning under significant change of load
torque (17).

In the second test, we introduced a gradual increase and decrease in torque load in-
stead of an abrupt step change. This gradual variation provided the trajectory planning
method with more time to detect and adjust its output accordingly. According to Fig-
ure 4.28] the proposed method demonstrated successful performance, with the g-axis
current remaining within its defined limits throughout the test.

The proposed trajectory planning method was implemented on the dSPACE Mi-
croLabBox, utilizing the fmincon optimization algorithm. To ensure straightforward
hardware integration, a fixed time window of the trajectory function (7},) of 200 mil-
liseconds was selected for subsequent tests.

In the initial test, the motor speed reference transitioned from O to 600 rpm at ¢t = 2
seconds. Figure [6.1T]illustrates how the proposed trajectory planning effectively gener-
ates a trajectory signal while adhering to the current constraint (z, = 3). However, the
measured motor current exceeds this threshold for a specific reason. The primary fac-
tor contributing to this discrepancy is the insufficient value of wg in the flatness-based
controller. Consequently, wg, is not adequate to track the motor speed with its desired
trajectory, leading to a significant difference in yq ,.r, Which is calculated in the tra-

jectory planning module using equation (4.68)) to determine the expected value of the
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Figure 4.28: Simulation results of the motor speed and g-axis current (i,) using flatness-
based controller with proposed trajectory planning under gradual change of load torque

(T%).

current .

Jyﬂ,ref + ny,ref + TL
Yy

A comparison of the measured 7, and its expected value at steady-state condition

(4.68)

1q,expected =

revealed a fairly accurate motor parameter identification process. It is not a feasible so-
lution to increase wq, significantly for this testbench. Doing so would not only intensify
ripple of the switching voltages (V; and V), potentially causing saturation of switching
voltages and duty cycles, but it would also induce undesired speed fluctuations in the
lower speed ranges. Consequently, striking a balance with respect to the choice of wq, is
essential when employing flatness regulators.

In addition, several other factors contribute to the discrepancy between 7, and its
expected value. Among them are static friction within the system, particularly during
startup, noise in the system, and possible parameter mismatches.

The impact of wg on the control system’s performance was investigated, with various
values of wg, being tested. As shown in Figures [4.30/and 4.31] increasing wq, results in
a more precise tracking of the motor speed with the trajectory signal, thus achieving a
better match between the measured and expected values of i,,.

Two different tests were conducted with wq = 60 rad/s. In the first test, the motor

speed references changed from 100 to 400 rpm at ¢ = 2 seconds, as depicted in Figure
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Figure 4.29: Experimental results of the variation of load torque (77) and responses of
the motor speed and g-axis current (¢,) using flatness-based controller with proposed
trajectory planning when the speed reference changes from 0 to 600 rpm.

4.32] In the second test, the motor speed reference changed from 300 to 100 rpm at
t = 2, as shown in Figure #.33] These tests were designed to assess the system’s re-
sponse to both speed increase and decrease scenarios, providing valuable insights into
its performance under different conditions. The results reveal that the trajectory plan-
ning method consistently produces signals that effectively track the speed references
while staying within the controller’s defined limits.

In another test, a more substantial change in the speed reference was employed. The
motor speed reference changed from 100 to 600 rpm. As demonstrated in Figure [4.34]
the trajectory function was produced in a way to ensure that the expected current value
remained within its permissible limits. As a result of this approach, the motor speed
gradually reaches its desired speed over a number of windows.

In another test, the flatness-based control method using the proposed trajectory func-
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Figure 4.30: Experimental results of trajectory block output and motor speed when the
speed references changes from 0 to 600 rpm considering different values of wq,.

tion was compared with traditional control approaches. The test involved a motor speed
transition from 0 to 600 rpm, with wq, fixed at 80 rad/s. Figure @ illustrates the motor
speed and trajectory function generated by the proposed method, demonstrating that the
motor reaches its final value while adhering to current constraints. In contrast, Figure
[6.13] highlights that traditional control lacks current protection mechanisms

Another test has been conducted on the system with the proposed control system.
During this test, the motor operated at a constant speed of 600 rpm, while the load was
gradually increased. This led to a gradual increase in the 7, current. As shown in Figure
@, when the 7, current reached its maximum value (in this case, 2.8 A), the system’s
trajectory output and, consequently, the motor speed decreased to ensure compliance
with the current constraint. When the torque decreased, the motor speed returned to its

initial value of 600 rpm.
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Figure 4.31: Experimental results of the trajectory expected 7, current and its measured
value when the speed references changes from 0 to 600 rpm considering different values
of wq.
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Figure 4.32: Experimental results of the variation of load torque (77,) and responses of
the motor speed and g-axis current (z,) using flatness-based controller with proposed
trajectory planning when the speed reference changes from 100 to 400 rpm.
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Figure 4.33: Experimental results of the variation of load torque (77) and responses of
the motor speed and g-axis current (¢,) using flatness-based controller with proposed
trajectory planning when the speed reference changes from 300 to 100 rpm.
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Figure 4.34: Experimental results of the variation of load torque (77) and responses of
the motor speed and g-axis current (z,) using flatness-based controller with proposed
trajectory planning when the speed reference changes from 100 to 600 rpm.
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Figure 4.35: Experimental results of the variation of load torque (77) and responses of
the motor speed and g-axis current (z,) using flatness-based controller with proposed
trajectory planning when the speed reference changes from 0 to 600 rpm considering
wq = 80 rad/s.
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Figure 4.36: Experimental results of the variation of load torque (77) and responses of
the motor speed and g-axis current (Z,) using flatness-based controller with traditional
trajectory planning when the speed reference changes from 0 to 600 rpm considering
wq = 80 rad/s.

650

Trajectory input
Motor speed
Trajectory Output

Speed (rpm)

600

575 7

550
2.9

2.8

2.7

26

Time (s)

Figure 4.37: Experimental results of responses of the motor speed and g-axis current
(i) using flatness-based controller with proposed trajectory planning when the load
increasing resulting in modification of the trajectory output.
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The abovementioned simulation studies and experimental tests have shown the ef-
fectiveness and advantages of the proposed method. These comprehensive investiga-
tions have demonstrated the potential future works and application of this method for

various practical applications in the field.

4.9 Conclusion

This chapter provided a comprehensive analysis of flatness-based control for PMSMs. It
began with an analysis of the structure and modeling of three-phase PMSMs, followed
by a discussion of flatness-based control principles and the structure and design consid-
erations for them. Additionally, a comprehensive analysis of state-of-the-art approaches
to trajectory planning and flatness-based control was provided, along with their advan-
tages and disadvantages.

As part of the chapter, flatness-based control was compared to FOC in terms of
robustness and dynamic performance under transient conditions. Although FOC ex-
hibits superior robustness against variations in motor parameters because of its cas-
caded structure, both methods display robustness in industrial applications. In contrast,
flatness-based control offers significantly faster response times and demonstrates supe-
rior dynamic performance during transient events and torque fluctuations. The major
drawback of single-loop flatness-based control is the absence of overcurrent protection.

Additionally, this chapter introduced a novel trajectory planning approach that takes
into consideration the limitations of the controller. By using a window-based online
function, this method optimizes system response time while adhering to constraints such
as motor current, switching voltage, and speed overshoot. To increase the performance
of the control system, the chapter explored the use of load torque and voltage drop
observers.

The effectiveness of this approach has been verified through simulation studies and
experimental tests, demonstrating its clear advantages over conventional flatness-based

control methods.
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5.1 Conclusion and key points

In this thesis, a control approach for electric motors in water pump applications was
developed and examined. Given the superior balance between cost-effectiveness and
performance, PM brushless motors were chosen as the prime candidates for this appli-
cation, with particular emphasis on BLDC motors and PMSMs.

Chapter 2 of this thesis offered a comprehensive overview and evaluation of BLDC
motor drives. It delved into the modeling, equations, and fundamental principles of
BLDC motors. The drive mechanisms of BLDC motors were examined, with a specific
focus on sensorless control techniques, discussing their respective advantages and draw-
backs. Furthermore, the chapter discussed the challenges of nonideal and asymmetric
back-EMF signals, along with mitigation strategies to address these issues. However,
during the course of this research project, a shift to PMSMs took place in a parallel
thesis, making PMSMs the central focus of this project.

Chapter 3 explored PMSM drive systems. It provides a detailed description of the
system’s model and equations. Various control strategies were discussed, including
sensorless control methods, Hall-position sensor-based techniques, and flatness-based
control. The chapter also introduced the testbench used for experimental purposes and
outlines the necessary tests for parameter identification. The FOC method, in particular,

is implemented on the testbench, with a controller tuning methodology provided.



5.2. FUTURE WORK 131

In Chapter 4, the thesis discussed flatness-based control in detail. It started by de-
scribing the conventional flatness-based control method, incorporating a second-order
transfer trajectory function. The chapter highlighted the potential limitations of the cas-
caded flatness-based control structure, which may affect the system’s ability to regulate
motor speed during transient and disturbance events. On the other hand, using one-
loop flatness-based control results in losing current protection. A one-loop flatness-
based control approach was presented to address the issue of current protection, with
the introduction of a novel trajectory planning method. This novel approach employs a
window-based function combined with an online optimization algorithm to generate tra-
jectory signals for each window, optimizing the system’s response time while adhering
to critical constraints such as motor current, switching voltages, and speed overshoot.

In comparison to the FOC method, flatness-based control demonstrates superior dy-
namic response to disturbances and transients. Notably, when dealing with the inherent
nonlinearity of PMSM systems and scenarios where saturation effects cannot be disre-
garded, flatness-based control offers a compelling alternative to linear control methods
like FOC.

The proposed trajectory planning method also accounts for current and voltage
constraints, thus improving the method’s overall performance. Unlike conventional
flatness-based control, which may necessitate a slower response time due to controller
limitations, this novel approach enhances system robustness, making it more reliable
during disturbances. Additionally, the method’s robustness and performance can be fur-
ther elevated by introducing torque and voltage drop observers to the control system,
which are also essential for the trajectory planning function.

Ultimately, the effectiveness and viability of this innovative control method are

shown through simulation studies and experimental validation on a testbench.

5.2 Future work

The research on window-based trajectory planning for flatness-based control of PMSMs

presents several promising avenues for future development:

* Optimization algorithm enhancement: It is possible to further refine the opti-

mization algorithm used in trajectory planning to reduce its computational time.
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In addition to improving its performance, we can reduce the required window by
enhancing the optimization algorithm. This, in turn, will enhance the dynamic

performance of the control system, making it more responsive and adaptable.

* FPGA implementation: One challenge faced is the deviation of window time
from the desired value when employing the fmincon optimization algorithm. This
deviation can introduce discontinuities in the trajectory output. To address this is-
sue, an alternative approach is to implement the method on a Field-Programmable
Gate Array (FPGA). An FPGA-based implementation has the potential to provide
precise control and mitigate the variations in window time, which is particularly

important for smaller window time scenarios.

* Motor constraint integration for load variation: It is essential to extend the
trajectory planning methodology to take into account motor constraints during
load variation. It is possible to address this challenge in two different ways. In
the first place, it is possible to decrease the window time, allowing more frequent
updates of the trajectory planning during continuous changes in load. Another
option would be to design an event-detection algorithm that can identify torque

variations and trigger the initiation of a new trajectory window.

» Experimental validation on a PCB: Experimental validation of the developed
method on a Printed Circuit Board (PCB) is a potential future step. In order
to confirm whether the proposed approach is practical and effective, real-world
experiments are essential. Experimental results will contribute to the validation

of theoretical predictions.

These avenues of research will help us refine and advance the window-based tra-
jectory planning approach for flatness-based control of PMSMs, resulting in improved

performance, robustness, and practical applicability.



Chapter 6

Résumé long

6.1 Introduction

Récemment, de nombreux efforts ont été déployés pour remplacer les véhicules conven-
tionnels a moteur thermiques par des véhicules électriques (VE). Quel que soit le type
de motorisation (moteur a combustion interne, électrique ou hybride), le systeme de re-
froidissement joue un rdle essentiel dans le fonctionnement du véhicule. Les exigences
en matiere de refroidissement pour les véhicules utilitaires et de tourisme sont restées
inchangées au cours du siecle dernier. Dans un véhicule conventionnel équipé d’un mo-
teur thermique, une pompe a liquide de refroidissement mécanique reliée a une vanne
capable de réguler le débit suffit généralement a contrdler grossierement la température

de fonctionnement du moteur.

Aujourd’hui, en raison de la prise de conscience croissante de la pollution environ-
nementale et de 1’épuisement des ressources énergétiques dans le monde, cette solution
traditionnelle doit étre remplacée par des solutions plus efficaces, comme un moteur
électrique dédié a la pompe a eau. Cette solution est également privilégiée pour les
véhicules électriques, car ils comportent de nombreux composants thermorégulés (mo-
teurs, batteries, convertisseurs électroniques de puissance) qui nécessitent des circuits
de refroidissement dédiés. Pour répondre a ces besoins, la pompe de refroidissement
mécanique sera remplacée par une pompe a moteur électrique dans cette these. Les
moteurs des véhicules électriques doivent généralement fonctionner dans des environ-

nements difficiles, avec des températures élevées et des vibrations. L’objectif de cette
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these est de concevoir et de mettre en ceuvre une nouvelle commande compatible avec
un moteur électrique (développé dans le cadre d’une autre these liée a ce projet) de la
pompe a eau véhicules électriques.

L’industrie automobile a connu une augmentation rapide des variateurs de vitesse
basés sur des entrainements hybrides. Cette croissance influe également sur la demande
de variateurs de vitesse de moteurs a aimant permanent (PM). Par conséquent, les mo-
teurs synchrones a aimant permanent (PMSM) et les moteurs a courant continu sans
balais (BLDC) sont devenus un choix populaire pour les applications automobiles, y
compris les véhicules électriques (VE) et les véhicules électriques hybrides (VEH), au
cours des dernieres décennies, en raison de plusieurs caractéristiques, notamment une
densité de couple élevée, un rendement €élevé et une densité de puissance élevée.

Traditionnellement, les variateurs PMSM sont commandés par un controle orienté
champ (FOC) utilisant des controleurs proportionnels et intégraux (PI) pour la régula-
tion de la vitesse et du couple. La détermination des parametres du controleur basée
sur des méthodes linéaires nécessite une approximation linéaire qui dépend du point de
fonctionnement du systeme. Des stratégies de controle non linéaire basées sur des mod-
eles, y compris le contrdle différentiel de la platitude, ont ét€ proposées comme solution
a la nature non linéaire du systeéme d’entrainement PMSM. Dans cette approche alter-
native, la conception de contréleurs non linéaires et la planification de trajectoires sont
clairement abordées. En utilisant la platitude différentielle, il est possible d’estimer la
trajectoire du systeme directement a partir de la trajectoire d’une sortie plane et de ses
dérivées sans intégrer d’équations différentielles.

Par rapport a la commande FOC classique, la commande des PMSM basée sur la
platitude offre plusieurs avantages. Tout d’abord, elle €limine le besoin de régula-
teurs si tous les parametres sont connus, ce qui permet un contrdle en boucle ouverte.
Deuxiemement, elle permet d’obtenir des performances dynamiques élevées méme en
présence d’erreurs de modélisation et de perturbations externes. En plus, la méthode
de planification de trajectoire utilisée dans le controle basé sur la platitude surpasse les
contrdleurs linéaires en cascade dans les conditions transitoires et perturbées. Enfin, il
a été démontré que le contrdle basé sur la platitude offre systématiquement des perfor-
mances compétitives par rapport aux techniques de controle conventionnelles axées sur
le champ.

La planification de la trajectoire affecte la réponse des états controlés indirectement.
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Etant donné que les courants maximaux admissibles du moteur sont déterminés par les
caractéristiques électriques du moteur et du pilote, et que les tensions de commutation
dépendent de la tension du bus continu (et, dans certains cas, de I’état de charge de la
batterie a courant continu), la condition de platitude du systeme peut s’avérer insuft-
isante et entrainer I’instabilité du systeme. Cette theése propose une méthode de plan-
ification de trajectoire pour le contrdle basé sur la platitude des entrainements PMSM
pour les pompes a eau des véhicules électriques. Cette approche vise principalement
a garantir que le courant du moteur PMSM reste dans les limites permises grace a un
contrdle indirect basé sur la platitude, tout en conservant les avantages du controle en
boucle unique. En outre, la contrainte de la tension de commutation a été prise en
compte dans la méthode de planification de trajectoire proposée pour maintenir le bon
fonctionnement du systeme d’entrainement du PMSM en régime permanent ainsi que
pendant les phases transitoires. Une fonction de planification de trajectoire basée sur
une fenétre est utilisée pour I’entrainement PMSM dans cette méthode. La fonction de
trajectoire est calculée a 1’aide d’un algorithme d’optimisation prenant en compte les
contraintes de dépassement de vitesse, de courant moteur et de tension de commutation.
Contrairement a la planification conventionnelle de la trajectoire, qui est une fonction de
second ordre, cette méthode prend en compte les limites du contrdleur tout en utilisant

un contrdle basé sur la platitude en boucle unique.

6.2 Structure des moteurs a aimant permanent

Une machine électrique tournante est un systéme électromécanique bidirectionnel qui
peut convertir 1I’énergie électrique en énergie mécanique (comme un moteur) et con-
vertir I’énergie mécanique en énergie électrique (comme un générateur). Ces machines
électriques sont composées de deux éléments principaux: la partie fixe appelée stator
et la partie tournante appelée rotor. Ces deux parties sont séparées par un petit espace,
I’entrefer. En général, les machines électriques peuvent €tre classées en fonction de

trois facteurs clés:
* Source d’énergie du stator: courant continu (CC) ou courant alternatif (CA).

* Structure du rotor: utilisation d’aimants permanents, enroulement court-circuité

ou enroulement excité, entre autres possibilités.
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¢ Structure de I’entrefer.

La figure[6.1| présente le modele 3D et la structure d’un moteur & aimant permanent.
Ces moteurs ont un enroulement statorique triphasé, dont la construction est similaire a
celle d’un moteur a induction a courant alternatif. Un enroulement statorique triphasé
est bobiné pour produire une distribution trapézoidale ou sinusoidale du flux d’entrefer,
selon qu’il s’agit d’un moteur BLDC ou d’un moteur PMSM. Le rotor de ces moteurs
est constitué d’aimants permanents a haute performance solidement fixés au noyau. Il
est possible d’obtenir diverses caractéristiques de moteur en ajustant la disposition, la

forme et le positionnement de ces aimants [10].

Bearing support assembly

Rotor core sections
Bar wound wire

‘ Permanent magnets

Stator e
- Windings

Rotor

Figure 6.1: Construction d’un moteur a aimant permanent || .

6.3 Modele du PMSM

Le modele électrique des moteurs sans balais, y compris les PMSM, peut étre exprimé

comme Ssuit:
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V. R, 0 O iq L 0 0 p la €q
Wwi=10 Rs O w| + 10 L 0 T | + |ep (6.1)
V. 0 0 Rs| |t 0 0 L Te €c

ou R, et L représentent I'impédance et 1’inductance du stator; i, 7; et ¢. sont les
courants de phase; V,, Vj, et V, sont les tensions de phase; et e,, €, et e, sont les forces
contre-électromotrice de phase.

Il est assez difficile d’analyser le comportement du moteur avec les équations si-
nusoidales variant dans le temps, en particulier pendant le fonctionnement transitoire,
malgré les hypotheses de simplification concernant le modele du systeme. Afin de sim-
plifier cette analyse, la transformation de Park est utilisée pour exprimer les variables
dans un cadre dq tournant. De plus, pour assurer cette condition de somme nulle pour
les courants statoriques, il est possible d’exprimer les variables statoriques (courant,
tension et flux) dans un cadre de référence of3. Dans ce cadre, le vecteur de courant se
situe dans le cadre of3, et la composante homopolaire du courant, proportionnelle a la
somme des courants de phase, serait nulle. Ainsi, une composante homopolaire de ten-
sion ou de flux total ne joue pas de role dans la conversion d’énergie électromécanique,
en particulier lors de I’expression du couple €lectromagnétique. En conséquence, le
comportement du Moteur Synchrone a Aimants Permanents peut étre représenté par les
composantes of3 des variables statoriques. La transformation peut étre divisée en deux

étapes:

* Transformation de Concordia: Transformation de trois phases (abc) en deux

phases dans le cadre stationnaire (of3).

e Transformation de Park: Transformation du cadre stationnaire (o3) au cadre tour-

nant (dq).

La figure [6.2] illustre le modele de PMSM dans le cadre dq. Ses enroulements sont
décalés électriquement de 90 degrés et I’enroulement du rotor est positionné a un angle
de 6 par rapport a I’enroulement de I’axe d du stator. On suppose que I’axe q précede
I’axe d, ce qui entraine la rotation du rotor dans le sens inverse des aiguilles d’une
montre. Pour les PMSM ayant plus de pdles, il est possible de calculer 1’angle électrique

du rotor en multipliant la position mécanique du rotor par le nombre de paires de poles.
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Figure 6.2: Modele PMSM biphasé dans le cadre dq ||

Par conséquent, le modele du systeme d’entrainement du PMSM dans le cadre dq

peut étre décrit comme suit:

dig

‘/d = Rid + Ld% - pQLqiq
di (6.2)
‘/q = qu + qu_tq + pQLdid + p’g[)fQ

ou Vy, V4, 14 et i, sont respectivement la tension aux bornes et le courant du stator dans
le cadre dq. Le parametre 1); est le flux magnétique constant du moteur. En outre, Lg
et L, désignent respectivement I’inductance de I’axe d et I'inductance de I’axe q. Le
parametre p est le nombre de paires de pdles et €2 correspond a la vitesse mécanique du

moteur.

Lorsque les flux du stator et du rotor interagissent, ils génerent un couple électro-
magnétique dans I’entrefer. Si ce couple atteint une magnitude suffisante, il déclenche

la rotation du rotor. Pour une machine électrique tournante, 1’équation du couple est
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définie comme suit:

ds?
JE:Te—fQ—TL. (6.3)

ou J est le moment d’inertie du rotor, 77, et 1. désignent respectivement le couple
de charge et le couple électromagnétique. Le parametre f indique le coefficient de
frottement. Le couple électromagnétique développé par les machines synchrones avec

une FEM sinusoidale peut €tre exprimé comme suit:
T. = p[Yy + (Lg — Ly)ia)iy- (6.4)

Par conséquent, le modele PMSM peut étre décrit a 1’aide de et (6.4).

6.4 Commande par orientation du champ (FOC)

Le controle séparé du courant d’excitation et du courant d’armature dans les PMSM est
une tache difficile. Dans le découplage mathématique, le courant statorique est divisé en
deux composantes, la composante directe (), qui crée le champ du moteur, et la com-
posante en quadrature (Z,), qui génére le couple du moteur a I’intérieur d’un cadre dq en
rotation. La figure [6.3]illustre le concept de la méthode FOC. Les PMSM peuvent étre
controlés de la méme maniere que les moteurs a courant continu a 1’aide de régulateurs
de courant PI et d’onduleurs PWM. Dans cette approche, les courants et les tensions du
stator sont convertis en cadre dq a ’aide de la transformée de Park, ce qui permet un
contr6le indépendant du flux et du couple du moteur. Le contr6le individuel du courant
de I’axe d (i4) et du courant de I’axe q (¢,) est réalisé par la mise en ceuvre d’une com-
pensation découplée par anticipation dans les axes d et q. Cette technique est utilisée
pour rendre le contrdle plus efficace. Cette technique est utilisée pour simplifier la con-
ception de la commande et pour améliorer les performances globales de I’entrailnement
du moteur. Dans le cadre de la FOC, un capteur de position du rotor, tel qu’un codeur,
ou une méthode d’estimation de la position sans capteur doit étre utilisé pour déterminer
la position du rotor pour le controle de la vitesse. La position du rotor est nécessaire non
seulement pour le contrdle de la vitesse, mais aussi pour la transformation de Park. Le
systeme FOC offre plusieurs avantages, notamment la capacité de convertir un systéme

CA double complexe en un systeme linéaire général, un couple élevé a faible courant
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pendant le démarrage et un rendement élevé [[130]].
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Figure 6.3: Schéma de la commande FOC du PMSM.

6.5 Méthode de controle basée sur la platitude

Traditionnellement, les variateurs PMSM sont commandés par un contrdle orienté
champ (FOC) utilisant des contr6leurs proportionnels et intégraux (PI) pour la régu-
lation de la vitesse et du couple. La détermination des parametres du contrdleur basée
sur des méthodes linéaires nécessite une approximation linéaire qui dépend du point
de fonctionnement du systeme. Des stratégies de controle non linéaire basées sur
des modeles ont été proposées comme solution a la nature non linéaire du systeme
d’entrainement PMSM.

La théorie de la platitude différentielle a été introduite par Fliess et al [217]. Dans
cette approche alternative, la conception de contrdleurs non linéaires et la planification
de trajectoires sont clairement abordées. En utilisant la platitude différentielle, il est
possible d’estimer la trajectoire du systeme directement a partir de la trajectoire d’une
sortie plane et de ses dérivées sans intégrer d’équations différentielles.

Par rapport a la commande FOC classique, la commande des PMSM basée sur la
platitude offre plusieurs avantages [222]. Tout d’abord, elle élimine le besoin de régu-
lateurs si tous les parametres sont connus, ce qui permet un controle en boucle ouverte.

Deuxiemement, elle permet d’obtenir des performances dynamiques élevées méme en
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présence d’erreurs de modélisation et de perturbations externes. En plus, la méthode
de planification de trajectoire utilisée dans le controle basé sur la platitude surpasse les
contrdleurs linéaires en cascade dans les conditions transitoires et perturbées. Enfin, il
a été démontré que le contrdle basé sur la platitude offre systématiquement des perfor-
mances compétitives par rapport aux techniques de controle conventionnelles axées sur
le champ.

La littérature récente fait état de travaux visant a améliorer la commande basée sur
la platitude pour les applications d’entrainement PMSM. L’estimation de la platitude
différentielle étant une approche basée sur un modele, des observateurs tels que les
observateurs d’état ou les observateurs de Luenburger sont proposés pour estimer la
perturbation du couple de charge et la résistance du stator (représentant les pertes dans
I’onduleur et le PMSM) au moyen de sa chute de tension [232]]. Il a ét€¢ démontré
que cette méthode peut contribuer a améliorer le systeme d’entrainement du PMSM et
son efficacité. En plus, une commande de platitude en cascade a été proposée pour
éliminer les erreurs statiques dans les variables d’état. Dans 1’approche dite dq, I’angle
du systeme de coordonnées et les courants de stator de 1’axe dq sont considérés comme
des composants de sortie plats [233]].

Des recherches ont été menées sur I’extension de la commande des PMSM basée sur
la platitude au mode de saturation. Outre les considérations de fabrication, les PMSM
sont souvent congus pour un fonctionnement a court terme, limité thermiquement, dans
des plages de surcharge. Certains articles ont proposé des méthodes de contrdle basées
sur la platitude qui utilisent le modele mathématique du PMSM pour le mode de satura-
tion [226]. Une méthode étendue de commande d’entrainement de PMSM basée sur la
platitude a été proposée dans [235]] par I’ajout d’un mécanisme basé sur les événements.
Dans ce cas, la planification de la trajectoire et les parametres du contrdleur sont mis a
jour sur la base de mesures et d’estimations des états du systeme.

La planification de la trajectoire affecte la réponse des états contr6lés indirectement.
Etant donné que les courants maximaux admissibles du moteur sont déterminés par les
caractéristiques électriques du moteur et du pilote, et que les tensions de commutation
dépendent de la tension du bus continu (et, dans certains cas, de 1’état de charge de
la batterie a courant continu), la condition de platitude du systeme peut s’avérer in-
suffisante et entrainer I'instabilité du systeme. Pour traiter les limites du controleur,

qui n’ont pas été abordées correctement jusqu’a présent, une approche de planification
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de trajectoire pour le contrdle basé sur la platitude des entrailnements PMSM est pro-
posée dans notre recherche. Dans cette méthode, une fonction de trajectoire basée sur
une fenétre est utilisée avec un algorithme d’optimisation pour minimiser le temps de
réponse de la fonction de trajectoire tout en satisfaisant les contraintes de courant du
moteur et de tension de commutation.

La figure [6.4] présente le schéma d’un cadre de contrdle basé sur la planéité. Dans
le cadre de cette approche de contrdle, deux variables d’état, iy et {2, sont directement

controlées, tandis que le courant de I’axe q (¢,) est contr6l€ indirectement.

B

) sgl ss_lL/]}sz_IH}
A BN

Calculation Requlator G Calculation
of the 9 of the flat
command Q outputs

variables

ik

Trajectory replanning

algorithm

N\ |

Figure 6.4: Schéma de la commande d’un PMSM basée sur la planéité.

Deux nouvelles variables doivent étre introduites pour concevoir le régulateur dif-
férentiel basé sur la planéité. Ces variables sont censées représenter les composantes
dérivées d’ordre supérieur des sorties plates dans les équations pour V5 et V. Par exem-
ple, pour le PMSM étudié dans cette these, V; et V;, peuvent étre exprimés sur la base
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des variables de sortie plates comme suit:

{W:@w+&w—M&m (6.5)

V, = Lyiy + Rgiy + pLayaye + prya

Si I’on considere que le courant de I’axe q peut €tre exprimé sur la base de variables

1
de sortie planes comme T(J Yo+ fya+TL), 1i est égal a:
pyy

( JL L L
Vi = Laya + Rsya — —2yavo — —2yg — —yoT,
Uy SR g
JLy . fLy+JR, . R, R,
V, = —Lyjg + —~ Yo + (0¥ + —)ya + pLayaye + —T1L  (6.6)
T oy Py Py p¢f) py "
L .
+—LT7,
L pYy
En conséquence,
{ud = y% 6.7)
Ha = Yo

Afin de tenir compte des incertitudes des parametres du systeme et de gérer les
perturbations, la méthode de contrdle a boucle unique basée sur la planéité formule des

lois de contrdle pour les régulateurs comme suit:

.

Yaref — d + kar-(Yarer — Ya) + Kaz - / (Ydref — ya)dT =0
Yores — ta + ka1 - (Yarer — Ya) + koo - (Yarer — Ya) (6.8)

+kqs - / (Yarer — Yo) dT =0,
\

ou kg1, koo et kqz sont les parametres du régulateur de vitesse mécanique. De méme,
kg1 et kqo sont les parametres du régulateur de courant continu. Le terme intégral permet

un rejet robuste de I’erreur statique et de I’incertitude des parametres.

Pour déterminer les coefficients du régulateur, les polyndmes caractéristiques suiv-
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ants sont utilisés.

k

S + kdl + ﬁ == 0

5 . (6.9)
32+kms+km+%:0
L’équation (6.9) peut étre réécrite comme suit:
2

s+ kas + ki =0

di 2 6.10)

83 + leSQ + ]{3928 + k‘Qg =0

Pour régler les parametres du régulateur, le polyndme caractéristique souhaité est

considéré comme suit:

Qaq = s* + 2(qwqs + W]
QQ = (S — pg)(SQ + ZCQCUQS -+ w%),

6.11)

ol wq, wy, et (o, (4 sont respectivement la fréquence de coupure et les coefficients
d’amortissement. Les parametres du contréleur sont calculés a 1’aide de la méthode de
placement des pdles. Le pdle pg, est considéré comme égal a —(qwq, dans cette these.

Les chercheurs ont montré que le controle basé sur la planéité peut étre utilisé avec
des PMSM en mode de saturation. Outre les problemes de fabrication, les PMSM sont
parfois congus pour fonctionner efficacement dans des conditions de surcharge transi-
toires et thermiquement contraignantes, ce qui entraine une saturation magnétique. En
outre, certaines industries essaient de concevoir des PMSM en mode saturation pour
réduire les colts, ce qui intensifie les problemes de non-linéarité du systeme controlé
par des contrdleurs linéaires. Par conséquent, plusieurs travaux ont décrit des stratégies
de contrdle innovantes basées sur la planéité utilisant des modeles mathématiques de
PMSM exprimés spécifiquement pour les modes de saturation [226-228]. Grace a ces
contributions a la recherche, la commande basée sur la planéité a été élargie pour inclure
les PMSM en mode de saturation. L’étude de la saturation magnétique et I’intégration
de ces connaissances dans le cadre de controle visent a améliorer les performances des
PMSM dans diverses conditions de fonctionnement.

La méthode de contrdle basée sur la planéité utilise un modele mathématique pour
contrdler le comportement d’un systetme. Cependant, 1’efficacité de cette stratégie de

controle dépend fortement de la précision avec laquelle le modele du systeme représente
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la dynamique du monde réel. En raison de divers facteurs tels que les variations du sys-
teme, les incertitudes et les perturbations externes, 1’obtention d’un modele tres pré-
cis peut s’avérer difficile dans les applications industrielles pratiques. Récemment,
des recherches ont été consacrées a I’amélioration des performances dynamiques de la
méthode de contrdle basée sur la planéité afin de surmonter les limitations causées par
les imprécisions du modele. 11 est possible d’améliorer le systéme en incorporant des
observateurs. Dans ce cas, deux types d’observateurs ont été explorés dans des études

récentes : 1’observateur d’état non linéaire et I’ELO.

* Observateur d’état : Selon [229], les observateurs d’état sont congus pour es-
timer les variables ou les états qui sont difficiles & mesurer directement. Dans le
cadre d’un controle basé sur la planéité, ils peuvent aider a estimer des parametres

tels que le couple de charge et les chutes de tension.

* Observateurs de Luenberger étendus (ELQO) : Comme proposé dans [230], les
ELO sont un type spécifique d’observateur concu pour estimer les états du sys-

teme, en particulier en présence d’incertitudes et de perturbations.

L’ajout de ces observateurs au cadre de contrdle basé sur la planéité vise a atténuer
les effets négatifs d’un modele inexact du systeéme. Les observateurs fournissent des
estimations en temps réel des parametres critiques, ce qui permet au systeme de controle
de compenser les écarts entre le modele et le comportement réel. De cette manicre, le
controle basé sur la planéité devient plus fiable et plus robuste pour les applications

industrielles nécessitant des performances précises et solides.

6.6 Planification de la trajectoire

La méthode de contrdle de la planéité est congue de maniere a s’assurer que ses sorties
planes suivent toujours la référence de la trajectoire. Par conséquent, la planification de
la trajectoire peut jouer un role essentiel dans ses performances dynamiques [231]]. Bien
que la planification de la trajectoire soit un sujet de recherche dans d’autres domaines
tels que la robotique, elle n’a pas encore fait I’objet d’une attention particuliere dans les

applications d’entrainement PMSM.
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Les fonctions de transfert du second ordre décrites dans (6.12)) sont couramment
utilisées pour limiter les références transitoires de vitesse et de courant dans les con-
ceptions classiques de planification de trajectoire pour les applications d’entralnement
PMSM. Dans la phase de planification de la trajectoire, la sortie souhaitée, désignée par
Yref, €St générée par le bloc de planification de la trajectoire. De méme, la sortie plate,

désignée par v, r, est dérivée du signal de référence.

1

1.2 2%
w;%s +wfs+1

Yres = Yin (6.12)
ou wy et ¢y sont respectivement la fréquence de coupure et le rapport d’amortissement
de la fonction de transfert de la trajectoire.

Cependant, une simple fonction de trajectoire du second ordre ne permet pas de
protéger le systeme d’entrainement du moteur contre les surintensités. Par conséquent,
les approches de contrdle en cascade basées sur la planéité sont souvent employées dans
ces cas, comme le montre la figure [6.5] bien que cela entraine un temps de réponse plus
lent du systeme de contrdle [230,232]. Un autre schéma de contrdle cascadé basé sur la
planéité a été proposé dans [233]] pour éliminer les erreurs statiques dans les variables
d’état du systeme. Les fonctions de transfert de la commande de planéité en cascade

peuvent €tre exprimées comme suit:

yq,ref _ 1
Yg,inf w%sz + %s +1
" (6.13)
YQref _ 1
Yoiinf 82+ K2 g +1
wf2 wf2

Q Control Law
PLLEN q
> Calculation of the
Command

Vd, ref Variables
Yd,inlf|‘l'£| K > Current |

1q Control Law
—

igMax
Yo,inf - Ya,ref . Yq,inf |/ Yq,ref v
—|]L Spess > 1 — P cen A
Control Law (Y i e > >
i

gMin

l;:

Figure 6.5: Schéma de la commande en cascade des PMSM basée sur la planéité [232].
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Le signal y, ;,,s est calculé en utilisant (6.14).

~ JYares + fyarer + 1L
yq,inf — pwf

(6.14)

Compte tenu de l’interaction possible entre la fréquence de commutation de
I’onduleur (w;) et la fréquence de coupure du systeme de commande en cascade, on
suppose, pour la conception du systeme de commande, que la boucle extérieure de com-
mande de la vitesse fonctionne a une fréquence de coupure satisfaisant wys < wp <
wn1 < ws, OU Wy et wyo sont la fréquence de coupure des contrdleurs de planéité en cas-
cade. Pour améliorer la réponse du controle de la vitesse, wyo est généralement choisi

pour étre égal a w,,o [232]].

En outre, une comparaison complete du contrdle conventionnel basé sur la planéité
et de la méthode FOC est fournie dans [223]]. Les résultats indiquent que les sché-
mas de contrOle basés sur la planéité avec une boucle de contrdle unique sont efficaces
pour réguler rapidement la vitesse du moteur, méme en présence de perturbations et de
variations du couple de charge. Cependant, I’utilisation d’une commande basée sur la
planéité avec une seule boucle entraine le sacrifice de la protection contre les surinten-

sités du moteur.

Pour relever ce défi de la protection contre les surintensités pour le controle basé
sur la planéité a une boucle, deux approches ont été proposées dans [234]]. La pre-
micre méthode implique des ajustements dynamiques de la trajectoire de référence de
la vitesse mécanique pour prévenir les conditions de surintensité. La deuxieme ap-
proche se concentre sur la sécurité du systéme en arrétant son fonctionnement lorsque
des perturbations importantes se produisent et, par conséquent, évite les dommages po-
tentiels. En outre, une méthode de contrdle étendue basée sur la planéité est intro-
duite dans [235]. Cette méthode integre un mécanisme basé sur les événements pour
améliorer les performances du systeme. Au cours de ces événements, la planification
de la trajectoire et les parametres du contrdleur sont mis a jour sur la base de mesures et

d’estimations en temps réel des parametres du systeme.
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6.7 Méthode de planification de trajectoire proposée

La planification de la trajectoire affecte de maniere significative le comportement des
variables d’état indirectement controlées d’un systeme. Elle est particulieérement remar-
quable en raison de divers facteurs, tels que le courant maximal admissible du moteur
fixé par ses spécifications électriques, ainsi que les contraintes de tension de commu-
tation. Ces limitations de tension dépendent de la tension du bus CC et, dans certains
scénarios, de 1’état de charge de la batterie CC. Par conséquent, les performances du
systeme sans tenir compte des limites du contrdleur peuvent étre perturbées par ces

limites, ce qui pourrait conduire a une instabilité indésirable [[138]).

Pour faire face aux limites du controleur, qui n’ont pas été traitées correctement
jusqu’a présent, une nouvelle approche de planification de trajectoire pour le contrdle
basé sur la planéité des entrainements PMSM est proposée dans notre recherche. Dans
cette méthode, une fonction de trajectoire basée sur une fenétre est utilisée avec un al-
gorithme d’optimisation. L’objectif principal de cette approche de planification de tra-
jectoire est de minimiser le temps de réponse du systéme tout en garantissant le respect
des contraintes imposées par les limitations de courant du moteur et les restrictions de

tension de commutation [[138]].

Comme le courant maximal du moteur dépend de la fonction de trajectoire du sys-
teme de commande, le courant du moteur ne peut pas étre contr6lé avec une planifica-
tion classique de la trajectoire. Un temps de réponse de la planification de la trajectoire
suffisamment lent doit étre congu pour le pire scénario possible afin de garantir que le
courant reste dans la plage autorisée pour une large gamme d’applications du moteur.
En plus, les sorties du systeme de contrdle, V; et V,; (comme I’illustre la figure [6.4}),
doivent toujours satisfaire a la condition (6.15]), qui dépend de la tension du bus CC, et
en cas de chute de tension, la planification classique de la trajectoire risque de ne pas
fonctionner correctement. La planification de la trajectoire de vitesse peut €tre utilisée

pour controler a la fois le couple du PMSM et le courant de 1’axe q.

v; + v <mVj, (6.15)

3
oum = 3 pour la modulation de largeur d’impulsion sinusoidale (MLI-S) et m = 3

pour la modulation de largeur d’impulsion a vecteur spatial (MLI-VS).
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La méthode de planification de trajectoire proposée utilise une méthode de fonction
basée sur une fenétre. Trois intervalles de distribution égale sont inclus dans la fenétre

sur la base de la distribution illustrée a la figure [6.6] Ces points sont calculés a I’aide de

(©.16).

Ty
tl - t() + —

3 (6.16)
ty = to + 2?“’,

ou T}, est I'intervalle de la fenétre et ¢, le temps initial.

Nf--—-—-——-——-

Yo

~Y

A
\j

T
Figure 6.6: Fonction de trajectoire proposée pour une fenétre.

La sortie du bloc de planification de la trajectoire (y,.f), ses dérivées premiere et
seconde (Y, et y.r) doivent €tre continues pour garantir que le systeme reste plat. 1l
en résulte la détermination des dérivées premicere et seconde de chaque sortie de fenétre

du bloc de planification de la trajectoire. Il s’agit de y1, 41, Y1 Y2, Y2, Y2, Yp» Up, €L Yp. La
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fonction de trajectoire dans chacun de ces intervalles est un polynome de degré 5 défini

comme:

Yy = a571~t5 -+ a4,it4 + a37z~t3 + a27it2 + al,it + Qo 1= 1, 2, 3, (617)

ouag; (k = 0,1,...,5 et = 1,2,3) sont les coefficients polynomiaux. Ces coeffi-
cients sont calculés en résolvant trois séries d’équations similaires pour les intervalles
de chaque fenétre de trajectoire, comme décrit dans (6.18)-(6.20). Il convient de men-
tionner que ¥, Yo et yo pour chaque fenétre sont donnés par la derniere fenétre.

Y1 = ast” + a4,17514 + a3,1t13 + a2,1t12 + a1t + agn
Yo = asto” + asate” + azate® + asate® + arito + aos
Y1 = 5a571t14 + 4a4,1t13 + 3a3,1t12 + 2a91t1 + a1 6.18)
Yo = Bas1to” + 4asite’ + 3azite” + 2as1to + a1
Y1 = 200l5,11513 + 12@4,17512 + 6as31t1 + 2a21
%0 = 20a51t0° + 12a4,1t0> + 6as 1ty + 20z,
(yz = azaty” + (14,21524 + azate® + agata® + ar otz + ag2
Y1 = asat” + a4,2t14 + azat1® + agoti? + a1ty + ag2
Yo = 5a5,2t24 + 4a4,2t23 + 3a3,2t22 + 2ag0ty + a1 2 6.19)
Y1 = Basatr® + dasot:® + 3azoti® + 2as0t + a1
Uo = 20a59ts” + 12a4 9ts” + 6az oty + 2a9.
(U = 20@5,21513 + 12&4,2t12 + 6as ot1 + 2az2
(s = assts® + assty’ + assts® + agsts> + arsty + ags
Yo = asats” + agste’ + azste’ + asats’ + aista + ags
Y = Basats* + dassts® + 3azsty” + 2a03tp + ars 6.20)

Yo = Bas 3ty" + 4014,31523 + 3az 3ts” + 2ag3ts + a1 3
yf = 20&57315]63 + 12&473tf2 + 6&373tf —f- 2@2’3
2 = 2005 515" + 12a4 315" + Gas sta + 2ay3

La matrice X,,, telle que définie dans (6.21), représente les variables

d’optimisation. Elle résulte de 1’application d’un algorithme d’optimisation, tout en
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respectant les contraintes décrites dans (6.22)).
Xopt = [ylay27yfay.lay27y.f>yulay.27y"f] (621)

lig(F)| < Igmax

3
Va(k)® + Vy(k)? < g‘/fc (6.22)

Less than 20% overshoot in tracking speed reference.

Ici, £k = 1,2,..., %, et T, représente I’intervalle d’échantillonnage virtuel con-
sidéré pour les points dans chaque fenétre. Il existe un compromis entre le temps de
calcul requis pour 1’algorithme d’optimisation et la précision de la satisfaction des con-
traintes. Diminuer la valeur de 7, augmente la charge de calcul et le temps nécessaire a
I’optimisation, mais améliore la robustesse et la précision.

Une description de la fonction objective de 1’algorithme d’optimisation figure dans
, ou Kopry, Kopt, €t Kopt, sont les facteurs de pondération de la différence entre la
sortie de la fonction de trajectoire et ses dérivées a la fin de la fenétre et la référence de

vitesse.

S

f(XOPt) = (Ye — yinf>2 + Koz?to-(yf - yinf>2 + K0pt1-(yf - 0)2 (6.23)

>
I
—

+Kopt2 : (yf - 0)2

La figure [6.7] présente le schéma fonctionnel décrivant le processus de planification
de la trajectoire proposé. Dans ce diagramme, le bloc de génération de la fonction de
trajectoire (TFG) génere yq . en utilisant les coefficients polynomiaux calculés par
I’algorithme d’optimisation. La sortie de ce bloc est déterminée comme suit:

YQref = Cl5,1755 + 6L4,1154 + C13,1753 + 6l2,1t2 +aat+ap; t<ty
YQ.ref = &572t5 + a472t4 + a372t3 + a272t2 + al,gt + Q.2 t1 S t S tg (624)

YQref = a5,3t5 + G473t4 + (1373?53 + a273t2 + a1,3t + ap,3 to <t < tf
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Figure 6.7: Schéma de la méthode de planification de trajectoire proposée.

L’algorithme d’optimisation est exécuté une fois dans chaque fenétre, guidé par
I’équation (6.23), tout en veillant a respecter les contraintes décrites dans (6.22)). En-
suite, les coefficients polynomiaux sont calculés sur la base de la sortie de 1’algorithme
d’optimisation, désignée par X,,. Il convient de mentionner que 1’algorithme
d’optimisation exige des ressources informatiques et que, par conséquent, le temps de
calcul maximal est calculé a 1’avance et appelé 7,,;. Dans ce cas, la fonction de trajec-

toire utilise le méme polyndme depuis la fenétre précédente jusqu’a 1’achevement du
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nouveau processus d’optimisation. De ce fait,

Ya,ref = @5,3,0ld (t + Tw)5 + 44,3 0ld (t + Tw)4 + 3,3 old (t + Tw)3

, (6.25)
+a2,3,old (t + Tw) + Q1,3 0ld (t + Tw) + ag,3,0ld t < Tcal

Par conséquent, il est possible d’étendre les contraintes et la fonction d’optimisation
pour couvrir un horizon de prédiction de 7,,;. Toutefois, il convient de noter que cet
horizon de prédiction doit rester suffisamment petit pour garantir que les contraintes
continuent d’étre satisfaites compte tenu des événements transitoires et des perturba-
tions.

De plus, il est essentiel de noter le compromis entre la quantité de ressources infor-
matiques requises par I’algorithme d’optimisation, qui représente un défi important dans
cette approche, et, par conséquent, son colt, par rapport a la précision et a 1’efficacité

du systeme de contrdle.

6.8 Résultats de simulation et résultats expérimentaux

Pour valider expérimentalement la planification de trajectoire proposée, une mod-
ification a été apportée en raison des difficultés d’implémentation de la fonction
d’optimisation sur la MicroLabBox de dSPACE. Pour préserver le concept central de
la planification de trajectoire tout en traitant ce probléme, 1’approche est passée de la
prise en compte de trois fonctions polynomiales dans chaque fenétre de trajectoire a

I"utilisation d’une seule fonction polynomiale, comme décrit dans (6.26).

Yy = a5,trt5 + a4,t7"t4 + CLS,trtg + aQ,trt2 + al,trt + ag ir (626)

ol ax s (K =0,1,...,5) sont les coefficients polynomiaux.
Le nombre de variables d’optimisation a été réduit de 9 a 3, a la suite de cet ajuste-
ment. En conséquence, la charge de calcul a été réduite et la méthode a été plus facile a

mettre en ceuvre sur le matériel.

Xopttr = (Y5, Yr: Yy (6.27)

La méthode de planification de trajectoire proposée a été validée a 1’aide de sim-
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ulations Matlab Simulink® avec une modification d’un polyndme dans chaque fenétre
pour I’aligner sur I’étude expérimentale. Les simulations ont utilisé une fenétre de 100
millisecondes (7,).

Dans la simulation, nous avons testé la méthode de planification de trajectoire sous
différents changements de référence de vitesse dans une condition sans charge. La
référence de vitesse a commencé a 0 tr/min, a augmenté a 600 tr/min a t = 2 s, est
revenue a 0 tr/min a t = 4 s, puis est passée a 100 tr/min a t = 6 s, suivie par des aug-
mentations a 400 tr/min at=8 s, 300 tr/min a t = 10 s, 100 tr/min a t = 12 s, et une
augmentation finale a 600 tr/min at= 14 s.

La figure [6.8]illustre les performances du bloc de planification de trajectoire, mon-
trant qu’il génere le signal yq ¢ qui suit de pres sa valeur de référence tout en respectant

la contrainte 7,4, = 3.
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Figure 6.8: Résultats de simulation de la vitesse du moteur et du courant de I’axe q (¢,)
a I’aide d’un controleur basé sur la planéité avec la planification de trajectoire proposée
pour différentes consignes de vitesse.

Une étude a été menée pour évaluer les performances du systeme proposé sous des
charges de couple variables. Deux cas différents ont été examinés.

Dans le premier cas, une variation de charge par paliers, équivalente a une augmen-
tation rapide du couple de charge de 0 a S Nm a t = 6 s, a été appliquée au systeme, le
couple de charge revenant a 0 a t = 12 s. Cette variation brutale de couple a conduit a
une baisse de la performance du systeme. Le couple de charge est revenua 0 at= 12
s. Cette brusque variation de couple a conduit le courant i, a dépasser sa limite (% mqz)

méme en régime permanent. Pour résoudre ce probleme, la sortie de la trajectoire de
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vitesse s’est ajustée a une valeur inférieure a sa référence pour garantir que le courant
reste dans la plage acceptable, comme le montre la figure Cette capacité est un
avantage potentiel de la méthode de contrdle proposée. Notamment, étant donné que le
changement de couple est un changement par paliers, le courant dépasse bricvement sa
valeur maximale pour permettre a la fenétre de trajectoire de détecter ce changement et
de s’y adapter. Pendant cette période, le régulateur de contrdle de la planéité traite la

variation du couple de charge, comme dans la méthode conventionnelle.
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Figure 6.9: Résultats de simulation de la vitesse du moteur et du courant de 1’axe q
(14) a I’aide d’un contrdleur basé sur I’aplatissement avec la planification de trajectoire
proposée en cas de changement important du couple de charge (77).

Le méme essai de changement de charge a été appliqué au systeme de commande
conventionnel & boucle unique basé sur la planéité. A deux reprises, le courant a dé-
passé sa valeur maximale, comme le montre la figure Comme nous 1’avons vu
précédemment, le premier cas s’est produit lorsque la référence de vitesse du moteur a
atteint sa valeur maximale. Le deuxieéme cas s’est produit lorsque le moteur a fonctionné
sous une forte charge transitoire, qui a persisté méme a 1’état stable.

La méthode de planification de trajectoire proposée a été mise en ceuvre sur la Mi-
croLabBox de dSPACE, en utilisant I’algorithme d’optimisation fmincon. Pour assurer
une intégration matérielle directe, une fenétre temporelle fixe de la fonction de trajec-
toire (77,) de 200 millisecondes a été sélectionnée pour les tests ultérieurs.

Dans le test initial, la référence de vitesse du moteur est passée de 0 a 600 tr/min a
t = 2 secondes. La figure [6.11]illustre comment la planification de trajectoire proposée

génere efficacement un signal de trajectoire tout en respectant la contrainte actuelle
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Figure 6.10: Résultats de simulation de la vitesse du moteur et du courant de 1’axe q
(14) a I’aide d’un contr6leur basé sur la planéité avec une planification de trajectoire
traditionnelle en cas de changement important du couple de charge (77).
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Figure 6.11: Résultats expérimentaux de la variation du couple de charge (1) et des
réponses de la vitesse du moteur et du courant de I’axe q (7,) en utilisant un contr6leur
basé sur la planéité avec la planification de trajectoire proposée lorsque la référence de
vitesse passe de 0 a 600 tr/min.



6.9. CONCLUSION 157

Dans un autre test, la méthode de contrdle basée sur la planéité utilisant la fonction
de trajectoire proposée a été comparée aux approches de contrdle traditionnelles. Le
test comprenait une transition de la vitesse du moteur de 0 a 600 tr/min, avec wq, fixé
a 80 rad/s. La figure [6.12] illustre la vitesse du moteur et la fonction de trajectoire
générée par la méthode proposée, démontrant que le moteur atteint sa valeur finale tout
en respectant les contraintes de courant. En revanche, la figure [6.13] montre que la

commande traditionnelle ne dispose pas de mécanismes de protection contre le courant.
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Figure 6.12: Résultats expérimentaux de la variation du couple de charge (1) et des
réponses de la vitesse du moteur et du courant de I’axe q (7,) en utilisant un contr6leur
basé sur la planéité avec la planification de trajectoire proposée lorsque la référence de
vitesse change de 0 a 600 tr/min en considérant wq = 80 rad/s.

Les études de simulation et les tests expérimentaux susmentionnés ont montré
I’efficacité et les avantages de la méthode proposée. Ces recherches approfondies ont
démontré le potentiel des travaux futurs et de I’application de cette méthode pour di-

verses applications pratiques dans le domaine.

6.9 Conclusion

Dans cette these, une approche de contrdle pour les moteurs €lectriques dans les ap-

plications de pompes a eau a été développée et examinée. Compte tenu de I’équilibre
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Figure 6.13: Résultats expérimentaux de la variation du couple de charge (77) et des
réponses de la vitesse du moteur et du courant de ’axe q (i,) en utilisant un con-
troleur basé sur la planéité avec une planification de trajectoire traditionnelle lorsque
la référence de vitesse change de 0 a 600 tr/min en considérant wg = 80 rad/s.

supérieur entre la rentabilité et la performance, les moteurs sans balais a PM ont été
choisis comme candidats principaux pour cette application, avec un accent particulier
sur les moteurs BLDC et les PMSM.

Le chapitre 2 de cette these présente une vue d’ensemble et une évaluation des en-
trainements par moteur BLDC. Il a approfondi la modélisation, les équations et les
principes fondamentaux des moteurs BLDC. Les mécanismes d’entrainement des mo-
teurs BLDC ont été examinés, avec un accent particulier sur les techniques de controle
sans capteur, en discutant de leurs avantages et inconvénients respectifs. En outre, le
chapitre a abordé les défis posés par les signaux non idéaux et asymétriques de la FEM
rétroactive, ainsi que les stratégies d’atténuation de ces problemes. Cependant, au cours
de ce projet de recherche, une these parallele a été consacrée aux PMSM, ce qui a fait
des PMSM le point central de ce projet.

Le chapitre 3 a exploré les systemes d’entrainement PMSM. Il fournit une descrip-
tion détaillée du modele et des équations du systeme. Différentes stratégies de contrdle
ont été discutées, y compris les méthodes de controle sans capteur, les techniques basées

sur le capteur de position Hall et le contrdle basé sur la planéité. Le chapitre présente
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également le banc d’essai utilisé a des fins expérimentales et décrit les tests nécessaires
a I’identification des parametres. La méthode FOC, en particulier, est mise en ceuvre
sur le banc d’essai, avec une méthodologie de réglage du controleur.

Au chapitre 4, la these aborde en détail la commande basée sur la planéité. Elle a
commencé par décrire la méthode de commande conventionnelle basée sur la planéité,
qui incorpore une fonction de trajectoire de transfert du second ordre. Le chapitre a
mis en évidence les limites potentielles de la structure de commande en cascade basée
sur la planéité, qui peut affecter la capacité du systeme a réguler la vitesse du moteur
pendant les événements transitoires et les perturbations. D’autre part, I’utilisation d’une
commande basée sur la planéité a une boucle entraine une perte de la protection du
courant. Une approche de contrdle basée sur la planéité a une boucle a été présentée
pour résoudre le probleme de la protection du courant, avec I'introduction d’une nou-
velle méthode de planification de la trajectoire. Cette nouvelle approche utilise une
fonction basée sur les fenétres combinée a un algorithme d’optimisation en ligne pour
générer des signaux de trajectoire pour chaque fenétre, optimisant le temps de réponse
du systéme tout en respectant les contraintes critiques telles que le courant du moteur,
les tensions de commutation et le dépassement de la vitesse.

Par rapport a la méthode FOC, la commande basée sur la planéité présente une
réponse dynamique supérieure aux perturbations et aux transitoires. Notamment,
lorsqu’il s’agit de traiter la non-linéarité inhérente aux systemes PMSM et les scénarios
ou les effets de saturation ne peuvent €tre négligés, la commande basée sur la planéité
offre une alternative convaincante aux méthodes de commande linéaire telles que FOC.

La méthode de planification de trajectoire proposée tient également compte des con-
traintes de courant et de tension, ce qui améliore les performances globales de la méth-
ode. Contrairement au contrdle conventionnel basé sur la planéité, qui peut nécessiter
un temps de réponse plus lent en raison des limitations du contrdleur, cette nouvelle
approche améliore la robustesse du systeme, le rendant plus fiable en cas de perturba-
tions. En outre, la robustesse et les performances de la méthode peuvent étre encore
améliorées en introduisant des observateurs de couple et de chute de tension dans le
systeme de contrdle, qui sont également essentiels pour la fonction de planification de
la trajectoire.

Enfin, I’efficacité et la viabilité de cette méthode de contrdle innovante sont démon-

trées par des études de simulation et une validation expérimentale sur un banc d’essai.
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Appendix A

Closed-loop model of system with FOC
method

As has previously been discussed, the open-loop state equations of the system can be

expressed as follows:

( d
V, = Riy+ Lsf — pQLi,

d
V, = Ryig + Ly =2 + pQLyig + pihsQ (A1)

dt
ds) .
\JE = pyig — fQ =11,

For the closed-loop model of the system, each PI controller adds one state variable,
which are defined in (A.2)) and illustrated in Figure [A. 1]

x.id = kic(id,ref - Zd)
x'iq = kic@q,ref - Zq) (A.2)
To = kio(Qrey — Q),

Considering the cascaded structure of the control system, ¢, ,.r is calculated as fol-
lows:
igref = kp(Qrey — Q) + 20 (A.3)

Assuming the equality of the inverter’s output and input, and the incorporation of
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Figure A.1: (a) Structure of the cascaded speed and g-axis current controller. (b) Struc-
ture of d-axis current controller

the feed-forward decoupling term within the current-control loop, the expressions for
the switching voltages can be derived as presented in (A.4) and (A.5).

‘/d* = k:pc(id,ref - Zd) + Tiq (A 4)
Vo= Vi - 0L, |
Vq* = kpa(igrer — ig) + Tig (A.5)
Vy = Vi + pQLia +

Where L{ and v; are the nominal values of the stator inductance and constant magnet

flux. Therefore the state equations of the closed-loop system with FOC method can be
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expressed as:

dt
diy
dt

s}

% =
drg
dt
d[L‘iq
dt
de’Q

\dt

Using the closed-loop model of the system, the Jroc € R is equal to:
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Appendix B

Closed-loop model of system with

flatness-based method

As discussed in Chapter 4, the control laws for the flatness-based control can be ex-

pressed as:

tta = tares + kar-(iaper — iq) + Kao - / (Ydref — Ya) dT
(B.1)

Hao = Qref + le : (Qref - Q) + kQQ ' (Qref - Q) + kﬂd ' / (Qref - Q) dr

The switching voltages are calculated based on (B.2)), where L, R., f' and .J are

the nominal values of the corresponding parameters of the motor.

Vd - Llsﬂd + R;id,wef - pL;QrefZ;

J/ﬂﬂ + f/Qref (B2)

V, =L, o + Ry + pQep (L + tarerty)
!

It should be mentioned that 4, is the theoretical value of the g-axis current based on the

trajectory reference and can be expressed as:

Z./ _ JQref + f/QTef +T£
q /
p¢f

(B.3)

Each of the the flatness-based control laws adds one extra state variables, which are
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defined in (B.4).

Tig = ldref — 1d (B.4)
o = toref — §2

The derivative of the mechanical speed of the motor can be expressed as:

S 1
Q="=i,—=0—=T, B.5
N lq 7 i L ( )
As a result, the switching voltages (V; and V;) can be described based on state
variables of the system.

Therefore, the state equations of the closed-loop flatness-based control system for

steady-state situation can be expressed as:

% = —(%: + %kdl)id + pQlig + é—ikdﬂid + (% + %kdl)id,ref - ffi; Q%@f
—fii; QreQres + L—iid,ref

% = —pQig — (f—: + i;s{]/z; Q1)iq + ([i%]—% 01 — L[;;Z} koo — p;if)Q
*L[;/Zi; ot <pzi} ! LRp{/}f " LLp}]wf a2y + ﬁii} ! LLp{wf
+L8/p€ﬁ;} keor)Qres + pL_Z:;Qrefid,ref + L{PLiﬂ;} Qpes + Jig%ﬂ} ko1 T,

drig . .

di = ldref — U

(B.6)
As the robustness analysis is conducted for flatness-based control without torque
and resistance observer, 77 = 0. Also, the analysis is performed using the Jacobean

matrix of the closed-loop system around the equilibrium point. Therefore,

Qres =0
el (B.7)
Qpey =0
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Using the closed-loop model of the system, the Jrjqmess € R°*° is equal to:

where,

L
—pQ Joo Jos
, b T
J J
0 0
0o 0 -1

R L
(s Ly
JH (LS -+ Ls dl)
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Appendix C

Design parameters for the observers

The parameters for the nonlinear state observer, as discussed in Section are deter-

mined by considering the constraints involving the eigenvalues of matrix S, the eigen-

values of matrix P, and the switching frequency of the inverter. Consequently, matrices

S and P are designed as follows:

;

S = 0
0

P=1|0

0

\ L

5000

(500

0
5000
0

0
200

0
0

5000

0 500

(C.1)

Additionally, as discussed in Section the pole placement method, imple-

mented through Matlab®, is employed to determine the matrix L. Consequently, con-

sidering the specific motor parameters under study, L is designed as follows:

9995
—1256.6
0
-9.9
0
0

1256.6
10001
422
0
—10.02
0

7.9
—480
10000.2
0
0

—11.4

(C.2)
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Résumeé

Lindustrie automobile a connu une augmentation rapide des variateurs de vitesse basés sur des entrainements
hybrides. Cette croissance influe également sur la demande de variateurs de vitesse a aimant permanent (PM).
Par conséquent, les moteurs synchrones a aimant permanent (PMSM) et les moteurs a courant continu sans balais
(BLDC) sont devenus un choix populaire pour les applications automobiles, y compris les véhicules électriques
(VE) et les véhicules électriques hybrides (VEH), au cours des derniéres décennies, en raison de plusieurs car-
actéristiques, notamment une densité de couple élevée, un rendement élevé et une densité de puissance élevée.
Traditionnellement, les variateurs PMSM sont commandés par un contréle orienté champ (FOC) utilisant des
contrbleurs proportionnels et intégraux (P1) pour la régulation de la vitesse et du couple. La détermination des
parametres du contréleur basée sur des méthodes linéaires nécessite une approximation linéaire qui dépend du
point de fonctionnement du systeme. Des stratégies de contrdle non linéaire basées sur des modéles, y com-
pris le contréle différentiel de la platitude, ont été proposées comme solution a la nature non linéaire du systéme
d’entrainement PMSM. Cette thése propose une méthode de planification de trajectoire pour le contrble basé sur
la platitude des entrainements PMSM pour les pompes a eau des véhicules électriques. Cette approche vise prin-
cipalement a garantir que le courant du moteur PMSM reste dans les limites permises grace a un contréle indirect
basé sur la platitude, tout en conservant les avantages du contréle en boucle unique. En outre, la contrainte de
la tension de commutation a été prise en compte dans la méthode de planification de trajectoire proposée pour
maintenir le bon fonctionnement du systéme d’entrainement du PMSM en régime permanent ainsi que pendant les
phases transitoires. Une fonction de planification de trajectoire basée sur une fenétre est utilisée pour I'entrainement
PMSM dans cette méthode. La fonction de trajectoire est calculée a I'aide d’un algorithme d’optimisation prenant
en compte les contraintes de dépassement de vitesse, de courant moteur et de tension de commutation. Contraire-
ment a la planification conventionnelle de la trajectoire, qui est une fonction de second ordre, cette méthode prend
en compte les limites du contréleur tout en utilisant un contréle basé sur la platitude en boucle unique.

Mots clés: Controle basée sur la platitude, Planification de la trajectoire, Optimisation, Commande de moteur,
Machine synchrone a aimants permanents, Moteur sans balais

Abstract

There has been a rapid increase of variable-speed drives based on hybrid drives in the automotive industry. This
growth is also influencing the industry demand for variable-speed permanent magnet (PM) drives. Therefore, per-
manent magnet synchronous motors (PMSMs) and brushless DC (BLDC) motors have become a popular choice
for automotive applications including EVs and hybrid electric vehicles (HEVs) over the past decades due to several
features including high torque density, high efficiency, and high power density. Traditionally, PMSM drives are con-
trolled by field-oriented control (FOC) using Proportional-Integral (PI) controllers for speed and torque regulation.
Designing controller parameters based on linear methods requires linear approximation, which is dependent on the
operating point of the system. Model-based nonlinear control strategies such as flatness-based control have been
proposed as a solution to the nonlinear nature of the PMSM drive system. A trajectory planning method for flatness-
based control of PMSM drives for EV water pump application is proposed in this thesis. This approach is primarily
intended to ensure PMSM motor current remains within permissible limits through indirect flatness-based control
while still having the advantages of one-loop control. Furthermore, the constraint on switching voltage has been
taken into account in the proposed trajectory planning method to maintain the proper operation of the PMSM drive
system in steady-state mode as well as during transients. A window-based trajectory planning function is used for
the PMSM drive in this method. The trajectory function is generated using an optimization algorithm considering the
speed overshoot, motor current, and switching voltage constraints. Unlike conventional trajectory planning, which is
a second-order function, this method takes controller limits into account while using one-loop flatness-based control.

Keywords: Flatness-based control, Trajectory planning, Optimization, Motor drive, Permanent magnet synchronous
motors, BLDC motors
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