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EMIM–BF4@MoS2 équilibrée à 300 K. . . . . . . . . . . . . . . . . . . . . . 136
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été là à mes débuts. Merci infiniment de l’aide et des différents conseils que vous avez pu
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sant pour leur amitié et leur soutien inébranlable. Je les remercie sincèrement pour leur
contribution positive.
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années. Infiniment merci de ton soutien et de tes précieux conseils, tu as toujours été et
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Chapter 1

Introduction

1.1 Scientific context

Two-dimensional (2D) materials emerged as promising candidates for replacing silicon in
next-generation electronics and they represent an ever-growing research area that requires
a multidisciplinary approach ranging from fundamental physics to advanced applied chem-
istry and engineering and, as such, spanning from fundamental science to novel device
applications[1, 2]. This class of systems represents a large family of materials that ex-
hibit unique layered architectures, differing in chemical composition and crystal structure,
leading to markedly different properties. For instance, their electronic properties can span
from metallic to insulating. Despite their diversity, all these materials share some common
features: large spacings between the composing layers interacting via long-range van der
Waals (vdW) forces, resulting in peculiar mechanical properties, like interlayer sliding and
cleavability. In the forefront field of device electronics based on 2D (nano)materials such
as graphene, boron nitride, black phosphorous, transition metal dichalcogenides (TMDC,
of type MX2, with M a transition-metal atom (Mo, W, etc.) and X a chalcogen atom (S,
Se, or Te)) the presence of very high interfacial charge density (HICD) has been shown to
be crucial for the arising of exotic phenomena such as superconductivity[1] and quantum
interference effects[1, 2] as well as to empower emerging memory devices for neuromorphic
computing[3, 4] and electric double layers field-effect transistors (EDL-FET)[5]. In the
field of post-silicon electronics, great attention was initially devoted to metallic graphene,
rather than to 2D vdW semiconductors, for its ultrahigh carrier mobility[6]. Nonetheless,
despite this historical predominance of graphene and worldwide efforts, it was realized
that it would be extremely difficult to use graphene for any digital application due to
the absence of a bandgap. Renewed interest on 2D vdW semiconductors arose in 2011
when Kis et al.[7] reported high carrier mobility in monolayer MoS2 field-effect transistor.
This was subsequently confirmed in 2012 by Strano et al.[8] In this context, ionic liquids
(ILs) started becoming a key target to pioneer novel 2D materials-based transistors pos-
sessing HICD requirement[9]. The interaction of ILs with the TMDC surface can trigger
the modulation of electronic states at the liquid/solid interface, thus leading to promising
phenomena such as electric-field-induced superconductivity[1, 2, 7, 10] triggered by the
accumulation of unprecedented high carrier density (Figure 1.1). Yet, several key issues
remain to be addressed about the specific interactions occurring between the ILs and the
2D material. Such a lack of fundamental understanding is even more evident if we con-
sider the case of 2D materials with native and/or induced surface defects. The detailed
interface structure and the chemical interactions acting in this crucial region of the devices
remain to be clarified, thus representing a stumbling block for a detailed understanding
of the basic functioning of these interfaces. This, in turn, possesses severe limitations to
a rational design of actual devices.
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Figure 1.1. a) Device characteristics and superconductivity in an IL-gated MoS2 transistor.
b) Phase diagram showing the evolution of electronic phases as a function of carrier density
for MoS2 gated with an IL[1].

The current experimental and computational literature indicate clearly the following ma-
jor challenges to face, namely two major issues have to be addressed: (i) General lack of
fundamental understanding of the interactions between ILs with 2D materials and (ii) the
number of ILs used for gating 2D materials proposed in the current literature is rather
narrow and their design, so far, based on either pure phenomenology or commercial avail-
ability of ILs.
Overall, one of the major difficulties is represented by the fact that this type of interface is
buried in the inner part of the whole device, thus of particularly difficult access by experi-
mental probes. In this context, computational approaches can offer a unique possibility to
complement experiments and to provide detailed information needed to understand and
disentangle the different roles played by ILs and the induced charge density at the sur-
face of 2D materials. The theoretical modelling of the ILs at interface with 2D materials
(termed ILs@2Dmat interface hereafter) is, to date, only partially covered by classical sim-
ulations (mostly classical molecular dynamics, MD) offering qualitative insights. Accurate
simulations of the ILs@2Dmat interface’s structure able to provide information also on
chemical bonding and electronic properties are still lacking or at very best at a pioneering
stage, thus still far from being an assessed way of providing the quantitative comprehen-
sion and predictive power sought.
In the following three subsections, a more detailed account of main physical and chemical
characteristics of ILs and TMDC are presented, along with a comprehensive state-of-the-
art of their atomistic modeling.

1.2 Ionic liquids

Ionic liquids (ILs) are salts formed by large ionic molecules (mainly organic) carrying a
delocalized electrostatic charge, and characterized by conformational flexibility and asym-
metric chemical structure. These intrinsic molecular properties are responsible for a low
melting point close to room temperature and hinder crystallisation. They are represented
by the imidazolium, pyridinium, quaternary ammonium and phosphonium families (among
others) with different substituent groups, which can be combined with a large variety of
anions (often inorganic), ranging from small and symmetrical to large and more flexible
molecules (Figure 1.2). ILs show a relatively wide spectrum of intra- and intermolecu-
lar interactions including electrostatic, van der Waals, π-stacking, H-bonding, etc. Due
to their ionic nature, they are often compared to high-temperature molten salts, and
with liquid salts they share charge alternation properties and intermediate range order-
ing. Unlike water and other standard molecular liquids, ILs are single-component systems
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Figure 1.2. Left: Schematic overview of possible ILs used in synthetic chemistry as sol-
vents. Right: A few examples of the most common AI-IL cations and anions used and
their abbreviations. Adapted from [11] and [12].

in which the cations and anions likely play independent roles in determining the liquid
behavior. However, ILs structural patterns may contain different features, such as mi-
crophase separation between polar and non-polar domains, associated to charged head
groups and long alkyl side-chains. Charge delocalisation and large ion size lead to weaker
interactions between ions, attenuating the long range ordering, and possible cation-anion
hydrogen bonding results in structural directionality, especially pronounced for ILs in their
crystalline phases.

1.2.1 Alkyl-imidazolium ionic liquids (AI-IL)

1.2.2 Structure of AI-IL

Heterocyclic compounds containing nitrogen atoms such as imidazole, pyridine, pyrroli-
dine, and their derivatives are the most common cations composing different types of ILs
when linked to various anions such as basic halides or more complex organic/inorganic
moieties. One of the most studied classes of these prototype ILs is the one based on
alkyl-imidazolium ILs (AI-ILs) made of a five-member aromatic heterocyclic ring (imida-
zolium, hydrophilic head) bound to aliphatic chains (hydrophobic) of different lengths.
Often such ILs are liquid salt with a melting point below 100◦C and sometimes even be-
low 25◦C (Figure 1.3). The hydrophilic head has two nitrogen atoms in positions 1 and
3, according to the numbering of Figure 1.2, symmetrical with respect to each other, thus
allowing for an easy fictionalization of AI-ILs and consequent tuning of their properties
by a simple change of the side group. Often, one side group is a methyl group (-CH3)
whereas the other side group can be an aliphatic chain of different lengths or carrying
other functional groups. In this particular structure, the C atom shared between the two
N atoms (C2), is considered to be a donor and its bonded hydrogen (H) atom, being
the most acidic of all, is often the only one capable of participating to proton transfer
processes or to the formation of hydrogen bonds (H-bonds) with neighbouring accep-
tors. The hydrophobic part is an alkyl chain of different length: methyl (CH3), ethyl
(C2H5), butyl (C4H9), hexyl (C6H13), octyl (C8H17), decyl (C10H21). According to the
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Figure 1.3. Schematic representation of the different type of interactions acting in
imidazolium-based IL. Adapted from [13].

published literature, the following acronyms are used: DMIM (1,3-dimethylimidazolium),
EMIM (1-ethyl-3-methylimidazolium), BMIM (1-butyl-3-methylimidazolium), and HMIM
(1-hexyl-3-methylimidazolium). Other compounds have also been explored. Here we limit
our choice to the ones studied in this research project, being the major target of present
studies worldwide. Depending on the length of the alkyl chain of the cation, the physico-
chemical properties of the ionic liquid vary from one IL to another. On the other hand,
the IL anion can be of different nature, whether inorganic or organic, and show differ-
ent ability to promote different interactions with the IL cation. Imidazolium ILs form
an extended H-bond network in the liquid state and are consequently highly structured.
For these reasons they are also referred as ‘supramolecular fluids’. This structural orga-
nization of ILs can be used as the ‘entropic driver’ for the spontaneous, well-defined, and
extended ordering of nanoscale structures[14]. In terms of structural properties, X-ray
and neutron scattering experiments can be employed to extract a detailed information of
the structure of disordered materials from short-to-intermediate range orders. However,
to date this type of characterization has been applied only to a few ILs systems. As an ex-
ample, neutron scattering of 1,3-dimethylimidazolium chlorine[15–17] has been performed
by selective deuteration of cations in order to vary the weight of certain contributions,
and where the symmetry of the cation and the absence of flexible side chains facilitate
the interpretation of the diffraction patterns. The results obtained show a more intense
and structured first peak characteristic of the structural order at very short interatomic
distance, along with fading oscillations at large interatomic distances averaged around the
unit, due to the amorphous nature of ILs.

1.2.3 Properties of AI-IL

Alkyl-imidazolium ILs show physico-chemical peculiar properties remarkably different
from ordinary molten salts. Many studies have shown that the melting temperature
or the solubility properties of these ILs generally depend on both the cation and an-
ion used (reported in Table 1.1). More importantly, their properties can be tailored to
specific applications by a proper combination of the two ionic compounds[18, 19]. ILs
have melting temperatures below 100◦C[20, 21] which means that often they are liquid at
room temperature[22] and therefore good candidates for applications in which they have
to be uniformly distributed on a selected area, in particular on nanosize surfaces. For
instance, the melting points of the EMIM+ cation in combination with different anions,
such as BF−

4 and TFSI− (also denoted as Tf2N− in literature) are 15◦C[21] and -3◦C[23];
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for BMIM+ cation with Cl−, BF−
4 , PF−

6 and TFSI− anions have melting points close to
41◦C[22], -81C◦[22], 10◦C[22] and -4◦C[23], respectively. This type of ILs have extremely
low vapor pressure and good thermal and chemical stabilities. Often, the thermal stabil-
ity is limited by the strength of their heteroatom–carbon and their heteroatom H-bonds,
respectively[24]. Wilkes et al.[25] reported that the ionic liquids EMIM-BF4, BMIM-BF4,
1,2-dimethyl-3-propyl imidazolium-TFSI are stable up to temperatures of 445, 423 and
457 ◦C, respectively. The electrochemical window of ILs is another important property
to be kept into account and plays a major role in the use of ionic liquids in a wealth
of applications such as FET, energy storage devices and whenever ILs are used in elec-
trodeposition processes. This window determines the electrochemical stability of ILs.
Furthermore, it allows to overcome the limited one of water (1.2 V[26]) and its typical
values are: 4.15 V for BMIM-PF6 at a platinum electrode[27], 4.10 V for BMIM-BF4[27]
and 5.5 V for BMIM-Tf2N at glassy carbon electrodes[28]. Moreover, ILs are typically
more viscous than molecular organic solvents[29], with a viscosity that typically increases
with the hydrophilic part of the cation[26]. The unique physico-chemical and viscosity
properties of ILs and have shown great potential in many applications with lubrication as
one of the latest. While earlier work were dedicated almost exclusively to the exploration
of the feasibility of the use of ILs as neat or base lubricants, their use as lubricant addi-
tives has become the new focal research topic since the breakthrough in ILs’ miscibility in
non-polar hydrocarbon oils in early 2012[30]. ILs have a higher density than water with
values varying from 1.02 to 1.6 g.cm−3. Typically, ILs densities increase with the length
of the alkyl chain of the cation[26], and for some of them they show some correlation with
temperature[31–33] specifically, a decrease with temperature. They can show very high
ionic conductivity (up to ∼10 mS.cm−1)[26] and are increasingly used as an electrolyte
and gating agents as a trigger in certain electronic devices such as electronic double layer
field effect transistors[2].

1.3 Transition metal dichalcogenides (TMDCs)

1.3.1 Structural properties

Two-dimensional (2D) materials have attracted attention not only because of the rich and
fundamental physics due to their intrinsic structural and electronic properties but also
because of their potential for nanoscale device applications. Graphene has been and many
extent still is the prominent member of the 2D materials family, but its gapless band
structure, useful in other contexts, has a non-negligible drawback for realizing switching
operation, which is essential for many logic devices. Even though the bandgap of graphene
can be engineered by depositing sheets on particular substrates or by fabricating nanorib-
bons, it deteriorates the carriers mobility. For these reasons, researchers have turned their
attention to alternative 2D materials. One of the most promising and so far better stud-
ied 2D systems are the transition metal dichalcogenides (TMDCs). In particular, TMDCs
having the composition MX2, with M being a transition metal atom (Mo, W, Ti, Nb, ...)
and X a chalcogen atoms (S, Se, Te), have been the target of major investigations (Figure
1.4). These materials can be easily exfoliated into 2D layers from their stacked crystal
structure by using the same method used for graphene production. Most intriguingly,
their band structures are layer-thickness-dependent despite the weak interlayer van der
Waals interactions, which indicates they are electronically tunable via thickness control.
As the number of layer reduces from a bulk system to a monolayer, the bandgap of sev-
eral TMDC materials changes from indirect to direct. Among those and the most widely
studied materials, monolayers of MoS2 have emerged as a semiconducting alternative to
graphene because of a large intrinsic direct bandgap of approximately ∼1.8 eV, which
makes it suitable for optoelectronic and nanoelectronic applications. TMDCs consist of
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Table 1.1. Typical ranges of room-temperature ILs properties. Adapted from[34, 35]

.

Property Typical values for most of RTILs Lower ‖ Upper limit example

melting
point/glass transi-
tion

0-60◦C -96◦C (glass transition)‖100◦C

density 1.1-1.6 g.L−1 [HMpyr][N(CN)2]=0.92‖[EMIM]Br-
AlBr3=2.2 g.L−1

viscosity 40-800 mPa.s
[EMIM]Cl−AlCl3=14‖[BMIM]Cl-
(supercooled)=40.89 Pa.s

thermal stability 230-300◦C
[EMIM][OAc]=∼
200◦C‖[EMIM][NTf2] = 400◦C

surface tension 30-50 nN.m−1
[C12MIM][PF6]=23.6‖
[MMIM[MeSO4]=59.8 mN.m−1

heat capacity 300-400 J.mol−1K−1 [OMIM][NTf2]=654 J.mol−1.K−1

water miscibility
many ILs do mix with water but
also can be extracted from water

[NTf2]−,[P(C2F5)3F3]−‖[RSO3]−,
[RSO4]−, [R2PO4]−

hydrolytic heterocyclic cations can [BF4 ]−,[PF6 ]−‖[PR4]+, [OAc]−

stability
hydrolyze under extreme condi-
tions

base stability
all 1,3-dialkylimidazolium ILs
are subject to deprotonation

[Al2Cl7]−,[HSO4]−‖[PR4]+,[OAc]−

corrosion
many RTILs are corrosive ver-
sus Cu; additives to inhibit cor-
rosion are available

[NTf2]−, [OTf]−|Cl−, HF formed
from [MFx]− hydrolysis

toxicity
toxicity often increases with in-
creasing lipophilicity

cholinium][OAc]| [EMIM][CN]

static dielectric
constant

10-15
[HMIm][PF6]=8.9±0.9‖(2-
hydroxyethyl)ammonium
lactate=85.6± 3

electrical 1-10 mS.cm−1
[BMIm][C4F9SO3]=0.45‖[EMIm]-
[BF4]=16.3±1.6 mS.cm−1

conductivity

two-dimensional sheets stacked along the crystallographic c axis where each sheet is com-
posed of an M plane inserted between two X planes forming a X-M-X monolayer structure.
The M-X bonds inside the same (mono)layer (intralayer bond) are strong chemical bonds
of covalent nature, whereas the X-X interactions, responsible for the packing of the layers,
are long-range vdW interactions. TMDCs have a hexagonal honeycomb-shaped atomic
lattice and they are formed by three atomic X-M-X type planes where each M atom is
bonded to six chalcogen atoms. These chalcogen atoms are arranged in prismatic trigonal
coordination in the 1H polymorphic phase (Figure 1.5B) and in prismatic octahedral or
antiprismatic trigonal coordination in the 1T polymorphic phase (Figure 1.5C).
According to the experimental indications, for this project we consider the 2H polymor-
phic phase of MoS2 (2H-MoS2). The number 2 in the notation 2H refers to the number of
sheets present in a hexagonal honeycomb-shaped lattice stacked as SMoS–SMoS (Figure
1.5D). As mentioned above, the intralayer bonds in MoS2 are considered to be of covalent
type, while the interlayer interactions keeping the stacking are of the vdW type due to
the relatively large interlayer distance dMoMo of approximately 6.15 Å. This accounts for
the fact that the MoS2 can be cleaved or exfoliated along the staching direction to obtain
individual crystalline layers from the bulk (method pioneered in 1986[37]). This monolayer
has a thickness of 3.01 Å (Figure 1.5A). The crystal unit cell has the symmetry of the
P63/mmc space group, with lattice parameters equal to a = 3.1612 Å, b = 3.1612 Å and
c = 12.2985 Å, α = 90, β = 90 and γ = 120 [38, 39].
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Figure 1.4. The transition metals and the three chalcogen elements that predominantly
crystallize in MX2 layered structure are highlighted in the periodic table of elements[36].

Figure 1.5. a) Trigonal prismatic coordination of molybdenum in a MoS2 sheet. b) Side
view of two sheets of MoS2. c) Top view of two MoS2 sheets. d) Hexagonal unit cell of
MoS2 in the 2H polymorphic phase[40].

1.3.2 Electronic and transport properties

2D vdW layered materials like MoX2 and WX2 (X = S, Se, Te) can be semiconducting
materials and have a bandgap whose width varies from bulk to monolayer and this makes
the gap tunable via mechanical manipulations resuming to exfoliation as quoted in the
previous paragraph. Figure 1.6A shows the band structure of MoS2 in the bulk, quadri-
layer, bilayer and in monolayer cases with the solid arrows indicating the lowest energy
transitions. Bulk 2H-MoS2 is characterized by an indirect band gap (Eg = 1.23 eV)[41]
with the maximum of the valence band located at the Γ-point. Direct excitonic transitions
occur at high energies at the K-point (Eg = 1.80 eV). Upon reduction of the, the indirect
bandgap increases, while the forward excitonic transition hardly changes. For a mono-
layer of MoS2, it becomes a direct bandgap semiconductor because the absolute minimum
of the conduction band and the absolute maximum of the valence band become aligned
and located in the valley marked by the K-point at the edge of the hexagonal Brillouin
zone(BZ) with an energy gap going from Eg = 1.23 eV to Eg = 1.80 eV [42]. This direct
transition has also been observed in other TMDC semiconductors (see Table 1.2). This
peculiar change in the electronic structure of MoS2 is mainly due to the suppression of the
interactions between the S atoms between the sheets, underscoring the role of the vdW
interactions and making possible to sufficiently reduce the maximum of the valence band
at the Γ-point, with an important contribution of the 3pz orbitals of S, so that the energy
of the indirect transition becomes higher than that of the direct transition[43, 44]. This
transition has been observed experimentally by Mark et al.[42] and can be rationalized in
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terms of a jump observed in the photoluminescence[45, 46] efficiency of MoX2 and WX2 (X
= S, Se, Te) monolayers, which presents a yield of a factor of 104 times greater than that
observed for MoS2 bilayers of micrometric thicknesses (Figure 1.6B). In terms of transport

Figure 1.6. A) MoS2 band structure computed at DFT level[36, 47]. Energy dispersion
(energy versus wavevector k) in bulk, quadrilayer (4L), bilayer (2L) and monolayer (1L)
from left to right. The horizontal dashed line represents the energy of a band maximum
at the k point. The red and blue lines represent the conduction and valence band edges,
respectively. The lowest energy transition are indicated by the solid arrows. B) Photolu-
minescent of suspended monolayer and bilayer MoS2[42].

properties, many studies have been conducted on TMDCs. For instance, by measuring the
temperature dependence of the electrical resistivity and the Hall coefficient of semicon-
ductor compounds and by deducing the mobility of the corresponding free carriers.[48].
At low temperature it has been shown that TMDCs can have an electron mobility up to
500 cm2V−1s−1[48, 49] for MoS2, 480 cm2V−1s−1 for MoSe2 and WSe2 [48] with a clear
signature of metallic conduction at high doping densities. These charge carriers diffusion
phenomena in TMDC semiconductors depend on a number of factors, in particular the
temperature, the electronic band structure, the charge carrier density, the thickness of the
semiconductor material. Although this charge carriers mobility in TMDCs is low com-
pared to that of other materials such as, for instance, graphene (which shows a mobility
200 times greater[50]) they are nonetheless semiconductors with a non-zero bandgap. This
feature allows TMDCs to be much better candidates than graphene for a variety of elec-
tronic and optoelectronic applications and also potential candidates to replace silicon in
next-generation electronics.

Table 1.2. Bandgaps (eV) and characteristics of a few TMDC materials
in the bulk and as monolayer.1

Bulk X = S X = Se X = Te Characteristics

M = Mo 1.23 a 1.09 a 1.0a Semiconducting, indirect
M = W 1.35 a 1.20 a 1.1 a,f Semiconducting, indirect

Monolayer X = S X = Se X = Te Characteristics

M = Mo 1.8a,b 1.64e, 1.5a 1.1 a Semiconducting, direct
M = W 2.10a, 2.08c 1.74d 1.1 a Semiconducting, direct

a Ref.[8, 41]; b Ref.[42]; c Ref.[51]; d Ref.[52]; e Ref.[53]; f Ref.[54].
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1.3.3 Post-process doping: conventional dielectrics and electrolyte gat-
ing

There are currently two processes for doping nanomaterials in electronic devices by gating
approaches in FET geometry: using conventional dielectrics such as SiO2 for FET devices
or using electrolytes such as ionic liquids, polyelectrolytes and gels with high ionic conduc-
tivity for electronic-double-layer-transistors (EDLT-FET). In the case of a conventional
dielectric, this makes possible to control the amount of charge carriers in the nanomaterial
(holes and electrons) by applying a gate voltage Vsd which generates a perpendicular elec-
tric field. In the case of an electrolyte, by applying a gate voltage, the same electric field
is created and controls not only the density of charge carriers in the 2D semiconductor
material but also the density of electrolyte ions at the solid/liquid interface. This allows
to obtain a deeper insight into the transport characteristic (electron transport or/and hole
transport) and to evaluate the carrier mobility. The linear part of the transconductance,
also termed transfer curve, allows to extract the mobility of the carriers according to the
formula:

µ =
L

CWVsd

dIsd

dVg
(1.1)

where L and W are the length and the width of the channel respectively, C the specific
capacitance of the dielectrics or electrolytes used[55]. This capacitance is a crucial param-
eter to assess the performance of the device. Conventional dielectrics are generally used
as an insulation layer between the gate and substrate of a FET to prevent current flow be-
tween the gate and substrate and to maintain the gate structure. In the typical geometry
of FETs, we have three contact electrodes, the source (charge carrier emitter) the drain
(charge carrier collector) and the gate allowing to control the doping during scanning by
applying a gate voltage Vsd which subsequently generates a perpendicular electric field.
This electric field, in turn, produces the polarization of the dielectric material by orienting
the existing permanent dipoles or by inducing temporary dipole moments which disappear
when the electric field is removed (Figure 1.7a and Figure 1.7b) [55]. This polarization

Figure 1.7. Dielectric gating. a) Random orientation of permanent dipoles when no bias
is applied. b) Dipole moment alignment with applying voltage. c) Schematic diagram of
the dielectric gating device with both back (SiO2) and top HfO2 gates on 2D material[55].

process depends on the sign (positive or negative) and intensity of the gate voltage, so in
the two cases we can have an n-type doping (for electrons) or p-type doping (for holes).
Hence, a conduction channel is created and this channel is a semiconductor with an excess
of electrons or holes. To prevent charge carriers from crossing into the grid, a dielectric
(SiO2) with a permittivity ǫr (Figure 1.7c) acts as a barrier and the thickness of the latter
plays a crucial role in FETs. Typical specific capacitance values for SiO2 dielectric are in
the nF/cm2 range. The capacitance (C) of such a parallel plate capacitor and the charges

25



(n) accumulated on the surface are given by:

C =
ǫ0ǫrA

d
, n =

CV

e
(1.2)

where ǫ0 is the dielectric constant of the vacuum, A is the capacitor plate area, d the
dielectric thickness, V the apllied voltage and e the elementary charge and ǫr the relative
permittivity of the dielectric material[55]. To further miniaturize the electronic compounds
and at the same time increase their performance, the thickness (d) of the silicon dioxide
grid should be reduced, an operation that at the same time increases its capacitance. How-
ever, below a thickness of 2 nm, the leakage current by tunnel effect increases drastically,
consequently increasing the energy consumption of the compound and reducing its relia-
bility. The idea would then be to replace the silicon dioxide of the gate with a dielectric
with a higher dielectric constant k (HfO2, ZrO2, Ta2O5, Al2O3), a high-k material, making
it possible to increase the capacity of the gate while avoiding undesired leakage effects.
However, dielectric integration is a significant challenge for TMDCs with non-dangling
MX2 layers due to their chemical incompatibility with typical oxide dielectrics. Further-
more, charged impurities and traps, as well as structural defects in MX2 also lead to a
much lower mobility than the intrinsic limit. Massive efforts have been devoted over the
years to solve these problems. In order to reduce the contact resistance across the metal
electrode and semiconductor channel (MX2) interface at the source and drain regions,
Appenzeller et al.[56] used a low-work-function metal electrode extraction (Sc ∼3.5 eV)
for the construction of a 10 nm thick exfoliated MoS2-FET and obtained an additional
effective mobility of ∼700 cm2V−1s−1 at room temperature.
Contrary to FETs, in EDLTs liquid or gel electrolytes are used to replace conventional
dielectrics, when a gate voltage is applied, this generates a transverse electric field which
makes it possible to polarize the ions by aligning their dipole moments parallel to the
electric field thus creating an accumulation of ions at electrolyte/electrode interface (Fig-
ure 1.8). The accumulation of negatively charged ions at the positive electrode and of
positively charged ions at the negative electrode give formation of a electrical double layer
at the interface with nanoscale ordering The EDL thickness makes it possible to have
a high specific capacity (of the order of a µF/cm2), allowing the accumulation of high
charge carriers (1013 to 1014 charges/cm2). As an example, Gao et al.[5] demonstrated
that MoS2-based triboiontronic transistors that operate by triboelectric potential modula-
tion allows to achieve highly efficient EDL control, obtaining high current ON/OFF ratio
over ∼107, low power consumption and high stability.

1.4 Atomic-scale modeling of ILs and TMDCs

Computer simulations are nowadays regarded as a powerful and reliable tool to study
atomic-scale properties of many-body interacting systems and has a wide range of ap-
plications in chemistry, physics, materials science, and biology. When the considered
degrees of freedom are the atoms, computer simulations are referred to as ”atomic-scale
(or atomistic) simulations”, making explicit the fact that the description of a given sys-
tems is given at the atomic-scale. Within this general context, the power of computer
simulations rests on two factors. First, one can access the microscopic properties by using
rigorous statistical mechanics techniques, thus ensuring a well-founded description. Sec-
ond, the prediction of macroscopic properties becomes accessible, in the range and beyond
the range defined by pertinent measurements enriching or complementing the experimen-
tal counterpart[59]. Molecular modelling grants access to properties that are difficult or
impossible to reach experimentally and contributes to the understanding of structural or-
ganisation at the nano-scale level, providing direct insight into the nature of physical and
chemical processes.[60, 61]
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Figure 1.8. Electrolyte gating: (a) Schematic illustration of the EDL formation process
and corresponding charge distributions. 2D mobility in FETs versus EDLTs[57, 58].

1.4.1 Classical molecular dynamics: advantages and pitfalls

Classical molecular dynamics (CMD) can be considered one of the most widely used atom-
istic modeling technique to study ILs and, to a certain extend, 2D layered materials. An
all-atom CMD simulation can be regarded as a compromise between level of detail and
computational workload, attaining size and time scales of 6–10 nm and 10–100 ns, re-
spectively. Such size and temporal scales have been found to represent, to a certain
degree, in a reasonable and reliable way to simulate the typical medium-range struc-
tural order (101–102 nm) and dynamical properties (101–102 ns) of ILs[62]. In the last
decades, general non-polarisable force fields (FF), such as the All-Atom Optimized Po-
tentials for Liquid Simulations (OPLS-AA)[63], the AMBER FF (AMBER/GAFF)[64]
or the CHARMM FF (CHARMM/CGenFF)[65], have been widely used to model ILs
and related systems. Individual terms the analytical expression of such FFs (e.g. partial
charges for ions or torsion energy profiles) were often parametrized to fit ab initio calcu-
lations, allowing to achieve semi-quantitative agreement with experimental data in terms
of structural properties. Non-polarisable FFs based on fixed charges for ILs started to
become popular since the seminal works of Lynden-Bell [66] and Maginn[67], and were
followed by FF systematic construction by Wang [68], Canongia Lopes and Padua (CL&P
FF) [13, 62, 69–74] and Acevedo [75, 76]. The CL&P FF, which includes imidazolium,
pyridinium, ammonium and phosphonium families with different functional groups and a
broad series of anions, became one of the most benchmarked and widely-used FFs for ILs
due to its compatibility with OPLS-AA, robustness and reliability, and numerous efforts
to refine it were done in the last decade. Due to its simplicity and high degree of trans-
ferability, CL&P FF has been extensively used to study a wide variety of bulk IL as well
as IL at the interface with solid substrates (crystalline and amorphous) and in confined
environments[77–80]. CL&P provides a good insight into the structure of ILs in solid and
liquid states, with deviations from experimental densities not exceeding 3%[73]. However,
they systematically and dramatically fail to accurately reproduce diffusion coefficients,

27



viscosity or conductivity, indicating a misrepresentation of different contributions in the
interaction potential.[81, 82] Improvement of the underestimated dynamics of typical non-
polarisable FF can be achieved though scaling the net charge,[82–84] modification of the
van der Waals potential[85–87] or by introducing explicitly in the potential form polari-
sation terms to mimic the incorporation of ’electronic effects’.[62, 85, 88, 89] This latter
approach is becoming more and more exploited to improve the ability of CMD modeling
in reproducing and predicting the dynamical properties of ILs. This is achieved by adding
to the FF potential form a simplified representation of electronic clouds of surrounding the
atoms, in an attempt at mimicking the presence of an electronic structure. Nevertheless,
the major disadvantages of polarisable FF are the typical lack of transferability, poor ex-
tendability and considerable computational cost of development. Among the polarizable
FF proposed in the last decade[90–92], the recent one by Goloviznina et al.[88], termed
CL&Pol, has been developed and benchmarked to be transferable and extendable thanks
to a refined parametrization based on polarisation effects represented by Drude induced
dipoles[85, 89]. In the present PhD work both non-polarisable CL&P and polarisable
CL&Pol have been used sorting out their advantages and limitations. This exploratory

phase has been an essential step in this whole project, being a novel research subject in the

team I joined and, more generally, worldwide.
Regarding the atomistic CMD modeling of TMDCs, several FFs have been developed for
the specific case of crystalline MoS2. The initial motivation behind the first FFs devel-
opments have been the study of mechanical and thermal properties of MoS2 crystalline
layers. In spite of these developments, the refinement of these FFs to model a compos-
ite system made of MoS2 and ILs is hampered by the lack of adequate models for the
interfacial interactions between the two counterparts. As outlined in a recent review[93],
many of the atomistic models for bulk and single-layer MoS2 available in the literature are
not suitable for the calculation of Coulomb and vdW interactions with other materials,
whether they are solids, liquids, or gases[94]. The four most tested FFs of this type are
the ones proposed by Becker et al.[95], Morita et al.[96] Varshney et al.[97] and Liang et
al.[98]. Despite these limitations, the parameters of the aforementioned FFs have been
used to make quantitative predictions of the friction behavior and wettability of MoS2

surfaces,[99] the interactions of proteins with MoS2 nanotubes and slabs,[100] and the
desalination of water using nanoporous MoS2[101, 102]. More recently, Sresht et al.[94]
developed a novel FF (denoted as SrFF for the purpose this work) proposing a potential
that overcomes the limitations of former FFs. SrFF has been developed to incorporate the
decoupling between the intralayer and the interlayer interactions of MoS2 layers. SrFF has
also shwon its ability to simulate mechanical and interfacial systems, and it is transfer-
able to aquaeous and nonaqueous systems[2, 103]. In particular, SrFF has been recently
applied to model systems where an IL is in contact with MoS2 as pristine surfaces or
electrified surfaces (work performed on IL made of a series of imidazolium-based cations
and dicyanamide (DCA) as anion)[104, 105].

1.4.2 First-principles studies

Static and dynamical quantum mechanical calculations within the framework of the Den-
sity Functional Theory (DFT) approach and first-principles (ab initio) molecular dynamics
(FPMD or AIMD)[106, 107] represent a powerful techniques to study the local electronic
structure and chemical effects and they have been applied to the study of ILs in the early
2000[108]. In 2005, FPMD simulations on DMIM-Cl carried out by Del Pópolo et al. and
Buhl et al. have been the first evidence of significant differences in the H-bond features
with respect to both the classical simulations and neutron diffraction results[109, 110].
One year later, Bhargava et al. found fair agreement between the pair correlation func-
tions obtained from classical MD and FPMD, yet with not-negligible differences[111]. The
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radial pair distribution functions between the most acidic proton of the DMIM cation and
Cl anion were deeply different in terms of location and width of the peaks. Furthermore,
differences between FPMD and CMD in the spatial distribution of chloride ions around
the cation were evidenced. The data were explained in terms of the formation of a H-
bond between the most acidic hydrogen of the imidazolium ring and the chloride ion. The
cation–anion H-bond present in the melt was observed as a red-shift in the C–H stretching
frequency,[111] keeping into account the fact that using an exchange-correlation functional
such as the Becke-Lee-Yan-Parr (BLYP) one[112, 113] leads to typical underestimation of
vibrational frequencies[114]. In general, using generalized gradient approximation (GGA)
functionals such as BLYP,[112, 113] and PBE[115] is not recommended for modeling ionic
liquids as none of the GGAs proposed so far in the literature accounts for vdW dispersion
forces, which are, instead, crucial in producing reliable geometries of both the liquid and
the stacked substrate. With the addition or correction for dispersion forces their perfor-
mance improves drastically reaching reasonable description of ILs structure and chemical
bonding interactions. The protic ionic liquid monomethylammonium nitrate was the first
IL simulated by FPMD applying dispersion-corrected functionals[108]. This IL was found
to exhibit a fast fluctuating H-bond network. Nowadays, hybrid DFT functionals (such
as B3LYP,[116] PBE0,[117] and revPBE[118, 119]), meta-GGA functionals, and long-
range separated hybrid functionals (such as M05-2X[120]) including different amounts of
Hartree-Fock (HF) exchange are commonly used to study ILs with appreciable accuracy
in the predictions of interaction energies and thermodynamic properties[121]. However,
this (high) level of computation is affordable only for the study of an individual cation-
anion pair or, at very best, small clusters of a few IL ions pairs. Regarding the study of
TMDC, along the years a strong effort has been done in the computational description
and reproduction of their mechanical, electronic and optical properties by using hybrid
functionals such as the one proposed by Scuseria and coworkers, HSE06[122], corrected for
dispersion forces or higher level calculations. This degree of computational accuracy has
been applied to describe the optoelectronic properties and band structure of crystalline
bulk, monolayer and up to a few layers of MoS2. To date, the FPMD modeling of systems
made of Mo2 surfaces with a liquid and lasting a sufficient long time to catch their main
dynamical features can be afforded only by lowering the computational level at which
the first principles driving ”core” is treated. For instance, Iannuzzi et al.[123] recently
simulated by Born-Oppenheimer MD with the electronic structure computed at the DFT
level using the optB88-vdW[124] exchange-correlation vdW functional a system made of
a few layers of water molecules confined between two layers of MoS2 with a focus on the
frictional properties of such system. This is roughly the present state-of-the art of FPMD
simulations for these composite and complex systems.

1.5 Objectives and organization of the thesis

The overall aim of this work is to exploit atomic scale modeling to achieve a better under-
standing of the physical and chemical interactions occurring when a IL is in contact with
a 2D TMDC, such as MoS2. In particular, a great effort has been done to get an accurate
description of the structural properties and chemical interactions (e. g. H-bonding) of
different AI-ILs at the interface with pristine or defected MoS2 slabs. Both CMD and
FPMD methods are employed in order, on one hand, to cover size and time scales close to
what is expected to be realized in real device and, on the other hand, assessing the fun-
damental role of the electronic structure of the different components. This latter aspect
is achievable only by taking into explicit account the electronic degrees of freedom. The
organisation of this manuscript is the following:

• Chapter 2 gives an overview of the theoretical background of the two methods used
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in this work: classical and first-principles molecular dynamics simulations.

• Chapter 3 assesses the structural, hydrogen bonding and dipolar properties of a
variety of AI-IL. For a subset of AI-IL investigated, explicit comparison between
CMD (using non-polarisable and polarisable FF) and FPMD data is presented and
discussed.

• Chapter 4 is dedicated to the modeling of AI-IL at the interface with MoS2 slabs with
a particular emphasis on the structural behaviour of the IL. The role of AI-IL cation
chain length, type of anion and the presence of MoS2 surface defects is analysed in
details. For EMIM-BF4, a detailed account of the comparison CMD versus FPMD
is presented and discussed.

• Chapter 5 is devoted to a preliminary study of modeling a EMIM-BF4 in contact
with MoS2 electrified slabs. A particular focus is oriented to the analysis of the
structure and organization of the electrical double layer formed by the ILs.

• Chapter 6 outlines the overall conclusions of this work and identifies possible line of
future research for this topic.
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Chapter 2

Computational methods

2.1 Classical molecular dynamics (CMD)

2.1.1 Basic equations of CMD

Classical molecular dynamics is a computational method making use of a numerical solu-
tion of the Newton’s equations of motion for a many-body system to obtain the trajectory
of a set of N particles exploring dynamically the phase space of the system and from
which equilibrium properties (structural and dynamical) can be obtained[125–127]. In a
simulation, the analytically continuous temporal evolution is discretized way into time-
frames (t0, t1,..., tm) separated by time-steps (δt) intervals, namely ti+1 – ti = δt. A
CMD simulation allows then for a deterministic calculation of position and velocity of the
particles at each time step by propagating the results obtained at former steps. By using
textbook definition, the velocity of each atom i given by equation (2.1)

þvi(t) =
dþri(t)

dt
(2.1)

where þri and þvi is the atomic position and the acceleration is equation (2.2).

þai(t) =
dþvi(t)

dt
(2.2)

hence, the Newton’s equations become

þFi(t) = mi
dþvi(t)

dt
(2.3)

þFi(t) = mi
d2þri(t)

dt2
(2.4)

The major ingredient of CMD is the definition of an appropriate potential U(þr1, þr2, . . . , þrN )
able to catch the physical properties sought and from which a gradient can be computed
to get the related force field (FF),

þFi(t) = −þ∇U(þr1, þr2, . . . , þrN ) (2.5)

The FF is generally calibrated by a set of parameters accounting for intra- and inter-
molecular interactions. To integrate numerically the equations of motion, several algo-
rithms are available, such as the Euler algorithm[128], Verlet algorithms[129–131], Verlet
LeapFrog[126, 132] or the velocity Verlet integration algorithm[126, 129, 133], etc. . In the
codes used for this doctoral project, we resort to the velocity Verlet and Verlet Leapfrog
algorithms thus we limit our discussion to a brief overview of these specific methods.
The velocity Verlet algorithm is based on the 1st order Taylor expansion of þvi(t+δt)[133].

31



The Verlet positions at the same time t can be then obtained by a 2nd order expansion of
þri(t+δt) [133] as given by equations (2.7) and (2.6).

þri(t + δt) = þri(t) + þvi(t)δt +
þFi(t)

2mi
δt2 + O(δt3) (2.6)

þvi(t + δt) = þvi(t) +
[ þFi(t) + þFi(t + δt)]

2mi
δt + O(δt2) (2.7)

This provides a good approximation of the analytical differential equations on short time
scales and has three major features: i) It ensures, over large time scales, the conservation
of the constants of motion such as the total energy of the system while maintaining its
stability; ii) It ensures temporal reversibility; and iii) It is symplectic, i. e. preserves the
manyfold area in the momentum–coordinates space.

The Leapfrog algorithm is a 2nd order integration algorithm providing a stable dis-
cretization for constant time step. In this algorithm, velocities and positions of the atoms
are calculated at alternate instants (temporal time half-step) as

þvi(t +
δ

2
) =

þri(t + δt) − þri(t)

δt
+ O(δt2) (2.8)

þvi(t − δ

2
) =

þri(t) − þri(t − δt)

δt
+ O(δt2) (2.9)

The position of the particles can be then obtained from

þri(t + δt) = þri(t) + þvi(t +
δt

2
)δt + O(δt2) (2.10)

By combining the above three equations, the velocity becomes

þvi(t +
δ

2
) = þvi(t − δ

2
) +

þFi(t)

mi
δt + O(δt3) (2.11)

To avoid the need of over-refinement of the time step for these discretization algorithms,
constrains are applied for bonding interactions of high-frequency vibrations (typical of
bonds terminating with hydrogen atoms). Among the proposed methods, such as SHAKE-
[126, 134, 135], RATTLE[136], or SETTLE[137] we limit our discussion to the one used
in this work: SHAKE.
In this algorithm, the unconstrained atomic positions þr′

i(t δt) are used as a starting
guess and adjusted iteratively until the following constraint equations are numerically
satisfied[126]

þr′
i(t + δt) = 2þri(t) − þri(t − δt) +

δt2

mi

þF i(t) (2.12)

The corrected positions at the end of the time step are

þri(t + δt) = 2þri(t) − þri(t − δt) +
δt2

mi
( þF i(t) − þGi[t, þ̇r(t)]) (2.13)

where þG[t, þ̇r(t)] is the coercion force. Thus, for any atom i we get

þri(t + δt) = þr′
i(t + δt) − δt2

mi

M∑

α=1

λα
∂σα(þr(t))

∂ri
(2.14)

With σα(þr(t)) being the constrains. Finally, the atomic coordinates at t + δt must also
satisfy the condition

σα(þr(t + δt)) = 0 (2.15)
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2.1.2 Force fields for ILs and TMDCs

The quality and accuracy of the FF used are crucial in any CMD simulation. For this
reason we give here below a quick outline of the most common analytic forms.

2.1.2.1 Non-polarizable FFs for ILs

The most common FFs available nowadays for organic-based systems are relatively well
standardized. Specifically, AMBER[138, 139], CHARMM[140, 141], GROMOS[142–144]
and GAFF[145] are the standard ones for modeling biomolecular systems (mainly proteins
and nucleic acids), whereas OPLS-AA[63, 146–148] is the best suited for organic liquids and
amorphous systems. The CMD simulations using non-polarizable FFs have been found to
provide important insights into molecular correlations and structure of ionic systems such
as ILs. In particular, the CL&P FF developed by Canongia Lopes and Padua[13, 69–71]
has shown its ability in simulating imidazolium, pyridinium, ammonium and phosphonium
families with different functional groups and a large series of anions. According to the
literature, this is one of the most exploited FF for ILs due to its compatibility with OPLS-
AA, by Jorgensen et al.[63, 149, 150] because of its robustness and reliability. Systematic
efforts have been proposed during the last decade to refine this FF. Depending on the
model assumptions, the net ionic charge in a non-polarizable FF can be either integer or
fractional. The models with unit ionic charges provide a good insight into the structure of
ILs in solid and liquid phases, with deviations from experimental densities not exceeding
3% for CL&P. Hence, CL&P can be regarded as a standard FF and will be briefly presented
in the ongoing discussion because it is the one used in the present work.
The OPLS-AA and CL&P FF accounts for two types of interactions, bonding and non-
bonding, as shown in Figure 2.1.

Figure 2.1. OPLS-AA and CL&P force fields potential form and contributions. Adapted
from [73].
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2.1.2.2 Bonding interactions

The bonding intramolecular interactions represent the different internal degrees of free-
dom of the molecule studied and they consist of the typical two, three and four-body
interactions, namely stretching, bending (or rotation) and dihedral (torsional), respec-
tively. The-two body potential has a harmonic form in which the bond between atom i
and j is defined as a spring of stiffness k and depends on the (scalar) interatomic distance
only. Its general form is the one of equation (2.16) where r0ij

is the equilibrium distance,
rij the actual distance between atoms i and j and kij is the related elastic constant:

U(rij) =
1

2
kij(rij − r0ij

)2 (2.16)

Also the three-body potential has a harmonic form describing the bending angle θ of three
atoms i, j and k as written in by equation (2.17) where θ0ijk

is the equilibrium angle, θijk

its actual value and Kθ is the angular stiffness constant:

U(rijk) =
1

2
Kθ(θijk − θ0ijk

)2 (2.17)

The four-body potential is defined by a dihedral angle potential and it describes torsional
forces acting along a chain of four atoms bonded to each other. The dihedral angle φijkl

describes the rotation of the bonds ij and kl around the axis jk. Its general form is given
by equation (2.18) where Vijkl represents the Fourier constant and m runs over each index
for the four atoms:

U(rijkl) =
1

2

4∑

m=1

Vijkl [1 + (−1)m cos(mφijkl)] (2.18)

2.1.2.3 Non-bonding interactions

The non-bonding intermolecular interactions include van der Waals (vdW) and long-range
electrostatic interactions. The vdW interactions are expressed in terms of the Lennard-
Jones potential (LJ 12-6) with the general form given by the equation (2.19).

U(rij) = 4ǫij





(

σij

rij

)12

−
(

σij

rij

)6


 (2.19)

where the parameters σij represent the distances between atoms i and j, and ǫij the well

Figure 2.2. Lennard-Jones interatomic potential.
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depth. The LJ parameters of different atoms are usually obtained by using the Lorentz-
Berthelot combining rules of like-atom pairs[151]:

σij =

(
σii + σjj

2

)

, ǫij =
√

ǫiiǫjj (2.20)

The σij and ǫij values used in the present work are the ones proposed by Canongia Lopez
et al.[146] The LJ potential becomes 0 when σij = rij and has a minimum at the distance
rij = 21/6σij . The 6 power term represents the attractive long-range interaction (dominant
at large distances), whereas the 12 power one is the short-range repulsive interaction
(dominant at short range) accounting for the Pauli’s principle as shown in Figure 2.2. In
OPLS-AA and in CL&P FF the (short-range) electrostatic interaction is described by a
Coulomb potential that takes into account the electrostatic charge of each atom, and it
can be attractive or repulsive depending on the values of qi and qj as

U(rij) =
1

4πǫ0

qiqj

rij
(2.21)

where qi, and qj are electrostatic charges for atoms i and j respectively, ǫ0 is the vacuum
dielectric constant, and rij = |þri − þrj | is the interatomic distance. Nevertheless, long-
range electrostatic correction decaying with a power law slower than r−3 are not taken
into account by the Coulomb potential. A typical method to describe the long-range
electrostatic interactions is the Ewald summation[152, 153]. This is what is usually done
to compute the electrostatic interactions in a periodic system[154]. The total electrostatic
energy is expressed as

Uc =
1

2V0ǫ0ǫ

∝∑

k Ó=0

exp

(

− k2

4α2

)

k2

∣
∣
∣
∣
∣
∣

N∑

j

qj exp(−iþk.þrj)

∣
∣
∣
∣
∣
∣

2

+
1

4πǫ0

N∗

∑

n<j

qjqn

rnj
erfc(αrnj)

− 1

4πǫ0ǫ

∑

molecules
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∑

l6m

qlqm

[

δlm
α√
π

+
erf(αrlm)
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j
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2





(2.22)

where N is the number of charged atoms in the system and N∗ the same number discount-
ing any excluded (intramolecular) interactions. M∗ is the number of excluded atoms in a
given molecule and includes the atomic self correction, F⋆ represents the number of frozen
atoms in the MD cell. The final term is the Fuchs correction for charged systems[155]. V0

is the simulation cell volume and þk is a reciprocal lattice vector defined by:

þk = lþu + mþv + nþw (2.23)

where l m, n are integers and þu,þv, þw are the reciprocal space basis vectors.

V0 = |a.b × c| (2.24)

In practice, the convergence of the Ewald sum is controlled by three variables: the real
space cutoff rcut; the convergence parameter α and the largest reciprocal space vector þkmax

used in the reciprocal space sum [154].
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The force on an atom j is obtained by direct calculation of the gradient, resulting in

þFj =
1

V0ǫ0

∝∑

k Ó=0

iþk exp(iþk.þrj)

exp

(

− k2

4α2

)

k2

N∑

n

qn exp(−iþk.þrn)

+
qj

4πǫ0

N∗

∑

n

qn

r3
nj

[

erfc(αrnj)
2αrnj√

π
exp (−α2r2

nj)

]

þrnj

− qj

4πǫ0

M∗

∑

l

ql

r3
lj

[

erf(αrlj) − 2αrlj√
π

exp (−α2r2
lj)

]

þrlj

(2.25)

The Ewald method splits the (electrostatic) sum for an infinite periodic system into a
damped real space sum and a reciprocal space sum. The convergence rate of both sums is
governed by α. Evaluation of the real space sum is truncated at r = rcut so it is crucial to
select α in a way that contributions to the real space sum are negligible for r > rcut[154].
The relative error ε in the real space sum truncated at rcut is approximated by

ε ≈ 1

rcut
exp [−(αrcut)

2] (2.26)

and the relative error in the reciprocal space term is

ε ≈ 1

k2
max

exp

[

−
(

k2
max

4α

)]

, kmax =
2π

L
Nmax (2.27)

where kmax is the largest k-vector considered in reciprocal space, L is the width of the cell
in the specified direction and Mmax is an integer.

2.1.2.4 Polarizable FFs for ILs

The first attempts to model ionic systems such as ILs using traditional non-polarizable FF
evidenced challenges for a quantitative prediction of transport properties. Several stud-
ies indicated that special attention should be paid to polarization effects in systems with
high ionic concentrations. Non-polarizable FF systematically underestimate diffusion co-
efficients and fail to predict other dynamical proprieties such as viscosity or conductivity,
indicating a misrepresentation of contributions in the interaction potential. As mentioned
in Chapter 1, improvement can be achieved trough scaled-net-charges or modification of
the vdW potential. In the first approach, denoted as scaled-charge models, the ionic charge
is reduced to represent charge transfer and/or polarisation effects observed originally for
isolated cation-anion pairs in the gas phase. Scaling factors of a typical range of 0.5–0.9
are obtained from first-principles calculations of charge distributions on a single ion pair
or small clusters or chosen empirically[82]. For example, Bhargava et al.[111] proposed a
universal value of 0.8 for scaling the charges in the CL&P force field, which increased the
individual ionic diffusion coefficients of by a few order of magnitude, improving the agree-
ment with experiments. The enhanced dynamics in a system with reduced charges can be
explained by the weakening of cation-anion electrostatic interactions, associated to the de-
crease in cohesive energy. The second approach to modify non-polarisable FFs consists in
keeping integer ionic charges and using empirical adjustment of the vdW potential. With
this approach, Ludwig et al.[86, 87] reparametrized the CL&P FF for imidazolium-based
ILs improving the prediction vaporisation heat, self-diffusion coefficients, viscosity and
reorientational correlation times and resulting in a better agreement with experimental
values. This latter refinement of the (non-polarisable) CL&P FF corresponds to one of
the two FFs used in the present work.
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A different approach consists in the explicit inclusion of polarization effects to improve FFs
for ILs. This research line has been pioneered in the last few years with a recent detailed
review summarising the main features[85]. Polarization can be represented explicitly us-
ing different methods, mainly fluctuating charges, induced point dipoles, or Drude-induced
dipoles. In particular, the latter one is the most benchmarked nowadays for ILs and ionic
systems and it is implemented in several codes. This approach is the one used by Golovizn-
ina et al.[88, 89, 156] for the development of the polarizable FF CL&Pol, derived from
the CL&P fixed-charge FF that describes most families of ILs, in a form compatible with
OPLS-AA, one of the major FFs for organic compounds. In the CL&Pol, Drude-induced
dipoles are used with parameters determined from atomic polarizabilities. The original
CL&P FF is modified with the inclusion of the Drude dipoles to avoid double-counting
of polarization effects. This modification makes use of first-principles calculations of the
dispersion and includes vdW interactions using symmetry-adapted perturbation theory
(SAPT) for a set of dimers composed of positive, negative, and neutral fragments repre-
sentative of a wide variety of ILs. A fragment approach provides transferability, allowing
the representation of a wide spectrum of ILs cation and anion, including different func-
tional groups, without the need to reparametrize (see blocks diagram in Figure 2.3)[156].

Figure 2.3. Blocks diagram used to develop the CL&Pol force field[156].

The CL&Pol FF uses the Drude induced-dipole method[157–159] to account for polar-
izable effects and it requires atomic polarisability for the FF set up, although an additional
particle per polarisable atom is introduced. A Drude induced dipole is made by two point
charges of opposite sign, a positively-charged Drude core (Dc), at the centre the atomic
site r, and a negatively-charged Drude particle (Dp), connected to its core by a harmonic
spring with an equilibrium distance d of zero. The charges pair induces a dipole under
an external electrostatic field þE, equation (2.28), and the magnitude is determined by
the Drude charges, qD,i, and by the force constant of the spring, κD, which are related
through the polarisability equation (2.29).

þµi = qD,i × þdi =
q2

D,i

κD

þE (2.28)

αi =
q2

D,i

κD
(2.29)

A displacement of a Dp from its Dc should not exceed a typical value of ‖þd‖ = 0.10–0.15 1Å
being sufficiently small compared to any interatomic distance, allowing the µ to be consid-
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ered as a point dipole. The Coulomb interaction of the Dc-Dp pairs with atomic partial
charges and induced dipoles then can be evaluated via point charges. The CL&Pol FF is
based on the atomic polarisabilities computed by Schröder[160–162]. In the CL&Pol FF,
all heavy atoms are considered as polarizable, while the polarizability of hydrogen atoms
is merged into the polarizability of the atoms to which they are bonded. The mass of Dp
is set as mD = 0.4 au and the force constant of the harmonic spring between Dc and DP
set is κD = 4184 kJ·mol−1 [62, 156]. Thole damping functions are used in CL&Pol FF
to reduce at short range the electrostatic interactions between induced dipoles, to avoid
excessive correlation between neighboring Dp. In the present thesis work, the parameters
for CL&Pol FF were taken directly from [88, 89, 156] or obtained following the procedure
reported by the developers[163, 164].

2.1.2.5 FFs for TDMCs

CMD simulations offer a general methodology to study 2D layered materials and solid/liquid
interfaces involving different types of interactions. In the last decade, several FFs (or the
combination of different FFs) have been applied to describe ILs at the interface with solid
substrates. However, different performances and degree of accuracy have been reported for
a variety of key properties measured experimentally (Table 2.1). For instance, computed
surface energies and elastic constants deviate more than 50% with respect to experiments.
Cohesive energies of small molecules on heavy metal surfaces and wettability properties
such as water contact angle can have errors amounting even to 100% depending on the
type of model used[165]. The FF developed by Sresht et al.[94] in 2017 found several
promising applications also to the study of the interactions of MoS2 with liquids, whether
aqueous or organic (IL and polymer). This FF (denoted as srFF hereafter) allows to repro-
duce the properties of bulk 2H-MoS2, with special attention to the distinction between the
covalent, intralayer terms and the noncovalent, interlayer Coulombic and van der Waals
interactions. The srFF is compatible with MD FFs for liquids and consists of partial
charges and 6-12 LJ parameters for S and Mo, as well as of harmonic potentials for bonds
and angles. It has been parameterized over DFT atomic charges and experimental lattice
parameters, elastic constants, bulk modulus, and Young’s modulus of 2H-MoS2[94]. This
parametrization has been validated by contact-angle simulations (with water and apolar
liquids) to demonstrate the ability of the srFF to simulate both mechanical and interfacial
systems, and its transferability to nonaqueous systems.

2.1.3 Thermodynamic ensembles for molecular simulations

A thermodynamic ensemble is a statistical collection of particles in static equilibrium al-
lowing to evaluate the thermodynamic properties of a targeted real system. To understand
the process of energy transfer between particles in a microscopic system and its macro-
scopic effects, the whole system is subdivided into several sub-parts called accessible states
and each state is governed by one of the large thermodynamic ensembles: microcanonical
ensemble, canonical ensemble, isobaric-isothermal ensemble, grand canonical ensemble. In
the following the main aspects of each ensemble are briefly presented:
Microcanonical ensemble (NVE): NVE ensemble is a physical system where the total vol-
ume V, the number of particles N and the energy ENV E remain constant and, in this
respect, can be regarded as an ensemble completely isolated from any external environ-
ment in the sense that no exchange of matter or energy occurs outside the ensemble. For
this ensemble, the fundamental assumption of statistical mechanics is that every com-
patible stationary quantum micro-state is equally probable. Properties of a system in a
macro-state are calculated by averaging its values over the ensemble micro-states[166].
The conservation of the internal energy is a direct consequence of the absence of external
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Table 2.1. Comparison of key properties of 2H-MoS2 according to experiments and computational methods. From left to right: method, lattice
parameters, Mo-S bond distance (r0), cleavage energy of the (001) basal plane (Ecleav), major IR/Raman peak, in-plane Young’ modulus (Y), bulk
modulus (B), contact angle with liquids at 298K, atom mobility, compatibility and transferability of the potential.[165]

Lattice Parametter Contac angle(◦)

Method a(Å) c(Å) r0(Å) Ecleav(mJ/m2) (cm−1) Y(Gpa) B(GPa) H2O CH2I2 All atoms Applicable potential
mobile and compatibility

Exp 3.16 12.3 2.37 45-121 384 170-300 43±3 69±4 15±2 Yes NA
IFF 3.16 12.25 2.38 150±2 360±5 175±2 41.7±1 69±2 15±2 Yes IFF, CVFF, PCFF, OPLS-AA

Dreiding, CHARMM, AMBER
DFT 3.19 12.45 2.43 160-284 387 220 68 NA NA Yes NA
SR(2017) 3.16 12.16 NA 241 160 226 43.7 69.6 0 Yes OPLS
LU(2016) NA NA NA NA NA NA NA 86-90 NA Yes OPLS
JI(2013) 3.21 11.25 2.39 NA NA 229 NA NA NA Yes Stillinger-Weber(SW)
DA(2012) 3.20 11.59 2.42 NA NA NA NA NA NA Yes QEq
VA9(2010) 3.25 12.23 2.45 NA 404 NA NA 0 NA No CVFF
VA8(2010) 3.21 12.27 2.41 NA 584 NA NA 0 NA No CVFF
LI(2009) 3.16 12.31 2.45 NA NA NA NA 97.9 NA Yes REBO
ON(2009) 3.16 12.45 2.40 NA NA NA NA NA NA No Buckingham
MO(2008) 3.05 13.89 2.34 NA NA NA NA 69.4 NA No Buckingham
BE(2003) 3.16 12.31 2.43 NA NA NA NA 0 NA No Embedded
FA(1996) 3.16 12.05 2.42 NA NA NA NA 0 NA Yes Embedded empirical
BR(1992) 3.17 12.28 2.42 NA NA NA NA 0 NA No Empirical without Coulomb
DR(1988) 3.19 11.74 2.42 NA NA NA NA 0 NA Yes Empirical without Coulomb
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interactions and the general expression is

E(N, V, E) = EK + EP (2.30)

where EK and EP represent the kinetic and potential energy, respectively.
Canonical ensemble (NVT): In the NVT ensemble the number of particles N, the volume V
and the temperature T are constant. The system is in thermal equilibrium and energy can
be transferred between a system and its environment, whereas particles are not exchanged.
The Canonical ensemble assumes that the system is immersed in a heat bath at a given
temperature T (thermostat), that keeps the temperature constant. The Helmholtz free
energy F (T, V, N ) is at its minimum at the thermodynamic equilibrium and is defined
as

F (N, V, T ) = E(N, V, E) − T × S (2.31)

where T is the absolute temperature, E(N,V,E) is the internal energy (equation (2.30)
) and S is the entropy.
Isobaric-Isothermal ensemble (NPT): In the isobaric-isothermal ensemble the number of
particles N pressure P and temperature T are constant. A thermostat is used to conserve
the temperature, and a barostat to maintain a constant pressure. The volume V is allowed
to change, whether isotropically or anisotropically, and the only invariant physical quantity
is the Gibbs free energy G(N, P, T ) expressed as

G(N, P, T ) = F (N, V, T ) + P × V (2.32)

where F(N, V, T) is the Helmholtz free energy, P and V are the pressure and volume,
respectively (equation (2.31) ).

2.1.4 Thermostats and Barostats

In classical MD to simulate a system at constant temperature a thermostat is applied
to control the temperature and a barostat is used to keep the system on average at a
given external pressure (stress tensor) during the dynamics. Several thermostats and
barostats have been proposed over the years: Nosé-Hoover thermostat[167–170], An-
dersen thermostat[171], Berendsen thermostat[172], Hoover barostat[170, 173], Andersen
barostat[171], Parrinello-rhaman[174–176] and Berendsen barostat[172]. In the present
doctoral project we make use of the Nosé-Hoover thermostat and Hoover barostat.

2.1.4.1 Nosé-Hoover thermostat

In the Nosé-Hoover approach[168, 170] a single additional (dynamical) variable s is used
to complement the Hamiltonian HNV T and to describe the heat bath, thus obtaining

HNV T =
∑

i

P2
i

2mis2
+

1

2

∑

ij,iÓ=j

U(ri − rj) +
p2

s

2Q
+ gkbT ln(s) (2.33)

where g is the number of system-independent degrees of freedom, ps is the conjugate
momentum, ri and Pi are coordinate and momentum of particle i respectively, Q is a
fictitious mass , and kb is the Boltzmann constant.
From above Hamiltonian we can get the Nosé equations of motions:

Ṙi =
Pi

mis2
, Ṗi = Fi , ṡ =

ps

Q
, ṗs =

1

s

{
∑

i

P2
i

mis2
− gkbT

}

(2.34)
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By using this original idea, Hoover has shown that these equations can be simplified by
using a scaled momentum and a scaled time:

p′
s =

ps

s
, ζ =

ps

Q
, t′ =

∫ t

0

1

s
dt (2.35)

In the scaled momentum p′ and scaled time t′ the equations of motion become

Ṙ
′

i =
P′

i

mi
, Ṗ

′

i = Fi − ζP
′

i , Q = gkbTextτ
2
T (2.36)

where τT is an arbitrary time constant governing the rate at which the equations of motion
damp out fluctuations in the kinetic energy (normally in the range [0.5, 2]ps)
The thermostat friction coefficient ζ is controlled by the equation (2.37):

dζ

dt′
=

1

Q

[
∑

i

P
′2
i

mi
− gkbText

]

=gkb

[
T (t) − Text

Q

]
(2.37)

where T (t) is is the instantaneous temperature of the system at time t and Text is the
external target temperature around which the system oscillates (constant on average).
The equations (2.36) and (2.37) are the Nosé-Hover equations for the thermostat. However
in the Nosé-Hoover algorithm, a careful choice of fictitious mass Q is crucial, since too
large values of Q (loose coupling) can result in a bad temperature control. Although any
finite (positive) mass is sufficient to guarantee in principle the generation of a canonical
ensemble, excessively large values of Q will be able to reach a canonical distribution
only after very long simulation times. Conversely, too small Q values (tight coupling) can
cause high frequency temperature oscillations, the variable s would oscillate at a very high
frequency, and in general it will be out of resonance with the characteristic frequencies
of the real system, thus giving a thermostat decoupled from the particles motion (slow
exchange of kinetic energy).

2.1.4.2 Hoover barostat

In the Hoover approach[173] the Hamiltonian HNP T is given by :

HNP T =
∑

i

P2
i

2mi
+

1

2

∑

iÓ=j

U(ri − rj) +
1

2
Qζ(t)2 + ̺extV (t) +

1

2
Wη(t)2

+

∫ t

0

[(

Qζ(t′)

τ2
T

)

+ kbText

]

dt′

(2.38)

where Q and W are the fictitious mass of the thermostat and the barostat, η is the barostat
friction coefficient, ζ is the thermostat friction coefficient, V is the system volume, τT and
τP are specified time constants for temperature and pressure fluctuation respectively, ̺(t)
and T (t) are the instantaneous pressure and temperature, ̺ext and Text are the external
pressure and temperature.
From above Hamiltonian, for isotropic fluctuations the equations of motion are given by:

dPi(t)

dt
= Fi(t) − [ζ(t) + η(t))] Pi(t) ,

dri(t)

dt
=

Pi(t)

mi
+ η[ri(t) + R0] (2.39)

with R0 the system centre of mass.
The thermostat friction coefficient ζ is controlled by the equation (2.40)
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dζ(t)

dt
= gkb

[
T (t) − Text

Q

]

+

[

Wη(t)2 − kbText

Q

]

, Q = gkbTextτ
2
T (2.40)

The barostat friction coefficient η is controlled by the equation (2.41)

dη(t)

dt
= 3V (t)

[
(̺(t) − ̺ext)

W

]

− ζ(t)η(t) , W = gkbTextτ
2
P (2.41)

and the volume of system by the equation (2.42)

dV (t)

dt
= 3η(t)V (t) (2.42)

As specified for the Nosé-Hoover thermostat, it is important to make a good choice of the
fictitious mass W .
The equations (2.39), (2.40), (2.41), (2.42) are the Hoover equations for the barostat.

2.2 Density functional theory-based first-principles meth-
ods

2.2.1 Density functional theory in a nutshell

Density functional theory (DFT) has become a reliable many-body formulation of quan-
tum mechanics suitable for applications in a wealth of domains, from solid-state physics to
materials science and biochemistry. It allows for the calculation of the electronic structure
(ground state) of atoms, molecules and extended systems at an affordable computational
workload. The original DFT idea derives from the Thomas and Fermi[177, 178] electron
”gas” formulation assuming a Fermi-Dirac statistics. Hohenberg, Kohn, and Sham es-
tablished in the mid-1960s the grounding foundations of DFT[179] in which electrons are
the quantum objects whereas nuclei are treated as classical point-like particles. In the
following a brief outline of the DFT formulation is recalled.
Hohenberg and Kohn (HK)[179] demonstrated that the total energy of a multi-electron
system under the action of an external potential Vext is determined by the overall electron
density of the ground state ρ(r):

E[ρ(r)] = FHK [ρ(r)] +

∫

ρ(r)Vext(r) d3r (2.43)

where FHK is the HK universal functional independent from the external potential and
it entails the quantum complex many-body effects, although its explicit form is unknown.
The exact ground state density of the system is given by the specific distribution ρ(r)
that minimizes the total energy E[ρ(r)]. Hence, the many-particle wave function can be
replaced by a ground state electronic density to simplify the electronic structure problem.
Although the HK theorems constitute a solid basis for DFT, reducing the problem from
wavefunction to density approach, they did not provide an explicit way to obtain the
ground state density. Subsequently, Kohn and Sham (KS)[180] established a procedure
to compute the ground state by minimizing the energy functional. In the KS procedure,
authors proposed to replace the original interactive problem by a non-interactive one
where the instantaneous electrons repulsion is replaced by an effective potential (as in
a mean-field approach).This is achieved by the decomposition of the electronic charge
density in a set of one-particle orthonormal orbitals (similar to that of the Hartree-Fock
approximation) where the only constraint is that their square module sum must be equal
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to ρ(r). This resumes to use a fictitious non-interacting system that produces the same
density of its interacting counterpart. The energy functional is then expressed as:

E[ρ(r)] = TKS [ρ(r)] + EH [ρ(r)] + EXC [ρ(r)] +

∫

ρ(r)Vext(r) d3r (2.44)

where TKS [ρ(r)] is the kinetic energy functional of non-interacting mono-electronic or-
bitals:

TKS [ρ(r)] = −1

2

N∑

i

∫

ψ∗
i (r)∇2ψi(r) d3r (2.45)

with density ρ(r) expressed as the sum of one-electron KS orbitals ψi and fi being the
occupation number of the ith orbital:

ρ(r) = −
N∑

i

fi|ψi(r)|2 (2.46)

EH [ρ(r)] is the electrostatic Hartree interaction:

EH [ρ(r)] =
1

2

∫∫
ρ(r′)ρ(r)

|r − r′| d3r′d3r (2.47)

The EXC [ρ(r)] is the exchange and correlation energy accounting for the complexity of
the unknown part of FHK functional, although its explicit form is unknown.

EXC [ρ(r)] = T [ρ(r)] − TKS [ρ(r)] + Eext[ρ(r)] − EH [ρ(r)] (2.48)

where

Eext[ρ(r)] = −
∫

ρ(r)
N∑

I=1

ZI

|r − RI | d3r +
N∑

I<J

ZI × ZJ

|RI − RJ | (2.49)

The effective potential becomes

V eff (r) = Vext(r) + VH(r) + VXC(r) (2.50)

where the first term Vext is an external potential due to the ions and, in this respect, the
term ”external” (currently used in the literature) is not entirely correct, since ions are part
of the system and are just ”external” to the electronic degrees of freedom. The second
term VH is the Coulomb electrostatic repulsion among the electrons (Hartree potential)
and the last term VXC is the exchange-correlation potential. These terms are summarized
by (2.51), (2.52) and (2.53).

Vext(r) = −
N∑

I=1

ZI

|r − RI | (2.51)

VH(r) =
1

2

∫
ρ(r′)

|r − r′| d3r′ (2.52)

VXC(r) =
δEXC [ρ(r)]

δρ(r)
(2.53)

{

−1

2
∇2 + Vext(r) + VH(r) + VXC(r)

}

ψi(r) = ǫiψi(r)
{

−1

2
∇2 + V eff (r)

}

ψi(r) = ǫiψi(r)

HKS
e ψi(r) = ǫiψi(r)

(2.54)

which are one-electron equations involving an effective one-particle Hamiltonian HKS
e with

the local effective potential V eff .

43



2.2.2 Exchange and correlation approximations

DFT is, by construction, an exact theory for the ground state. Nevertheless, the exact
analytic form of EXC [ρ(r)] remains unknown. Many approximations have been proposed
to get an (approximated) analytical formulation. Their success depends on the achievable
accuracy. In this respect, the functional proposed by Perdew et al.[181] was a remarkable
step toward the so-called chemical accuracy. Depending on their formulation, XC func-
tionals can be either empirical (derived by fitting known data on atoms or molecules) or
non-empirical based on some physical properties. In the following, the most common XC
functionals used in this work will be briefly presented.
Local Density Approximation (LDA): The LDA represents the simplest approximation
for EXC [ρ(r)] and consists in assuming that the exchange-correlation energy per each in-
finitesimal volume of the electron density of the real inhomogeneous system is supposed
to be uniform (homogeneous electron gas)[182] as:

ELDA
xc [ρ(r)] =

∫

ρ(r)ǫxc(ρ(r)) d3r (2.55)

The exchange-correlation energy per particle of a homogeneous electron gas ǫxc can be
separated into an exchange and a correlation contribution (ǫx and ǫc respectively). The ex-
change energy ELDA

xc [ρ(r)] for a homogeneous electron gas has an analytical formulation[183,
184] whereas the correlation part is not known explicitly but can be approximated as done
by Ceperley and Alder via Quantum Monte Carlo calculations[185] and then parametrized.
[186] Despite the fact that LDA is intuitively expected to be valid only for systems having
slowly varying densities, it was found to have reasonable performance even for strongly
inhomogeneous systems (despite some limitations). This is often due to an error com-
pensation between the overestimation of exchange and the underestimation of correlation
parts.
General Gradient Approximation (GGA): An improvement over the LDA approximation,
although not being an analytical expansion, is to include beside the density its gradi-
ent. This is what is generally done in Generalized Gradient Approximations functionals
(also referred to as semilocal). The accuracy of energy barriers, molecular geometries,
atomization energies and total energies improves and the general form reads:

EGGA
xc [ρ, ∇ρ] =

∫

fGGA(ρ(r), ∇ρ(r)) d3r (2.56)

Typically, the contributions to the exchange and correlation terms are calculated sepa-
rately as in:

EGGA
xc [ρ, ∇ρ] = EGGA

x [ρ, ∇ρ] + EGGA
c [ρ, ∇ρ] (2.57)

with the EGGA
x [ρ, ∇ρ] being defined as

EGGA
x [ρ, ∇ρ] =

∫

ρ(r)ǫx[ρ(r)]F GGA
x (s) d3r (2.58)

with s being the dimensionless reduced density gradient, or, better, its modulus,

s(r) =
|∇ρ(r)|

2kF (r)ρ(r)
(2.59)

and with kF (r) = (3π2ρ(r))1/3 as the the local Fermi wavevector. Among the wide range
of GGA functionals such as Perdew-Wang (PW91), PerdewBurke-Ernzerhof (PBE) or
Becke-Lee-Yang-Parr (BLYP), the BLYP formulation is the one mostly used in this thesis,
composed by the Becke’s exchange[187] and the Lee-Yang-Parr correlation[113].
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2.2.3 Planewave basis sets and pseudopotentials

To solve explicitly the KS equation a basis set has to be selected to expand the wavefunc-
tions. This choice is crucial for any implementation of the DFT theory and determines
the type of code that will be developed. In the specific case of plane waves (PW), used in
several packages, and well suited for condensed matter systems, especially when periodic
boundary conditions (PBC) are used, this allows to get a set of basis functions no depend-
ing on the atomic coordinates. The effective potential V eff depending on the positions of
the ions must satisfy the following periodicity conditions:

V eff (r + a) = V eff (r) (2.60)

where a is an arbitrary translation of (an integer number of) the periodicity of the system.
Due to the periodicity of the effective potential, the electronic wavefunctions ψ(r) are also
periodic and written as:

ψi,k(r) = eir·kui,k(r) (2.61)

where k is the reciprocal space vector and ui,k(r) is the arbitrary function having the
periodicity of the system. The PW representation then becomes the Fourier series:

ui,k(r) =
∑

G

Ci,k(G)eir·G (2.62)

consistently with the Bloch theorem[188] and where Ci,k are the Fourier coefficients de-
pending on the G vectors of the reciprocal space. The electronic wavefunctions are then
expressed as

ψi,k(r) =
∑

G

Ci,k(G)eir·(G+k) (2.63)

Although the vector set k is now discrete and finite, the numerical calculation of the elec-
tronic wave functions ψi,k(r) is infeasible since equation (2.63) would imply an infinite
sum, clearly impossible in practice. From a physical and numerical standpoint, such an
infinite sum makes however little sense. On one hand the Fourier series has a uniform
convergence property making the coefficients Ci,k(G) decreasing systematically with in-
creasing G, thus assuming values that can be either below the DFT accuracy or below
the computer accuracy, or both. The sum can then be safely truncated at a proper cut-off
value Gcut. This determines a corresponding cutoff kinetic energy Ecut as:

Ecut =
h2

8π2me
|k + Gcut|2 (2.64)

This cutoff energy is system dependent and must be carefully selected to get accurate
results, thus the number of PWs NP W can vary according to the specific system simulated
and can be expressed by:

NP W =
1

2π2
V E

3/2
cut (2.65)

In the representation of the wave functions, a short-scale (yet computationally demanding)
part is represented by the core electrons generally inert and do not participate actively in
the chemical boding. For this reason, they can be replaced by effective pseudopotentials
(PPs) with a considerable reduction in the number of electrons to be explicitly considered.
The PPs[189] allow to describe the core-valence interaction by using explicitly only the
valence states. This approximation amounts at modifying the shape of the external po-
tential Vext(r) by replacing the strong electron-ion potential (external potential) with a
softer potential, a pseudo-potential (PP) able to describe all the salient characteristics
of a valence electron (Figure 2.4). These pseudo-electronic states have exactly the same
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potential outside a given core region as the original electrons, but have a much smoother
potential inside the core. Analogously, the pseudo-wave functions are smoother and node-
less, matching the all-electron solutions outside the core region, thus making easier and
tractable complex extended systems.

Figure 2.4. Schematic illustration of all-electron (solid lines) and pseudo-electron (dashed
lines) potentials and their corresponding wave functions. The radius at which all-electron
and pseudo-electron values match is designated as rc[190].

In norm-conserving pseudopotentials, each eigenstate of the multi-electronic Schrödinger
equation is defined by three quantum numbers (n, l, m) where n is the principal quantum
number (namely the energy level), l is the secondary quantum number (angular momen-
tum) and m is a magnetic quantum number. The wave function is written analytically
as:

ψn,l,m(r, θ, φ) = Rn,l(r)Yl,m(θ, φ) (2.66)

where Rn,l(r) is the radial part and Yl,m(θ, ψ) are spherical harmonics. The family of
norm-conserved pseudopotentials respects the following conditions:

• Identity of pseudo (PS) and all-electron (AE) eigenvalues for a given configuration

εAE
n,l = εP S

n,l (2.67)

• The real and pseudo wave functions are equal beyond the chosen cutoff radius rc

RAE
n,l (r) = RP S

n,l (r) for r > rc (2.68)

• The integrals of the real and pseudo charge densities agree for each valence state
(norm-conserving)[191–193]

∫ rc

0
|RAE

n,l (r)|2r2dr =

∫ rc

0
|RP S

n,l (r)|2r2dr (2.69)
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Many types of norm-conserving PPs have been proposed such as Troullier and Martins[194,
195], Kerker[196], Haman, Schluter and Chiang[191, 197], Goedecker, Teter and Hutter[198]
and even non-norm-conserving (ultrasoft) ones (Vanderbilt[199]). The general form of a
PP is composed by a local and a non-local part:

V P P (r, r′) = V P P
loc (r) + V P P

non−loc(r, r′)

= V P P
loc (r) +

Lmax∑

l=1

l∑

m=−l

Y ∗
l,m(θ, φ)∆Vl(r)δ(r − r′)Yl,m(θ, φ)

(2.70)

The local part can be further rewritten as a sum of a Vcore and a short-range local part
∆Vloc:

V P P
loc (r) = {Vcore(r) + ∆Vloc(r)} δ(r, r′) (2.71)

2.2.4 Born-Oppenheimer and Car-Parrinello molecular dynamics

Born-Oppenheimer molecular dynamics (BOMD)
The Born-Oppenheimer (BO) molecular dynamics allows to simulate the motion of atoms
upon recalculation at each dynamical step of the electronic ground state, generally within
the DFT framework. In the BO approximation, the faster electronic motion can be sepa-
rated from that of the slower nuclei, in the sense that ground state electrons follow in an
adiabatic way the change in nuclear configuration. Thus, the electronic structure problem
reduces to solving a time-independent stationary Schrödinger-like(actually Kohn-Sham)
equations, whereas nuclei are propagated as in classical mechanics with the forces acting
on the nuclei computed from the total energy as computed upon the mentioned electronic
structure optimization[200]. The standard BOMD protocol can be summarized as follows:

• Fix positions of nuclei; solve the KS equations self-consistently for electronic mini-
mization.

• Compute electrostatic forces on each atom (via the Hellmann–Feynman theorem if
satisfied).

• Move atoms via classical mechanics (forward integration) with a given time step and
find new positions of atoms.

• Repeat the process until the end of the total simulation time.

The Lagrangian is given by:

LBO = Ekin − Epot =
1

2

∑

I

MIṘ2
I − Epot[ρ(r), {RI})] (2.72)

provided that ρ(r) is the actual ground state. The first term is the kinetic energies of the
nuclei, and the second term is the DFT total energy acting as the potential energy for the
nuclei. Computationally, this can become a very slow process due to full electronic mini-
mization required at each MD step. The BOMD scheme is summarized by the following
coupled equations:

MIR̈I = −∇Imin
Ψ0

{〈Ψ0|He|Ψ0〉}

HeΨ0 = E0Ψ0

(2.73)

where Ψ0 are the ground state wave functions and MI is the mass of the Ith nucleus.

Car-Parrinello molecular dynamics (CPMD)
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To avoid the need for optimization of the electronic structure at each simulation step (and
related full diagonalizaion of the Hamiltonian), in 1985 Car and Parrinello (CP)[106] pro-
posed to propagate in a dynamical Lagrangean way the ground state wavefunctions by
introducing a fictitious dynamics of the orbitals resulting in the extended Lagrangean:

LCP =
1

2

{
∑

I

MIṘ2
I +

∫

µψ̇∗
i (r)ψ̇i(r) d3r

}

︸ ︷︷ ︸

Kinetic energy

− 〈Ψ0|HKS
e |Ψ0〉

︸ ︷︷ ︸

Potential energy

+ Constraints
︸ ︷︷ ︸

orthonormality

(2.74)

with

constraints =
∑

ij

Λij(〈ψi|ψj〉 − δij) (2.75)

Λij are Lagrange multipliers associated with the orthonormalization constraints of the
wavefunctions:

〈ψi|ψj〉 =

∫

ψ∗
i (r)ψj(r) d3r = δij (2.76)

In the special case µ = 0 the CPMD reduces to the BOMD. In equation (2.74), the first
and second terms are the kinetic energies (real) of nuclei and the fictitious one of the
orbitals, respectively. The fictitious kinetic energy of the orbitals serves as a measure to
control the deviations of the CPMD from the exact BO surface[201]. The corresponding
equations of motion are obtained from the related Euler–Lagrange equations:

MIR̈I = −∂E({ψi}, {RI})

∂RI
(2.77)

µψ̈i = −δE({ψi}, {RI})

δψ∗
i

+
∑

j

Λijψj (2.78)

where µ is the fictitious electron mass controlling the adiabaticity of the system. The total
conserved CPMD energy is obtained when δij = 0 and given as:

Econs =
1

2

{
∑

I

MIṘ2
I +

∫

µψ̇∗
i (r)ψ̇i(r) d3r

}

+ E({ψi}, {RI}) (2.79)

while the orthonormality constraints on the orbitals ψi do not introduce any energy dis-
sipation and are computed iteratively along the dynamics.

2.2.5 Thermodynamic control: Nosé-Hoover and Blöchl-Parrinello ther-
mostats

In CPMD, analogously to what is done in CMD, the temperature control is ensured by the
use of thermostats.[170, 202] The idea of Nosé and Hoover[170, 202] for the classical parti-
cles (ions) was extended to the electronic degrees of freedom by Blöchl and Parrinello[203]
resulting in the dynamics expressed by:

MIR̈I = −∂E({ψi}, {RI})

∂RI
− MIṘI ṡ (2.80)

µψ̈i = −δE({ψi}, {RI})

δψ∗
i

+
∑

j

Λijψj − µψ̇iξ̇ (2.81)
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The frictions terms (MIṘI ṡ and µψ̇iξ̇) are governed by the two variables s and ξ of the
thermostats having their own equations of motion

QRs̈ = 2

{
∑

I

1

2
MIṘ2

I − 1

2
gkbT

}

(2.82)

Qeξ̈ = 2

{
∑

i

µ〈ψi|ψi〉 − Ekin
e

}

(2.83)

being (1/2)gkbT the average kinetic energy of the ionic sub-system, g = (3N + 1) the
number of degrees of freedom for the atomic motion in a system with N atoms, kb the
Boltzmann constant and T the physical temperature of the system. Ekin

e is the average
kinetic energy of the fictitious electronic sub-system. The masses QR and Qe determine
the time scale of the thermal fluctuations of the thermostats. In the special case in which
all the atoms have the same mass M , the fictitious kinetic energy is simplified as:

Ekin
ad = 2kbT

µ

M

∑

i

〈ψi| − 1

2
∇2|ψi〉 (2.84)

This Ekin
ad value is generally used to estimate the numerical value of fictitious kinetic energy

Ekin
e . However, the recommended value is about twice Ekin

ad [203] as shown in Figure 2.5.
The frequencies, ωT

R
, of the thermal fluctuations associated to the thermostat controlling

Figure 2.5. Heat transfer as a function of the pre-fixed average fictitious kinetic energy
Ekin

e of the electronic wave functions for solid aluminum at the melting point. The arrow
indicates the kinetic energy required for adiabatic motion of the electrons according to
equation (2.84)[203].

the ionic degrees of freedom are given by:

ωT
R =

√

2gkbT

QR

(2.85)

and for the frequencies ωT
e of the thermal fluctuations associated to the electronic ther-

mostat by:

ωT
e =

√

4Ekin
e

Qe
(2.86)

2.2.6 Adiabaticity control

One of the characteristics of the CPMD scheme is that it accounts for the properties of
the quantum spectrum of the electronic eigenvalues. By analyzing the harmonic frequency
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spectrum of the orbitals, we obtain (2.87):

ωij =
2(ǫi − ǫj)

µ
(2.87)

Where ǫi and ǫj are the eigenvalues of occupied and unoccupied orbitals, respectively. An
analytical approximation for the lowest possible electronic frequency can be obtained as:

ωmin
e ∝

(
Egap

µ

)1/2

(2.88)

being Egap the gap energy between the highest occupied orbital and the lowest unoccupied
one, and µ the fictitious electronic mass. In this equation we can see that the frequency
increases as the square root of the energy gap Egap. Hence, the key parameter controlling
the adiabatic separation between nuclear and electronic variables is the fictitious mass
µ[204]. However, a decrease of µ not only causes the shift of the electronic spectrum
upwards, but also allows to extend the frequency spectrum according to equation (2.87).
This stretching of the frequency spectrum leads to a subsequent increase in the maximum
frequency given by

ωmax
e ∝

(
Ecut

µ

)1/2

(2.89)

where Ecut is the largest kinetic energy in an expansion of the wavefunction in terms of a
plane wave basis set. The molecular dynamics time step ∆tmax is inversely proportional
to the highest frequency of the system, which is ωmax

e and is given as:

∆tmax ∝
(

µ

Ecut

)1/2

(2.90)

2.2.7 Impact of dispersion forces on the structural properties of liquids

The role of dispersion forces in modeling surfaces, interfaces and liquids has been shown to
be crucial for the proper quantitative description of the behaviour of these systems. Disor-
dered phases (organic and inorganic) can play a benchmark role in assessing the sensitiv-
ity of structural properties to the inclusion of dispersion forces (vdW) within DFT-based
FPMD methods. In this section, two different theoretical frameworks for the inclusion of
vdW interactions within DFT-based FPMD methods are briefly discussed and compared
for the case study of a liquid chalcogenide system: i. the fully first principles theoretical
approach proposed Silvestrelli et al.[205, 206] and Ikeda et al.[207] (making use of maxi-
mally localized Wannier functions (MLWF hereafter) and ii. the (semi)empirical correction
proposed by Grimme et al.[208] within the so-called D2 and D3 schemes. The former is
based on the update of the dispersion coefficients according to the time evolution of the
electronic structure, while the latter features vdW contributions skillfully extracted from
a large set of reference calculations but not sensitive to changes in the electronic structure
during the dynamics and, as such, not updated along a dynamical simulation. These two
approaches consider uniquely the case of dispersion effects treated as a quantity separable
from the main body of the Kohn–Sham Hamiltonian and linearly added to it, adopting
the expression C6/r6

ij , where rij is the interatomic distance between a pair of atoms i and
j. By following the D2 formulation of Grimme et al.[209], the dispersion contribution to
be added to the total energy takes the form:

ED2
vdW = −s6

N∑

i,j>i

Cij
6

r6
ij

fdamp(rij) (2.91)
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where Cij
6 is the coefficient for the atom pair i and j parameterized by quantum chemical

calculations on a wide set of training systems, s6 is a scaling factor depending on the
type of exchange-correlation functional used in these first-principle-based calculations,
and fdamp is a suitable damping coefficient. D2 is a largely tested methodology, already
applied for the modeling of disordered chalcogenides such glassy GeTe4[210] and liquid
GeSe2[211] and nanoporous chalcogenides gels[212, 213]. Along the lines pioneered with
D2, Grimme and coworkers later proposed a refinement, named D3, including also an
additional energy correction complementing equation (2.91) and consisting of a three-
body interaction as derived from the third order perturbation theory[214]. This extended
vdW correction has been indicated as affected by “less empiricism” and used in connection
with several exchange–correlation functionals, but also features improvements in terms of
cost and robustness. These ideas are claimed to provide unprecedented performances for
the treatment of dispersion forces and have been also tested on a few ILs systems[208].
However, a common feature of both the D2 and the D3 schemes is that they are not
intended to account for on-the-fly evolutions of the electronic structure with time. The
approach by Silvestrelli et al.[205, 206] and Ikeda et al.[207] provides this Cij

6 updating by
resorting to the use of MLWF. Accordingly, the coefficient C6 is written as (with indices
n, l at the place of i and j):

Cnl
6 =

3

32π3

∫

|r|<rc

d3r

∫

|r′|<rc

d3r′

√

wn(r)wl(r′)
√

wn(r) +
√

wl(r′)
(2.92)

The advantage of this scheme is its dependence on the localized character of wn(r) since,
in principle, the expression based on the local electronic density ρn(r) is written as

Cnl
6 =

3

32π3

∫

|r|<rc

d3r

∫

|r′|<rc

d3r′

√

ρn(r)ρl(r′)
√

ρn(r) +
√

ρl(r′)
(2.93)

but it is affected by the lack of a rigorous local definition for the total electronic density,
particularly when non-localized basis sets, such as PWs, do not allow for an unbiased
partitioning of the density. An additional simplification in handling the MLWF is that
the electronic structure information can be reduced to four numbers, the position (x,y,z)
of the MLWF center of mass, and its spread. At note that this implementation based
on localized orbitals allows following small electronic effects due to changes in the atomic
configurations, readily affecting the values taken by the dispersion coefficients.

In the following, the application and comparison of these different schemes for tak-
ing into account the dispersion forces are compared for the case of liquid GeSe4. The
total neutron structure factor Stot(k) of liquid GeSe4, obtained by linear combination
of the partial structure factor by accounting for the coherent neutron scattering lengths
and the concentration of the two species is shown in Figure 2.6. Stot(k) resulting from
the various dispersion schemes agrees well with the experimental data of Maruyama and
coworkers[215] provided one refers to the range of values of k larger than 2Å−1 in re-
ciprocal space. However, two notable exceptions can be remarked at lower k. The first
one is the strong disagreement recorded around 1Å−1 when using D3 (for both D3(A)
and D3(B) trajectories) as if the intermediate range order typically manifesting itself via
the presence of a peak around 1Å−1 were absent. The second, more surprising, is the
appearance of an outstanding feature detectable at very low values of k in the D3 cases.
A direct visual inspection of the structures obtained for the different dispersion schemes
reveals some macroscopic effects consistent with the peculiarity exhibited by D3. Figure
2.6 is insightful in this respect. While the snapshots extracted from No-vdW, D2, and
MLWF trajectories exhibit a fully homogeneous arrangement in space, the snapshot rel-
ative to D3 is indicative of an inner phase separation. This phenomenon, in addition to
being difficult to grasp on physical grounds, bears no resemblance to the phase separation
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Figure 2.6. Left: Total neutron structure factor of liquid GeSe4. The experimental data are
those of Ref. [215]. Haye (1998) stands for Ref. [216]. Right: Snapshots of configurations
obtained for liquid GeSe4 at T = 1073 K by using the four different treatments for the
inclusion of the dispersion forces detailed in the text. From top to bottom and from left
to right: No-vdW (top left), MLWF (top right), D2 (bottom left), D3(A) (bottom centre),
D3(B) (bottom right). The Ge atoms are in dark green, the Se atoms in brown, and the
unit cell is represented with a black line[217].

between GeSe4 and Sen subnetworks hypothesized in the past and is not substantiated by
any FPMD calculations. The puzzling evolution of the trajectory generated via D3(A) is
confirmed when starting from a different initial configuration (final configuration of the
D2 trajectory) and performing an additional 30 ps trajectory (D3(B) results). These re-
sults call for particular attention on the role of dispersion forces and their implementation
within DFT.
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Chapter 3

Modelling of ionic liquids in the
bulk phase

3.1 Context and objectives

Ionic liquids (ILs) bear great promise in green chemistry, environmental science and in-
novative electronic devices due to their unique properties, such as a tailorable structure,
chemical variety, and their mitigated environmental impact[218–221]. ILs consist of a mix-
ture of cations and anions and because of their rich interactions and microstructures, they
can act as solvents, active moieties in composite materials, and catalysts. This wide spec-
trum of applications makes ILs useful in the forefront fields of next-generation electronic
devices and green chemistry. In particular, alkylimidazolium ionic liquids represent a spe-
cial family of ILs based on the 1-alkyl-3-methylimidazolium cation in combination with
different anions. These ILs are among the most studied systems because of their remark-
able structural and electronic properties and the simplicity of synthetic methods for their
production. These ILs features strong interactions ranging from bare electrostatic forces to
hydrogen bonds (H-bonds) with complex nano- and micro-structural ordering[71, 222, 223].
Specifically, these ILs can realize H-bonds of different nature with interesting networking
properties[224–226]. As a consequence, this rich variety of interactions promotes the for-
mation of complex nanostructures (including ionic pairs, aggregates, or even ionic clusters)
which translates into interesting and unprecedented effects on the performance of ILs in
a wealth of applications[223]. The complex interplay between H-bonds and dipole prop-
erties of ILs is directly dependent on the features of the IL used. Beside their tunability
in terms of chemical compositions and physicochemical properties, these features have
shown to affect the ILs performance whether used as bulk solvent phases for catalysis or
as components in gating media for optoelectronic transistors[227–232].
Atomistic modeling, especially in terms of CMD simulations, has been provided a usefulin-
sight into the structural properties of ILs in the last decade, improving our understating of
their behaviour and complementing the data provided by experiments[13, 78–80]. Several
examples of CMD studies oriented to the comprehension of H-bonds features in ILs are
available nowadays[233–237]. First-principles molecular dynamics (FPMD) has also been
employed to obtain further insight into the structure, H-bonds and electronic properties of
a few ILs[110, 208, 238–243]. However these works have often been focused on individual
or small cluster of IL pairs, or small series of ILs, mainly because of the computational
workload inherent to an explicit treatment of the electronic structure. The purpose of the
present chapter is to explore, mainly via CMD methods, structural, hydrogen bonding and
dipole moment properties of a wide series of alkyl-imidazolium-based IL, some of which
is currently investigated in optoelectronic devices and field-effect transistors. The specific
family of ILs on which we focus is constituted by imidazolium-based cations with differ-
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ent lengths of the alkyl chain and the mostly experimentally exploited inorganic anions,
as sketched in Figure 3.1. As mentioned, this computational study makes use mainly of

Figure 3.1. A) Chemical structure of the ionic liquid cations and anions simulated in
this chapter: as cations 1-methyl(DMIM), 1-ethyl (EMIM), 1-butyl (BMIM) and 1-hexyl-
3-methylimidazolium (HMIM) and, as anions chlorine (Cl), tetrafluoro-borate (BF4),
hexafluoro-phosphate (PF6) and bis(trifluoromethyl-sulfonyl)imide(TFSI). B) Example of
structure and related atom indexing for 1-ethyl-3-methylimidazolium [EMIM] cation. C)
Typical molecular configurations of 200 IL pairs simulated by CMD. The blue spheres are
the EMIM whereas green, orange , yellow and purple correspond to Cl, BF4, PF6 and
TFSI anions.

CMD to simulate, within an identical and consistent approach, a large numbers of IL
systems and to extract their structural properties and related H-bond network features.
This CMD investigation is an essential step to tackle in a computational affordable way a
thorough exploration of such a relatively wide variety of ILs. For a selected number of IL
systems, first-principles molecular dynamics (FPMD) simulations are used to enrich the
information by the inclusion of the electronic structure and to refine our understanding
of their interaction without relying on ad-hoc parameterized FFs. This second stage of
this doctoral project allows for a better description of the chemical bonding and the elec-
trostatics regulating the H-bond network formation. Furthermore, the explicit inclusion
of the electronic degrees of freedom allows to get a deeper insight into the dipolar inter-
actions for a direct comparison with the CMD results. In a sense this is also an indirect
assessment of the FFs used in classical approaches.

3.2 Computational details

3.2.1 Classical molecular dynamics

The ILs on which this work is focused are made of imidazolium-based cations, specifically
we have considered 1-alkyl-3-methylimidazolium cations combined with different inorganic
anions having a general formula CxMIM+ -A−, where x = 1, 2, 4 and 6 (also termed
DMIM, EMIM, BMIM, and HMIM, respectively) and the anion A− is chloride Cl, or
tetrafluoro-borate BF4, or hexafluoro-phosphate PF6 or bis(trifluoromethane)-sulfonimide
TFSI. As outlined in Chapter 1 and 2, on a general ground, a non-polarizable FF is
often retained as sufficient to reproduce with appreciable accuracy the structure of the
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targeted ILs [237, 244, 245]. The specific FF mainly used in the present work is the CL&P
proposed and developed by Canongia Lopez and coworkers [13] with the parametrization
of Koddermann et al. [246] to better account for the dynamical properties of the bulk
ILs simulated. This FF is fitted on ab initio calculations and allows to simulate a wide
variety of ILs chemical structures including the specific ones targeted in this project. For
the specific case of EMIM-BF4, also the polarisable FF CL&Pol was tested to assess the
reliability of the results obtained in the absence of polarization. The development of the
CL&Pol FF parameters for this IL was obtained by following the procedure reported by the
developers[88, 156, 163, 247]. Such a procedure consisted in the parametrization of scaled
LJ parameters and point charges for the atoms and in the refining of suitable parameters
for the Drude particles allowing to describe the polarisability of this IL. Periodic boundary
conditions are applied to the bulk IL simulation cell and the dispersive interactions are
neglected beyond a cutoff of 15 Å. A standard Ewald summation, described in the second
chapter of this thesis, is used in the calculation of the electrostatic interaction to avoid
finite size effects. In the calculations conducted, we verified that the Ewald parameters
selected provide an accuracy of 10−5 atomic units (au). For each IL, we constructed two
simulation cells of different sizes, containing, respectively 20 and 200 IL pairs. The reason
for these different sizes of the same IL system will be clarified in the next paragraph and
in the ongoing discussion. It is anyhow clear that the larger systems accounting for 200
IL pairs are sufficiently large to ensure a statistically significant average of the structural
properties. The initial configuration has been realized as a random accommodation of IL
pairs inside a cubic box by means of the Packmol package[248], keeping into account the
steric encumbrance of the molecular building blocks, and the initial volume of this box
was selected based on the experimental density of the IL. The bulk equilibrated model
was then produced following a standard melt-quench procedure heating the systems up
to ∼ 1000 K for a simulation time of 2.5 ns, and then by cooling these same systems
to room temperature (∼ 300 K) in a sequence of steps in which a temperature decrease
of 100 K was imposed and on which the system was allowed to re-equilibrate for 1 ns
on each temperature plateau in the canonical ensemble (NVT). The initial 1000 K NVT
stage lasted for 2.5 ns to ensure the lose of memory of the initial configuration constructed
as reported above. After the NVT thermal cycle, a simulation stage in the isobaric-
isothermal ensemble (NPT) at T = 300 K and P = 1 atm was performed for 1.5 ns to get
well equilibrated and stress–free models, and to check the density of the simulated systems
with respect to the assumed experimental values. These preparatory simulations provided
the actual systems simulated for about 10 ns in the NVT ensemble. This corresponds to
the production stage in which statistics was collected and used to characterize the various
ILs. More precisely, the data analyzed and presented in the following paragraphs refer
to the final 5 ns in the NVT ensemble where trajectories were sampled each 1000 steps
and the system has been assessed as well equilibrated and free from any residual stress or
imposed configuration reminiscent of the original construction. Temperature and pressure
were controlled with a Nosé–Hoover thermostat [167, 168, 170] and a Hoover barostat
[170], respectively. The simulations using the non-polarisable CL&P FF were performed
with the DLPOLY package [249], and a standard Verlet Leapfrog algorithm is used for the
numerical integration of the equations of motion with a time step of 1.0 fs. Conversely,
the simulations using the polarisable CL&Pol FF were performed with the LAMMPS
package[250].

3.2.2 First-principles molecular dynamics

The explicit inclusion of the electronic structure is ensured by FPMD simulations done
on a selected number of IL models. To this aim, to make the system tractable within
this type of approach and to mitigate the computational workload, the smaller IL systems
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mentioned in the former paragraph were chosen. The dynamical FPMD simulations were
performed by resorting to the Car–Parrinello method[107] as implemented in the devel-
oper’s version of the CPMD[251] code. The valence-core interaction was described by
norm-conserving numerical pseudopotential of the Troullier-Martins[194, 195] type, and
the exchange and correlation interactions are expressed according to the functional forms
proposed by Becke[187] and Lee, Yang, and Parr[112] (BLYP), respectively. Long-range
van der Waals dispersion interactions, not included neither in the BLYP nor in any GGA
functional, are added according to the maximally localized Wannier functions[252] and
centers approach[206] boosted by a propagation scheme[207] to reduce the computational
burden. This vdW implementation is the one summarized in Section 2.2.7. Valence elec-
trons are treated explicitly and their wavefunctions are expanded on a PW basis set with
a cut-off of 100 Ry. This value was tuned upon monitoring of the convergence of the
stress tensor as a function of the number of PWs in the preparatory stage before moving
to the actual production run. We remark that this relatively large cut-off is crucial for
an accurate description of the electron density around several chemical species (O, N, S,
F, Cl) composing the ILs. Canonical NVT simulations were performed by controlling the
temperature via a Nosé–Hover[167, 168, 170] thermostat chain[202]. For the numerical
integration of the Car–Parrinello equations of motion a fictitious electron mass of 400.0 au
and a time step of 3.0 au (0.0726 fs) ensured good numerical control of the constants of mo-
tion. The ILs simulated with this first principles approach are [DMIM][Cl], [DMIM][BF4],
[DMIM[]PF6], [DMIM][TFSI], and [EMIM][BF4]. Each simulation started from its own
specific liquid phase model amounting to 20 pairs, which translates into a number of atoms
between 340 and 620, depending on the specific composition. A pre-equilibration stage
was done within our CMD scheme, following the thermal cycle explained above. This
allows to generate the initial configurations to be used for the FPMD simulations at 300
K. The stress tensor analysis done during NVT dynamical simulations at different cell
sizes was used to assess the actual size of the simulation cell to be used for the production
and the resulting theoretical density of the ILs turned out in appreciable agreement with
the experimental value. The system displays just a minimal residual pressure, compatible
with the DFT accuracy. In the following figure, as an example of the tests performed to
optimize each IL model density, we show the trend of the computed stress tensor as a func-
tion of PW basis set cut-off for [DMIM][Cl]. At a PW cutoff of 100 Ry and with a volume
expansion of ∼5% with respect to the experimental value, the stress tensor converges to
a value of about ∼0 GPa.

Trajectories were accumulated in the NVT production run at 300 K for 39 ps for
[DMIM][Cl], 34 ps for [DMIM][BF4], 27 ps for [DMIM][PF6]), 15 ps for [DMIM][TFSI]
and 20 ps for [EMIM][BF4]. As an example, in Figure 3.2, the profile of the Kohn-Sham
(KS) potential energy along the simulation at 300 K for [DMIM][BF4] is shown. The
constant average value of the KS potential energy and the energetically well-separated
temperatures of ions and electrons along the simulation time prove the numerical stability
of the simulation and the reliability of the computational protocol used[253]. In particular,
for [DMIM][BF4], but also for all the other IL systems investigated, the ratio between the
ionic temperature and the fictitious one of the electrons is about ∼15, well in the range of
values allowed for a correct behavior of the Car-Parrinello scheme.

3.3 Structural properties

The results obtained with both the CMD and FPMD for the IL systems considered are
summarized in Table 3.1, along with the data concerning number of atoms and mod-
els sizes. The references in square parentheses indicated in the table are the available
data published, where the corresponding experimental densities can be found. In terms
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Figure 3.2. Upper panel: Computed stress tensor as a function of the number of plane
waves of the basis set (PW cut-off) for the [DMIM]+[Cl]− system. The black dots refer
to simulations performed at the experimental volume (density) of the IL, blue points refer
to simulations done within the identical protocol at a volume increased of 2.5 % with
respect to the experimental value, purple point to an increase of 5.0 % and orange to an
increase of 7.5 %. Continuous lines are intended only as a guide to the eye. Lower panel:
Kohn-Sham potential energy as a function of time for [DMIM]+BF−

4 simulated at 300 K.
Inset: Comparison of the temperature of the ions and electrons along the simulation.

of theoretical density for the models produced by CMD, as a combination of the simu-
lations done in the NPT and NVT ensembles, the majority of the models have shown
small deviations (<3%) from the experimental value (with the exception of [DMIM][Cl]
(∼5%)). Concerning the FPMD results, in the second part of this same table, also small
deviations (∼3%) affect the [DMIM][BF4,TFSI] and [EMIM][BF4] systems, whereas for
[DMIM][Cl,PF6] deviations up to ∼9% were obtained.

In terms of overall structural properties, the first quantification was done in terms of
cation-anion pair correlation functions (PCFs) of the center of mass (COM) cation-anion
gij(r) using the standard definition :

g(r) =
V

4πNr2

∑

i

∑

iÓ=j

〈δ(r − rij)〉 (3.1)

where N is the number of molecules contained in the simulation cell of volume V and rij is
the distance between the COM of each cation and anion constituting the IL system. The
result of these COM PCFs for the different ILs within our CMD approach are reported in
Figures 3.3 and 3.4.

In particular, in Figure 3.3 we show the comparison between the two models consisting
of 20 and 200 IL ion pairs for the DMIM cation with the different anions considered, along
with the EMIM-BF4 system, to assess possible size effects for this particular structural
property. As it can be noted, no size effects could be found analysing the first coordination
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Table 3.1. Box side (L, Å), number of atoms, density (d, g.cm−3) and the minimum of
the gij(r) after the first peak used as cutoff for the calculation of nc of the IL models
simulated by MD and FPMD. Both the starting and final values of density used in the
MD simulations are reported. rc is the distance value used as cutoff for the integration of
the first gij(r) peak for calculating the coordination number nc.

CMD, 200 IL pairs
IL system starting final
cation-anion L(Å)/d (g.cm−3) L(Å)/d (g.cm−3) N atoms rc(Å)

DMIM-Cl 33.808 /1.139 33.243 /1.198(5.17%) 3400 6.46
EMIM-Cl 34.501 /1.186 34.851 /1.150(3.04%) 4000 6.86
BMIM-Cl 37.734 /1.080 [22] 37.850 /1.069(1.02%) 5200 7.26
HMIM-Cl 40.169 /1.039[254] 40.229 /1.034(0.48%) 6400 7.86

DMIM-BF4 36.034 /1.306 36.010 /1.307(0.07%) 4200 7.25
EMIM-BF4 37.173 /1.280 37.273 /1.270(0.78%) 4800 7.64
BMIM-BF4 39.683 /1.200[255] 39.810 /1.190(0.83%) 6000 8.05
HMIM-BF4 41.942 /1.148 [33] 42.240 /1.120(2.44%) 7200 8.06

DMIM-PF6 37.895 /1.478 38.130 /1.450(1.89%) 4600 7.68
EMIM-PF6 39.196 /1.413 39.411 /1.390(1.62%) 5200 8.15
BMIM-PF6 41.051 /1.364[255] 41.437 /1.326(2.78%) 6400 8.48
HMIM-PF6 43.200 /1.293 [33] 42.892 /1.313(1.55%) 7600 7.26

DMIM-TFSI 43.132 /1.562 43.310 /1.561(0.06%) 6200 8.98
EMIM-TFSI 44.075 /1.518[255] 44.120 /1.517(0.06%) 6800 9.17
BMIM-TFSI 45.938 /1.437[255] 45.994 /1.431(0.41%) 8000 9.58
HMIM-TFSI 47.683 /1.372 [33] 47.594 /1.378(0.43%) 9200 9.98

FPMD, 20 IL pairs
IL system starting final
cation-anion L(Å)/d (g.cm−3) L(Å)/d (g.cm−3) N. atoms rc(Å)

DMIM-Cl 15.486/1.160(npt) 16.198 /1.036(9.04%) 340 6.43
DMIM-BF4 16.725/1.305(npt) 16.557 /1.345(2.98%) 420 7.32
DMIM-PF6 17.697/1.450(npt) 17.230 /1.571(6.29%) 460 7.46
DMIM-TFSI 20.165/1.527(npt) 19.953 /1.577(0.96%) 620 8.98
EMIM-BF4 17.506/1.225(npt) 17.254 /1.279(0.07%) 480 7.52

shell the ions COM. Figure 3.4 reports the COM PCF for all the IL systems simulated by
CMD. These results give an insightful global picture of the structure of these compounds
as a function of both the cation alkyl chain and the type of inorganic anion. For the
ILs in which Cl− is the anion, in the first coordination shell of the cation–anion pairs,
the shortest alkyl chain (DMIM) shows a broad peak centered at ∼4.5 Å , followed by a
smaller peak at ∼5.8 Å . Then, by increasing the length of the alkyl chain from one to six
carbon atoms, the first peak is affected by an increasing broadening until the two adjacent
peaks nearly merge into a unique feature for the longer HMIM, as an effect of the larger
steric volume characterizing this cation. For the BF−

4 series, a similar trend is observed
but overall the intensity of the peaks is reduced with respect to the PCFs of the former
ILs carrying as an anion Cl−, clearly smaller than BF−

4 . The PCFs of DMIM- and EMIM-
BF4 show a double peak with the two maxima centered at ∼4.5 Å and ∼5.2 Å , a clear
indication of two preferred local coordination of the anion with respect of the orientation
of the alkyl-imidazolium cation. In the case of BMIM and HMIM, the double peak is
replaced by a broad first peak centered at ∼4.4 Å and a lower second peak at ∼6.2 Å.
Finally, the PF−

6 and TFSI− systems show analogous trends with a further reduction in
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Figure 3.3. Cation-anion center of mass pair correlation functions (gC/A(r)) for DMIM-Cl,
-BF4, -PF6, -TFSI systems simulated by classical MD at 300K. We compare the data
computed for 20 and 200 IL pairs models.

the peaks intensity if compared with the system composed by the Cl− and BF−
4 anions.

Namely, a double peak present in the case of the short alkyl chains becomes a unique
broad peak upon increasing of the chain length, as seen in the former cases.

In terms of first peak positions, good agreement was found with former results pub-
lished in the literature, such as Liu et al.[68] and Morrow et al.[256] for the BMIM-PF6,
EMIM-BF4, BMIM-BF4 and DMIM-Cl pairs.

An additional insightful parameter useful to characterize the structure of ILs is the
coordination number nc. This can be obtained by direct integration of the PCF, gij(r) in
the usual way, namely

nc = 4πρ0

∫ rc

0
r2g(r)dr (3.2)

where ρ0 and rc are the atomic density of each IL pairs and the position of first absolute
minimum between two maxima of the PCF, respectively. The values of nc obtained from

Table 3.2. Cation-anion coordination numbers nc obtained from classical MD and
FPMD simulations at 300 K. Where the values inside brackets represent the relative
errors in %.

Cx-Cl Cx-BF4 Cx-PF6 Cx-TFSI

DMIM CMD 6.69(3) 7.46(3) 7.92(3) 10.11(2)
FPMD 7.01(4) 7.44(2) 7.12(3) 10.02(2)

EMIM CMD 6.99(2) 7.48(3) 7.99(2) 7.51(3)
FPMD – 7.32(3) – –

BMIM CMD 6.10(3) 6.91(2) 7.17(4) 7.30(2)
HMIM CMD 6.77(2) 5.93(3) 6.57(3) 6.36(2)
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Figure 3.4. Cation-anion center of mass pair correlation functions (gC/A(r)) for the ILs
simulated by classical MD at 300 K (200 IL pairs). The PCFs are shifted.

both classical MD and FPMD are reported in Table 3.2. Using the cut-offs indicated in
Table 3.1, the total average coordination numbers calculated for the cation-anion in the
first coordination shell lie in the range between 6 and 10. The size and steric hindrance of
the anion, which increases along the anion series as Cl−<BF−

4 <PF−
6 <TFSI−, are major

contribution to the average value of the coordination number, which turns out to be nc

= 6.69, 7.46, 7.92 and 10.11 for DMIM-Cl, BF4 , PF6 and TFSI, in that order. The
cation-anion coordination number for Cl-based IL shows no particular trend while BF4,
PF6 and TFSI show a decrease in nc with increasing alkyl chain length. A figure of merit
worthy of note is the fact that the values of nc estimated from the classical MD show
a remarkable agreement with those obtained by FPMD Figure 3.5. Overall, the results
obtained in terms of PCF of COMs and cation-anion coordination numbers provide a first
reliable validation of the FF used in this work for the different IL models at 300 K.

3.4 Hydrogen bonding signatures

The H-bond network characterizing the different ILs targeted in this work was inspected
to get a clearer picture of their nature and influence on the structure of these systems. A
fundamental driving force determining the molecular structuring of IL is the electrostatic
interaction occurring between pairs of ILs, responsible for structuring the H-bond network
of the system and, therefore, the cohesive properties of the cation and anion moieties.
This general observation is supported by the fact that along the evolution observed in the
sampled trajectories, the distributions of the anions (Cl−, BF−

4 , PF−
6 and TFSI−) around

the cations are mainly governed by electrostatic forces and related induced molecular
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Figure 3.5. Cation-anion center of mass pair correlation functions (gC/A(r)) for ILs simu-
lated by classical MD and FPMD at 300K.

dipole moments. The H-bonds characteristics, as shown in Figure 3.6, can be rationalized
in terms of the PCF of the different H atoms constituting the EMIM+ cation and the F
atoms of the BF−

4 anion. Indeed, these are the two atoms that form the intermolecular H-
bonds in this specific compound and serve as a practical example of this type of interactions
in a general IL.

Figure 3.6. Left panel: Pair correlation functions gij(r) of the different H atoms of EMIM+

with the F atoms of BF−
4 obtained by classical MD at room temperature. Inset: a zoom-in

in the 1-6Å region. Right panel: The atom numbering is the standard one given in the
literature and reported explicitly here.

By examining the PCFs of Figure 3.6, we remark a sharp peak realized by H2, which
is the H atom bound to C2 which is, in turn, shared by the two N atoms (N1 and N2)
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Figure 3.7. Pair correlation functions of the H atoms constituting the IL cations forming
H-bonds with the various anions considered in the present study obtained by CMD at
room temperature. Inset: a zoom-in in the 1-6Å region.

of the imidazolium ring, in the gH2F (r) distribution is located at dH2−F =2.05 Å. This
is a clear indication of a strong preference of F atoms to bind to this site. Such a short
distance is also characteristic of a tight H-bond[257, 258]. The other H atoms of the cation
are characterized by corresponding PCFs peaks at larger distances, namely 2.5-2.7Å for
EMIM-BF4, with reduced intensities compared to gH2−F (r). These are still active H-
bonds, concurring to the overall structure of IL [258], but being somehow weaker, they
can be dynamically broken and reformed during the dynamical evolution of the liquid,
as observed in the case of EMIM-TFSI[259]. Analogous results for the other IL targeted
in this study are reported in Figure 3.7. However, with respect to EMIM-BF4, some
differences can observed. In particular, EMIM-Cl PCF shows that together with H2 atoms
also the other H atoms of the imidazolium ring as well as the H atoms of the first C atoms
connect to the ring (C6 and C7) are responsible for clear sharp peaks. These H-bond
interactions are found at larger distance with respect to the case of F in EMIM-BF4,
being at 2.65 Å (H2,H4,5) and 2.85 Å (H6,7), respectively. In the case of EMIM-PF6, the
interaction between the F atoms and the H2 atoms again turns out to be the strongest
compared to the other H atoms of the cation (2.25Å versus 2.75–2.95Å), however the
intensities of the peaks of the different H are much less pronounced compared to the
case of EMIM-BF4 and EMIM-Cl. In the case of EMIM-TFSI, the strongest H-bonding
interaction occur between the H atoms of the cation and the O atoms of the sulfonyl
groups of TFSI− with an analogous behavior observed in the case of EMIM-Cl. In this
case, the first H2-O PCF peak is found to be the most intense, but all Hx-O participate
to several extents to the H-bonding interaction at similar distances in the range 2.66-2.70
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Figure 3.8. Pair correlation functions gij(r) of the H atom (labeled as H2) shared by the
two N atoms of the IL cation and the Cl, F and O atoms atoms of the anion. The data is
based on the MD simulations at 300K and is plotted for each anion as a function of the
length of the cation alkyl chain. Inset: a zoom-in in the 1-6Å region.

Å.

This effect of alkyl chain length is summarized in Figure 3.8. One feature that stands
out is a structuring effect of the H-bond favored by H2 with the increase in the number
of C atoms composing the alkyl chain as mentioned previously, from DMIM+ to longer
HMIM+. This effect of alkyl chain length is present in the four ILs differing by the anionic
moiety. The main difference is a decrease in the intensity of the first peak according to the
Cl > BF4 > PF6 > TFSI trend. The comparison with the FPMD results for the DMIM
and EMIM systems Figure 3.9 confirms the overall trend evidenced by CMD. However,
a reduced intensity arises for the first peak for H2-Cl and H2-O in the cases of DMIM-
Cl and DMIM-TFSI with slightly shorter H2-Cl and H2-O distances and slightly longer
H2-F distances for DMIM/EMIM-BF4 and DMIMM-PF6, respectively. These data are
summarized in Table 3.3.
Being the EMIM-BF4 one of the most studied IL because of its use in many applications

(e. g. EDLT-FET) and being also the main focus of Chapter 4 and 5, we selected this
IL to make a further comparison with CMD employing the polarisable FF CL&Pol. To
this aim, we present in Figure 3.10 the gH2−F (r) obtained by FPMD and the CMD ones
obtained both with nonpolarisable (CL&P) and with polarisable (CL&Pol) FF. For both
CL&P and CL&Pol FFs, no size effects were found comparing models of 20 to 200 ions
pairs. Employing a FF that takes explicitly into account the polarizability of the ions, a
longer H2-F distance is found with respect to the nonpolarisable FF (2.35-2.38 Å versus
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Figure 3.9. Pair correlation functions gij(r) of the H atom (labeled as H2) shared by the
two N atoms of the IL cation and the Cl, F and O atoms atoms of the anion. The data
are obtained by classical MD and FPMD at 300K.

Figure 3.10. Pair correlation functions gH2−F (r) obtained by FPMD, the classical MD
with nonpolarisable (CL&P) and with polarisable (CL&Pol) FF.

2.05 Å ) and with a slightly lower intensity (i.e. less structured) first gH2−F (r) peak,
which is in better agreement with the value obtained by FPMD (2.28 Å ). Moreover, the
position of the second peak of the gH2−F (r) is also in better agreement with the outcome of
FPMD simulations (4.2 Å ) than the one found using the nonpolarisable FF (3.9 Å ). These
results show that the description of the H-bond interactions for this type of IL provided by
a nonpolarisable FF is noticeably over-structured with respect to a polarisable FF. Indeed,
CL&Pol shows much better agreement with FPMD data, in good accordance with the fact
that FPMD takes into account, by construction and inclusion of the electronic degrees of
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Table 3.3. Position of the first coordination peak H2-anion for all models CL&P, FPMD
and CL&Pol for 20 and 200 IL pairs (n).

n RCL&P (Å) RF P MD(Å) RCL&P ol(Å)

DMIM-Cl 20 2.65 2.38 -
DMIM-BF4 20 2.05 2.27 -
DMIM-PF6 20 2.25 2.35 -
DMIM-TFSI 20 2.56 2.26 -
EMIM-BF4 20 2.05 2.28 2.38
EMIM-BF4 200 2.05 - 2.35

freedom, polarizability effects. If not mentioned explicitly, hereafter every time CMD data
are discussed, we refer to simulations performed with the nonpolarisable FF (CL&P) in
order to be consistent with the fact that all the other models apart from EMIM-BF4 have
been simulated with this FF. The limitations discussed here should be anyhow kept in
mind.
In Figure 3.11 we show the combined distribution function (CDF), in which the horizontal

Figure 3.11. Top panels: Combined distribution function showing the hydrogen bond
geometry between the atom H2 of the IL cation and the F atoms of of the BF4 anion as a
function of the length of the cation alkyl chain (DMIM+ EMIM+, BMIM+ and HMIM+)
obtained by classical MD at room temperature. Lower left panels: Combined distribution
function showing the hydrogen bond obtained by FPMD. Last panel on the bottom right:
Labeling of the main atoms quoted in the main text and vectors defining the angle for
which distribution density plots are shown.

axes represent the distance of the hydrogen atom H2 of the cation from the F site of the
BF−

4 anion participating to the formation of H-bond. The vertical axes of each panel,
instead, show the angle defined by the vector oriented from H2 to the C2 atom of the cation
and the vector connecting H2 and F as sketched in Figure 3.11. In this configuration the
C2 is a donor and the F is an acceptor, so to validate the hypothesis that we have the
formation of H-bonds it is particularly insightful to calculate the angle formed by donor-
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H-acceptor. In the angle analysis presented in Figure 3.11 value of 180◦ indicates that
the atoms C2, H2 and F are aligned, thus the H-bond results perfectly linear. An intense
maximum arises in the region around 2.0Å for a range of value between 125◦ and 180◦ for
the IL pair on which we focus. This originates from the H-bond formed by the H2 atom
of the cation and and the acceptor F atom of the BF−

4 . By increasing the length of the
cation alkyl chain, a narrowing of the dispersion of H-bonds appears with more localized
regions around 2.0Å and angles varying between 135◦-180◦. This is in perfect agreement
with the features displayed by the PCFs in Figure 3.7 and Figure 3.8 where the number
of the H-bonds increased with the length of the cation alkyl chain. The fact of having
localized and denser regions with angles greater than 130◦ at short interatomic distances
shows that we are located in the right range of values, namely 120◦-180◦ for the angles
and an H-acceptor distance < 2.5Å. The lower panels of Figure 3.11 shows the CDF

Figure 3.12. Combined distribution function showing the hydrogen bond geometry be-
tween the atom H2 of the DMIM and the Cl, F and O atoms of the anions obtained by
classical MD at room temperature.

data obtained from FPMD data for DMIM-BF4 and EMIM-BF4 systems. The FPMD
data show a position of the strong H-bond at values similar to those computed from the
classical MD simulations, but the distributions are less localized and affected by a larger
broadening. This can be ascribed both to the oscillations of the electronic structure and
to the reduced statistics of FPMD simulations in terms of system size and simulation time
scales. The Figure 3.12 reports analogous two-dimensional maps of the CDFs in the case
of different anions at fixed (DMIM) cation. Note that for BF4 and PF6 the acceptor anion
atom is F whereas for TFSI is the sulphonyl O atom. In the present case, corresponding
to the shortest cation alkyl chain namely DMIM the differences in these distributions can
be clearly ascribed to the nature of the anion. CDF peaks are generally well localized.
The strongest localization is observed for BF−

4 for a distance of about 2.0Å and an angle
of 150◦-165◦. However for Cl, PF6, and TFSI anions a broader distribution is observed
corresponding to a distribution of angles oscillating between 100◦-160◦, 85◦-160◦, 120◦-
160◦ respectively, and this is not entirely surprising. Indeed, the small Cl anion is more
mobile and can find stable positions in a slightly wider angular range than BF4 and PF6.
On the other hand, the larger and the flexible TFSI anion, the latter having also different
conformers (cis and trans)[79, 259, 260], require more space to be accommodated beside
DMIM cations and this accounts for a more dispersed CDF distribution.

3.5 Electronic properties and dipole moments

As mentioned, the FPMD approach provides an explicit and direct access to the detailed
electronic structure of a system. Beside the occupied states always computed on-the-fly
during a FPMD, we included additional twenty unoccupied states in the diagonalization of
the Kohn–Sham Hamiltonian on selected configurations specified in the ongoing discussion
to compute the electronic density of states (DOS) and to identify the HOMO (higher
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occupied molecular orbital) and the LUMO (lowest unoccupied molecular orbital). We
use the standard notation HOMO and LUMO for these states, although it has to be kept in
mind that we are computing Kohn-Sham orbitals and not exactly molecular orbitals. This
type of calculation was performed for DMIM-Cl and DMIM-BF4 by averaging the results
over several configurations sampled from the dynamical trajectories at 300 K. These two
systems were chosen being the former one of the best characterized in literature, and the
latter the main focus of the following Chapters of this work, since it represents a reference
system for the realization of EDLT-FET devices. The result is shown in Figure 3.13.
Within the computational approach used here and taking into consideration the systematic
underestimation of the energy gap affecting DFT based calculations using semilocal XC,
a gap of ∼2.1 eV and ∼3.7 eV were found separating the top of the valence band from the
bottom of the empty states for the two systems. For the case of DMIM-Cl, we have been
able to calculate the energy gap also using the hybrid XC B3LYP[116] by reducing the
PW cutoff to 50 Ry, and we computed a gap increased up to ∼3.5 eV. For both ILs, the
HOMO wavefunction was found delocalized over the anion (Cl and BF4) and the LUMO
wavefunction delocalized over the cation (DMIM and EMIM), which is in fair agreement
with previous calculations done with hybrid functionals and the D2/D3 Grimme schemes
for the vdW dispersion forces[208].

Figure 3.13. Computed electronic density of states (EDOS) for DMIM-Cl (computed with
BLYP and B3LYP) and EMIM-BF4 (computed with BLYP) at 300 K.

To quantify the partial charges of each atom, we exploited the electronic density ρ(r),
available on the fly all along the dynamics, and computed for several uncorrelated config-
urations the value of the Bader charges[261, 262] of each atom of the cation and the anion
composing the IL system. This method, widely applied for many systems, is based on the
partitioning of the charge density into atomic volumes referred to as Bader volumes. Typ-
ically, there is one charge density maximum at each atomic center and one Bader volume
for each atom. The dividing surfaces separating these volumes, also called zero-flux sur-
faces, lie in the bonding regions between atoms. The result of this analysis is summarized
in Table 3.4. The computed Bader charges of each atom do not undergo any significant
fluctuation all along the dynamics. The total Bader charge of DMIM and EMIM is equal
to +0.95 and +0.94 and that of Cl and BF4 is -0.94 and -0.95e, confirming the cationic and
anionic nature of the two moieties as a whole and the detailed distribution of the partial
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charges contributing to these overall values. These values are found slightly lower to the
point charges used in the original of CL&P FF, which is one of the reasons of the often
more-structured IL models obtained by classical MD with such FF with respect to FPMD
results. Indeed, to improve the agreement of the description of the dynamical behaviour of
IL the atomic charges of this FF are typical down-scaled[263]. A further approach to char-

Table 3.4. Computed Bader charges of the atoms of the DMIM-Cl and EMIM-BF4. Note
that the charge values of some equivalent atoms have been averaged in agreement with
schematic numbering of Figures 3.1B and 3.6.

DMIM-Cl EMIM-BF4

N1,2 -2.49 -2.50
C2 2.47 2.46
C4,5 0.80 0.79
C6 0.31 0.33
C7 - 0.40
C8 0.32 -0.04
H2 0.22 0.23
H4,5 0.20 0.18
H6 0.11 0.10
H7 - 0.10
H8 0.10 0.04
DMIM, EMIM 0.95 0.94
Cl, BF4 -0.94 -0.95

acterize a H-bond is to use the Wannier function centers (WFCs). This is a method based
on the maximum localization of the valence electron density and this analysis is typically
carried out in the form of a post-processing electronic calculation on the configurations
extracted from the trajectory produced during the FPMD dynamics. The WFCs provide
a useful tool to analyze the chemical bonds and a shorthand visualization of the electronic
structure. An example of WFCs representation for the different cations and anions of
the ILs targeted here is reported in Figure 3.14. The computed WFCs can be splitted in
bonding WFCs (lying along bonds) and lone pairs WFCs (not directly involved in bonds).
By inspecting the arrangement of the WFCs of the anions, and especially of the atoms
involved in H-bonds with H2 of DMIM and EMIM, it is clear that one or two WFCs of Cl,
F (BF4 and PF6) and O (TFSI) are aligned along the H2 · · · Cl,F,O (anion) interaction.
This WFCs arrangement support the strong H-bond interactions promoted by this class
of IL and previously analyzed in terms of PCFs and CDFs. The WFCs allow also for an

Figure 3.14. Wannier function centers (WFCs) representation of the chemical bonds for
the different cations and anions of the ILs simulated in this work.

easy calculation of the local dipole momentµ of each cation-anion pair constituting the IL
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in terms of a practical point-like charges sum, namely

µ =
N∑

I=1

qIRI −
nW F C∑

i=1

firi (3.3)

where N is the number of atoms in a IL ion, qI is the valence (in the case of pseudopo-
tentials approaches) atomic charge of atom I, RI are the coordinates of atom I, nWFC is
number of WFCs (equal to the number of electrons) and fi is the occupation of the ith
Wannier orbital, namely fi = 2 in a spin-restricted calculation and fi = 1 in the spin-
unrestricted case, and ri are the cartesian coordinates of each WFC (i. e. center of mass
of the corresponding Wannier function) belonging to an IL cation or anion. The analysis
of the value of the dipole moment µ = |µ| was performed on the basis of WFCs computed
over several uncorrelated configurations for each IL system sampled along the dynamical
trajectories obtained at 300 K for DMIM-Cl, -BF4,-PF6, -TFSI and EMIM-BF4. It is of
particular interest to recall that the only gauge invariant dipole having a physical meaning
in charge neutrality condition of the simulation cell is the one between the cation and the
anion[264]. In this analysis, the computed the dipole moments were obtained between each
cation- anion pair present in the simulation cells and the statistics is extracted based on
both the number of pairs and the different configurations sampled along the trajectories.
The result is shown in Figure 3.15. The distribution of the dipole moment show an average

Figure 3.15. Averaged dipole moment distributions of the IL pairs inside the different ionic
liquid obtained by FPMD at room temperature

value of 27.0 D with a full width at half the maximum (FWHM) of about 10 D for both
DMIM-BF4, DMIM-PF6. In the case of DMIM-Cl, while the FWHM does not undergo
any change, the distribution shifts toward slightly higher values with a peak centered at
28.0 D. The most remarkable displacement of the distribution was found for the case of
DMIM-TFSI, where the average dipole moment takes the value of 33.0 D, consistently
with the more bulky anion structure. A general picture that can be extracted is the rela-
tive stability and insensitivity of the local dipole moment to the type of anion (Cl, BF4,
PF6), provided that such an anion has not a complex molecular structure, for the same
IL cation (DMIM). An analogous minimal effect has been found for different alkyl chains
in the cases of DMIM and EMIM when BF4 is the cation. The larger dipole moment
found in the case of DMIM-TFSI, as opposed to the other cases presented in Figure 3.15
is mainly due to the more complex molecular structure of the TFSI with respect to the
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other smaller and roughly spherically isotropic anions (Cl, BF4, PF6). The bigger TFSI
molecule has a larger steric hindrance and is accommodated at larger distances from the
cation, as shown in the analysis of the PCFs of Figure 3.8. As a consequence, the relative
distance between the center of mass of the positive and negative charges increases, thus
accounting for an increased dipole moment, in line with the results obtained for EMIM-
TFSI[259]. As expected, the presence of an extended H-bond network induces a significant
enhancement of the dipole moment of a corresponding dimer in the gas phase (14.3 D,
13.6 D, 13.9 D, 14.1 D, 17.1 D, for DMIM–Cl, DMIM-BF4, DMIM-PF6, EMIM-BF4 and
DMIM-TFSI respectively). This enhancement, typical of any polar liquid, is again an in-
dicator of the presence of H-bonds and a fingerprint of the crucial electrostatic interactions
between cation and anion. Since the dipole moment of an ionic liquid is experimentally
difficult to measure, this data can provide a useful quantitative analysis to complement
experimental probes. This type of WFCs data has been often used in the past to quantify
sort of ”individual” dipole moments for the IL cation and anion[264] and, despite the fact
that such WFCs exploitation has no physical meaning whatsoever, it might be useful in
the future for further refining of the dipole and polarizability parameters (Drude particles)
used in polarisable FF such as Cl&Pol[265].

3.6 Conclusions

In this chapter a series of alkyl-imidazolium-based ILs targeted in a variety of electronic
applications was studied with the scope of unraveling their atomistic structure, specific
interactions and microscopic features. By resorting to a combination of classical and first-
principles dynamical simulations, it was shown that the composition of the ILs influences
the structure, the nature and topology of the H-bond network and, in turn, the electronic
properties, quantified in terms of dipole moment distribution of the different ILs. This
study makes use of an identical simulation protocol, based on both classical model po-
tentials and DFT–based first-principles molecular dynamics, of a series of ILs on which
forefront research is focused. This comparative study, done within an identical and con-
sistent paradigm is prone to give a useful guidelines in the selection of the best suited IL
systems according to the specific application targeted where the ability of H-bond may
play a significant role. Moreover, the results obtained here from both CMD and FPMD
simulations shall be useful for future refining of CMD FFs that account explicitly for the
polarizability features of ILs, with the aim to further improve the quantitative prediction
of the outcome of CMD simulations.
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Chapter 4

Modelling ionic liquids at the
interface with MoS2 layers

4.1 Context and objectives

Knowledge of how the molecular structures of ionic liquids affect their properties at the
interface with 2D layered materials is essential for a rational design of ILs for optoelectronic
devices and catalysts. In the present chapter, CMD and FPMD simulations are used
to investigate the structural, bonding and dynamical properties of a series of IL at the
interface with a MoS2 layers, widely used in a wealth of experiments. This IL-substrate
system will be referred to as IL@MoS2 hereafter. In particular, we pay special attention
to the IL 1-ethyl-3-methylimidazolium tetrafluoroborate (EMIM-BF4) being nowadays
one of the most tested IL for EDLT-FET applications and for which a detailed analysis
of its structural properties (ions density profiles, molecular orientation, pairs correlation
functions), electrical properties (charge density profiles) and dynamical properties (mean
square displacements, residence times) has been done in the present doctoral project.
These analyses are discussed in the case of EMIM-BF4 at the interface with a pristine MoS2

bilayer (i.e. without any surface defect) and with defected MoS2 bilayers. Subsequently, a
detailed comparison between CMD and FPMD results is presented and critically analyzed,
providing a detailed atomistic insight into this interface, especially when the electronic
structure is explicitly taken into account as in the case of FPMD. In the final part of
this chapter, based exclusively in CMD simulations, the effects of the type of IL inorganic
anion (Cl, BF4, TFSI) and of the chain length of the IL cation (DMIM, EMIM, HMIM) on
the ions density and charge density profiles at the interface are systematically discussed.

4.2 Computational details

4.2.1 Classical molecular dynamics

The interface models simulated by CMD and studied in this chapter were obtained by the
following procedure:

1. Production of a representative bulk model made of 500 ions pairs of the selected IL
with hexagonal geometry and equilibrated at 300 K, following the same thermal cycle
detailed in Chapter 3, the hexagonal geometry being dictated by the crystallographic
symmetry of the substrate;

2. Adding the obtained bulk IL model on top of a MoS2 bilayer (at a distance of 5Å
from the surface) with a vacuum volume on top of the IL phase. The equilibration
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of the IL phase was achieved through a mild thermal cycle (from 500 K to 300 K
with steps of 100 K equilibrated for 2 ns at each temperature);

3. A final equilibration period of 8 ns at 300 K, of which the last 5 ns were used for
the production phase and data analysis.

The MoS2 bilayer studied here was the hexagonal conformation corresponding to the al-
lotropic form of 2H-MoS2 in the crystallographic unit cell (space group P63/mmc, Crystal-
lography file CIF ID 9007660)[38, 39]. This unit cell was replicated by 15x×15y×1z times
for the CMD simulations in order to build a supercell for a total of 1350 MoS2 atoms (900
S and 450 Mo). Such model corresponds to a cell of a=47.415Å, b=47.415Å, c=δÅ and
α=90, β =90, γ=120, with δ that depends on the IL system (EMIM-Cl: 200.0Å ; EMIM-
BF4: 200.0Å ; EMIM-TFSI: 500.0Å ; DMIM-TFSI: 400.0Å ; HMIM-TFSI: 500.0Å ). For
these interfaces models, it has been used primarily the CL&P force field proposed and
developed by Canongia Lopez and coworkers [13] with the parametrization of Kodder-
mann et al.[246] to better account for the dynamical properties of the bulk ILs simulated.
As previously mentioned, this specific FF was fitted on ab initio calculations and allows
to simulate a wide variety of ILs chemical structures including the specific ones targeted
in this chapter and it has been already tested over a variety of layered materials. For
the MoS2 bilayer, the FF of Sresht and coworkers[94] have been used. In these simu-
lations, the interaction between MoS2 and the IL were simulated by a Lennard-Jones
(LJ) potential with LJ parameters (σij and ǫij) between unlike sites calculated using the
Lorentz-Berthelot mixing rules[151]. Periodic boundary conditions were used in the sim-
ulations. The dispersive interactions were neglected beyond a cutoff of 1.2 nm and the
electrostatic interactions were calculated using the Ewald sum technique to avoid finite
size effects (the Ewald parameters were selected to lead to an accuracy 10−5). The simu-
lations were integrated using the Verlet algorithm with a timestep of 1 fs and all the CMD
simulations were performed with the MD code DLPOLY[249].

4.2.2 First-principles molecular dynamics

The dynamical FPMD simulations presented and discussed in this Chapter were carried
out by resorting to the Car–Parrinello method[107] and used to model two interface sys-
tems made of 20 ions pairs of EMIM-BF4 (480 atoms) at the interface with a MoS2 bilayer
without any surface defect (150 atoms) and with two S surface vacancies (147 atoms),
respectively The valence-core interaction was described by norm-conserving numerical
pseudopotential of the Troullier-Martins[194, 195] type, and the exchange and correlation
interactions are expressed according to the functional proposed by Becke[187] and Lee,
Yang, and Parr[112] (BLYP), respectively. In the case of Mo, semicore states were in-
cluded to ensure a good description of the energetics and to account for electronic states
that could be sensitive to polarization effects. Valence electrons are treated explicitly and
represented on a plane-wave basis set with an energy cutoff of 100 Ry, with the sampling of
the Brillouin restricted to the Γ point. A fictitious electron mass of 400 a.u. and a time step
of 3.0 au (0.0726 fs) were used to obtain optimal conservation of the constants of motion. A
spin-unrestricted approach (LSD) was adopted in all the FPMD simulations where MoS2

was involved. FPMD simulations were performed in the NVT canonical ensemble with the
ionic temperature controlled with a Nosé-Hoover [167–170] thermostat chain [202]. Peri-
odic boundary conditions were applied throughout the simulations. A preliminary study
of the MoS2 bulk phase has been performed, for which the long-range van der Waals dis-
persion interactions, not included in the BLYP functional, were modelled according to the
maximally localized Wannier functions (MLWFs) and centers[206, 207, 252] (WFCs) as
previously used for the bulk IL in Chapter 3. WFCs allowed obtaining detailed insights
into the bonding features of MoS2. However, for the modeling of the interface models,
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the Grimme formalism with the D2 scheme was employed. The reason behind this choice
was based on the lower computational cost needed with D2 (-24% time per step) with
respect to the MLWFs-based method. The initial configurations of the EMIM-BF4@MoS2

interfaces were prepared by classical MD as described in the previous subsection. To this
purpose, the final configuration equilibrated at 300 K by classical MD was then used as
starting point of the FPMD simulation that was performed to equilibrate the interface
model up to 300 K. More details about the FPMD simulations are given in section 4.3.3
of this Chapter.

4.3 The case study of EMIM–BF4@MoS2 interface

In this section the chemical and physical properties at play at the interface between EMIM–
BF4 and a bilayer of MoS2 are reported. Firstly, the results obtained via CMD are
presented, discussed and compared with the FPMD results.
In Figure 4.1 it is reported a series of snapshots showing the temporal evolution of the
formation process used to build representative models of IL@MoS2 interfaces by CMD.
What is described in the following for EMIM–BF44@MoS2 can be extended to all the
interface models produced by CMD discussed in this chapter. At the initial time t0, the
pre-equilibrated bulk EMIM–BF4 phase is positioned at distance of ∼5 Å from the MoS2

surface. After a short time, within few ps, the first ions start to move in the direction of
the MoS2 surface, attracted by the electrostatic charge of MoS2 layers. Within the first
∼100ps the entire EMIM–BF4 bulk phase, made of 500 ions pairs, moved in the proximity
of the MoS2 surface, however at this stage not all the MoS2 surface is completely covered
by the IL. It is only by ∼500 ps that the MoS2 surface is completely covered by the EMIM–
BF4 showing a thickness of the IL layer of about ∼8 nm along the c axes. At this stage,
the ions at the proximity MoS2 surface begin to form molecular layers. The relatively mild
thermal cycle (from 500 K to 300 K) allows to promote local rearrangements through the
first few layers from the surface and within the layers. At the end of this mild thermal
process, the IL model if found equilibrated within 2 ns at 300 K. The last 5 ns at 300 K are
used as production phase and for the data analysis with respect to the properties discussed
in the following sections. The chemical physical properties of this interface models will
be discussed for the two cases with MoS2 surface without any surface defect (i.e. pristine
surface) and with surface defects.

Figure 4.1. Left: Initial stages of the formation process simulated by classical MD of the
interface made of 500 pairs of EMIM-BF4 in contact with a MoS2 bilayer. Right: typical
final EMIM–BF4@MoS2 interface structural model equilibrated at 300 K.
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4.3.1 EMIM–BF4 at the interface with a pristine MoS2 bilayer

4.3.1.1 Structural properties: ions density profiles, pair correlation functions
and ions orientation

To understand the structural organization of the IL ions and their interactions at the
interface with MoS2 a few, yet crucial, structural properties were calculated. The first one
is the analysis of the ions density profiles with respect to the distance normal to the MoS2

surface. Figure 4.2 shows the distribution of the centers of masses (COM) of the EMIM
cations and BF4 anions together with the total ions density profile along the c direction.
For this EMIM–BF4@MoS2 interface, significant layering was observed as the ions density
profiles for the IL anion and cation exhibited relatively large density oscillations. Such
significant layering, which is characteristic of liquids at interfaces and especially confined
liquids, has been already observed in MD simulations of IL at interfaces with crystalline
materials, such as graphene and mica, as well as amorphous materials (carbon, silica and
GeS2). Because of the atomic charges present at the MoS2 surfaces, the electrostatic
potential plays a crucial role in the structure of the IL at the liquid-solid interface. By
looking at the total density profiles of the ions COM, three distinct layers can be identified
by the distinct maxima of the corresponding distributions, with the first peak showing a
small shoulder. The first peak is relatively sharp and characterized by high intensity, the
second and following peaks show decreasing intensities as long as the distance from the
solid MoS2 substrate increases. By disentangling the total profile into the contributions
from the IL cation and anion, we can identify three peaks for EMIM located at 0.35, 0.72
and 1.2 nm from the top layer of S atoms of MoS2, with the first peak very narrow whereas
the second more broadened and the third barely present. While BF4 is showing a first
peak very broadened in the range 0.3–0.6 nm without a well-defined maximum, followed
by a second peak at 1.09 nm and a third one, barely observable, at 1.6 nm. The large
first density peak of BF4 is responsible of the shoulder of the first peak of the ions density
profile. The density peaks of EMIM and BF4 in part alternate and in part overlaps,
suggesting a certain degree of interdigitation between the IL cation and anion layers.

Figure 4.2. EMIM-BF4 ions COM density profiles with respect to the distance from the
MoS2 pristine surface obtained by classical MD at 300K. Inset: zoom-in within the 0-2 nm
region.

The very sharp and intense first density peak of EMIM suggests a well-defined arrange-
ment of the cation ions at the interface. While the very broad first density peak of BF4

suggests a much more disorganized arrangement of the anion ions at the liquid-solid inter-
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face. This result, which reveals the propensity of the IL cation to interact in a stronger way
with the MoS2 surface than the anion, can be ascribed to the electronegative character of
the S atoms in the top layer of MoS2. Beyond the third layer, i.e. >1.8-2 nm, the typical
bulk IL density is recovered. The analysis of the composition of the first IL layer in contact
with MoS2 pinpoint to a close charge-neutral first layer with ∼47% and ∼53% of EMIM
and BF4, respectively. These results suggest that the exact structure of the confined IL
is driven by the subtle interplay between overscreening and crowding effects[266]. Indeed,
given the fact that in this system the IL is both the charged component and the solvent,
large ion concentrations are reached so that the corresponding Debye length is very small
∼0.1 nm. Such a small Debye length indicates that the electrostatic interactions are ‘over-
screened’ (despite the fact the dielectric constant remains relatively small, ǫ ∼ 10ǫ0) and
that other effects such as the so-called ion specific effects and crowding effects become
predominant.
To gain insights into the local structure EMIM ions at the interface, the pair correlation
functions g̃ij(r) between the H atoms of EMIM and the S atoms of the MoS2 surface were
analysed. Of notice, the fact that g̃ij(r) have been corrected for the finite size of the
sample[267].

g̃ij(r) =
gij(r)

f(r)
with f(r) = 1 − r

2h
(4.1)

where h is the thickness of the sample. While this correction in general is not needed to
compare the position of the peaks in the gij(r) functions, it allows correcting the peak
intensities for finite size of the samples. Two types of g̃ij(r) functions were analysed, the

Figure 4.3. A) PCFs g(r)HX
-S between the hydrogen atoms of EMIM with respect to

the sulfur atoms of the MoS2 surface. B) PCFs g(r)HX
-F between the hydrogen atoms of

EMIM with respect to the fluorine atoms of the BF4. C,D) Snapshots showing the lateral
(C) and top (D) view of the close contact between the IL ions and the MoS2 layers. For
the top view, only the IL ions of the first layer are shown.
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first one between the sulfur atoms of the MoS2 top layer (HX -S) and the hydrogen atoms
of the EMIM cation located in the first layer with respect to the solid surface (Figure
4.3A), i.e. Z < 1 nm, and the second between hydrogen atoms of the EMIM and the
fluorine atoms of the BF4 (HX -F) in the bulk phase, i.e. Z in the range 3–6 nm (Figure
4.3B). The gH−F(r) functions show the typical preferential H-bond promoted by H2 atom
of EMIM, as found in bulk EMIM-BF4 (Chapter 3), showing the shortest H-F distance
with respect to the other H atoms of EMIM (0.21 nm). Whereas the gH−S(r) functions
show the H6,7,8 of the -CH3 (methyl) and -CH2CH3 (ethyl) alkyl chains of EMIM to be
the closest to the S atoms of MoS2 layer (0.31 nm) with the imidazolium ring H atoms to
be farther away (0.45 nm). This difference suggests a preferential flat orientation of the
imidazolium ring of EMIM with respect to the MoS2 surface, also supporting possible vdW
interactions promoted by the short alkyl chains of EMIM and MoS2. This observation is
also supported to the visual inspection of the top and lateral views the EMIM ions within
the first layer at the interface (Figure 4.3C).
The structure of EMIM-BF4 in contact with MoS2 was further investigated by measuring
a structural order parameters. The following order parameter was computed to monitor
the orientation of the ring of the alkyl-imidazolium cation in the first layer in contact with
MoS2:

Sring(θr) =

〈
3

2
cos2(θr) − 1

2

〉

(4.2)

where the brackets mean that the order parameters were averaged over all the config-
urations recorded during the classical MD simulations. This orientational parameter is
defined from the angle θr between the normal vector passing through the geometry center
of the cation ring and the normal vector to the MoS2 surface. The Figure 4.4 shows the
distribution of the order parameter Sring(θr) of EMIM in the first interfacial layer. This
interfacial layer is defined when the cation center of mass is located at a distance within
1 nm from the surface.

Figure 4.4. Distribution of the order parameter Sring(θr) of the cation ring obtained at
room-temperature.

Near the surface EMIM ions have a preferential orientation, the ring of the cation
tends to be flat i.e. parallel to the crystalline surface showing a Sring(θr) ∼ 1.0, and with
than 90% of the cations at the interface showing an orientation parameter close to 0.925.
This result further supports the previous observation about the fact that the H2 atom
of EMIM did not show any preferential interaction with MoS2, being this located and
constrained between the two N atom of the flat imidazolium ring. While, the H atoms of
the methyl and ethyl groups of the cation having more degrees of freedom, can promote
easily a stronger interaction with the S atoms of MoS2. Of notice, however, the fact that
the latter H atoms show as shortest distance to the S atoms of MoS2 a value of about
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∼ 0.28 nm, which indicates very weak H-bond at maximum.

4.3.1.2 Electrical properties: charge density profiles

Although in this Chapter it is considered a MoS2 bilayer that is not electrified, which will
be the focus of Chapter 5, a first hint on the electrical properties of the IL phase at the
interface could be obtained by analysing its charge density distribution as a function of
the distance from the S atoms of the top layer of MoS2. Figure 4.5 shows the total charge
distribution of EMIM–BF4 as well as the individual contribution from EMIM and BF4.
The total charge profile shows a first positive peak at ∼0.28 nm, followed by a pronounced
negative peak at ∼0.34 nm, a subsequent pronounced positive peak at ∼0.41 nm and a final
broader negative peak at ∼0.5 nm. Farther away from the MoS2 surface, it is still visible a
very small positive contribution at ∼0.8 nm before vanishing to a constant zero value. It is
evident that the ions charge balance of the IL phase occurs at a shorter distance (∼0.9 nm)
to the MoS2 layer with respect to the ions density profiles (∼1.6–1.8 nm). By comparing
the total profile with those of EMIM and BF4, it is clear that the above peaks are the
results of distinct charge peaks of the two counter-ions. The first peak can be ascribed to
the H atoms of the methyl and ethyl groups of EMIM that are directly interacting with
the S atom of MoS2, whereas the following peaks are the result of the overlaps between
the positively charged imidazolium rings (that brings the majority of the positive charge)
and the negative charges of BF4 ions.

Figure 4.5. EMIM-BF4 ions charge density profiles with respect to the distance from the
MoS2 pristine surface obtained by classical MD at 300K. Inset: zoom-in within the 0-2 nm
region.

4.3.1.3 Dynamical properties: mean squared displacements and residence
times

To study the dynamical properties of EMIM–BF4 at the interface, two properties were
evaluated: the mean-square-displacement (MSD(t)) of the center of mass of the ions as a
function of time and the residence time (R(t)). The 3D MSD(t) was calculated as follows:

MSD(t) =
〈

|r(t) − r(0)|2
〉

=
1

N

N∑

i=1

|ri(t) − ri(0)|2 (4.3)
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where N is the number of particles to be averaged, ri(0) is the reference position of the i-th
particle at an initial time t = 0, and the ri(t) is the position of the same i-th particle at a
later time t. In order to assess the influence of the interaction with the MoS2 surface could
have on the dynamical properties of the IL ions at the interface, the MSD was calculated
at 300K in three different regions as a function of the distance from MoS2 surface. The
first region L1 is defined as the one close to the solid surface (with a thickness of 1 nm).
The second region L2 is defined as the next region apart from the solid surface with a
thickness of 2 nm. And the third region L3 is defined as the farthest apart from the
solid surface with a thickness of 4 nm. Figure 4.6 shows a schematic representation of the
locations of the three different regions with respect of the MoS2 bilayer and the calculated
MSD profiles as a function of time.

Figure 4.6. Left: schematic representation of the three different regions defined to analysed
the MSD of IL. Right: Mean squared displacement of the COM of EMIM and BF4 as a
function of time for within the three different L1-3 regions.

This analysis shows a significant difference in the mobility of the two ions in the three
considered regions. In region L1, the closest to the MoS2 surface, the two ions show
minimal mobility, reaching a value after 4 ns of about ∼30 Å2 and ∼40 Å2 for EMIM
and BF4, respectively. In region L2, that corresponds to the region between 1 to 3 nm
from the solid surface (meaning farther than the two first ions density peaks), the two
ions show a larger MSD than the one found in region L1 reaching a value of about ∼100-
110 Å2 after 4 ns. In region L3, the farthest from the solid surface, the two ions show
an even larger MSD of the order of ∼400 Å2 after 4 ns. The very slow dynamics of both
ions in region L1 is ascribed to the high ions density of this region and further support a
finite chemical interaction of the IL with the surface of MoS2 as a result of electrostatic
and vdW interactions. The faster dynamic of the two ions in region L2 is ascribed to the
lower density and farther distance to the MoS2 surface. The very high mobility of the
two ions found in region L3 might also be due to the effect of the IL-vacuum interface
which increases the spatial degrees of freedom of both ions. Moreover, the dynamics of the
cation is always found faster then that of the anion, as it is typically reported for the bulk
IL. The faster dynamics of EMIM arises from its homogeneous mild electrostatic field,
which leads to a weaker interaction with the its environment. In contrast, the BF4, which
shows a strong electrostatic field highly localized due to its size, interacts strongly with
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its environment so that its dynamics is slower. Also, the flexible (short) ethyl alkyl chain
and the planar structure of the cation might also contribute to its faster dynamics[79, 80].

4.3.1.4 Residence time

To obtain further insight into the dynamical properties of EMIM–BF4, the average time
spent by the IL at the MoS2 is a useful parameter. This quantity, generally referred to
as residence time R(t) inn the literature, was calculated from the cation and the anion
auto-correlation functions,

R(t) = 〈βi(t)βi(0)〉 (4.4)

where βi(t) = 1 if the ion is located at time t within the first layers in contact with the
MoS2 surface and 0 otherwise. A cation (anion) is considered to be within the first layers
if its distance form the surface is <1.5 nm. R(t) was computed at 300K, 350K and 400K
and the calculated R(t) are reported in Figure 4.7.

Figure 4.7. Residence time R(t) of the [EMIM+][BF−
4 ] at different temperature 300K,

350K and 400K in the first layers of ILs.

Two important remarks should be noted, firstly a large variation in the residence time
of the ions as a function of the temperature (decreasing in the time) can be observed.
The residence time R(t) is greatly influenced by the temperature just as the MSD(t)
which makes it possible to indirectly establish a certain correlation between R(t) and
the MSD(t). An increase in temperature, however small, leads to an increase in thermal
agitation in the liquid medium, and therefore an increase in the kinetic energy of ions. The
latter thus see their mobility increase, so it becomes easier for an anion or a cation located
in the first interfacial layers to cross the border of the first layer and to move to the upper
layers (space jump). These jumps are accompanied by a reduction in the residence time in
the first layers, and the more the temperature increases the more this transition becomes
frequent. Secondly, it can be noted that the residence time R(t) of the cation is reduced
compared to that of the anion. This final result, is apparently in contradiction with the
MSD results reported previously. However, this behaviour can be explained considering
that EMIM cation, as described above, shows a larger flexibility with respect to the BF4

anion due to its structure and electrostatic potential. These features allow the EMIM
to show a higher vibrational mobility with respect to BF4 as well as along the xy plane,
however, due to its favorable interactions with the S atoms of MoS2, its leaning to move
farther away from the solid surface (along the z axes) is reduced.
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4.3.2 EMIM–BF4 at the interface with MoS2 defected surfaces

In this section, the effect of the presence of surface defects on the MoS2 layer on the
degree of structuring of the IL EMIM–BF4 are evaluated. In particular, for this spe-
cific substrate, the most common defects found (or induced by electron beam, plasma or
chemical treatment) experimentally are sulfur vacancies[268]. For this reason, we have
focused specifically on this type of defects. The defected MoS2 surface models studied
in this work were obtained by removing a certain amount of S on the top layer of MoS2

and to maintain the overall neutral balance of the bilayer the appropriate number of Mo
atoms was removed in the bottom MoS2 layer, far from the liquid-solid interface (balance
of the electrostatic charge means two S atoms were removed together with one Mo atom
at a time). Three different surface defects densities, with randomly distributed sites, have
been studied: 4.0×1014 sites/cm2 (corresponding to 10 sites in total), 8.0×1014 sites/cm2

(corresponding to 20 sites in total) and 2.0×1015 sites/cm2 (corresponding to 50 sites in
total). These values are comparable to the ones typically found (or induced) in real MoS2

samples (7.4×1014–1.8×1016 sites/cm2)[269]. In Figure 4.8 are shown the top views of
the surface models of pristine MoS2 bilayer as well as two of the three models with sur-
face defects (here shown the two with 4.0×1014 sites/cm2 and 8.0×1014 sites/cm2). In
the following the structural, electrical and dynamical properties of the interfaces made of
MoS2 with surface defects are presented and discussed in comparison with those of MoS2

without defects.

Figure 4.8. Top view of the pristine MoS2 bilayer (without defects) and two of the three
models with surface defects (here shown the two with 4.0×1014 sites/cm2 and 8.0×1014

sites/cm2, respectively).

4.3.2.1 Structural and electrical properties

In order to understand the degree of influence and the impact that sulfur surface vacancies
can have on the interaction between the MoS2 bilayer and the IL ions, the ions density
profiles of the models with the three different surface defects densities were analyzed and
compared with the original MoS2 pristine model without defects. Figure 4.9 shows the
total and the individual ions density profiles of the four systems. The calculated density
profiles show clear differences, especially within the region close to the MoS2 surface. In
terms of total ions density profiles, the main observation that can be note is the decrease
of the intensity of the shoulder (centered at about ∼0.5 nm) of the first density peak
with increasing the defects density. This shoulder completely disappears for the model
with the highest surface defect density. The decrease of this shoulder, which it is re-
minded was mainly due to a density peak of BF4 ions at this distance from the MoS2

surface, is replaced by the appearance of a peak at much shorter distance (centered at
∼0.23 nm). This new density peak, entirely due to BF4 ions increases with the increase of
the surface defects density. A consequence of the formation of this new BF4 ions density
peak, is the sharpening of the first density peak of EMIM ions (intensity increased from
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∼12.8 ions/nm3 to ∼15 ions/nm3), which can be ascribed to a further ’flattening’ of the
cations parallel to the MoS2 surface. This arrangement picture is supported by the visual
inspection reported in Figure 4.10, where it can be observed the clear saturation of all the
surface S vacancies by BF4 ions and a very pronounced flat arrangement of the EMIM
cations. Over the surface defects, the BF4 ions are often found on top of the S vacancies
with one B-F bond aligned normally to the MoS2 surface, showing a F· · · Mo distance of
about ∼0.33-34 nm with the three Mo atoms of the layer below and a distance of about
∼0.34-0.35 nm with the six S atoms of the surface hexagonal layer.

Figure 4.9. Ion density and ion charge density profiles of EMIM-BF4 with respect to the
distance from the MoS2 surface by considering three different surface defects densities
compared to the pristine one (top).

By integrating the ions density profiles up to the density minimum after the first main
peak (0.6 nm), the composition of the first layer has been analysed. The model with a
defect density of 4.0×1014 sites/cm2 showed a first layer made of about ∼47% of EMIM
and ∼53% of BF4 ions very similar to the case with no surface defects. While the two
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Figure 4.10. Top (left) and lateral (right) views of the saturation of the surface S vacancies
by BF4 ions for the MoS2 model with a surface defect density of 4.0×1014 sites/cm2. In
the top view, the locations of the defect sites are highlighted with a orange circle. Bottom:
(left) typical configuration of a BF4 ion that is located on top of a S surface vacancy and
(right) a model where the F· · · Mo and F· · · S interatomic distances are reported in Å.
Color legend: EMIM ions in blue; BF4 in orange; S atoms in yellow and Mo atoms in
cyan.

models with a higher surface defects density showed a slight majority of cations in the first
layer with a ∼53% of EMIM and ∼47% of BF4. At the same time, we can report that the
surface defects of the models with 4.0×1014 sites/cm2 and 8.0×1014 sites/cm2 have been
found all (100%) saturated with BF4 ions whereas the model with largest surface defects
density was found saturated only for 76% of the defect sites. These results can be ascribed
to the fact that the model with the largest surface defects density shows S vacancies very
close to each other in some cases, which can not be saturated by BF4 because of steric
hindrance and electrostatic repulsion.
To get a better insight into the electrical properties of the IL phase in proximity of the
defected MoS2 surface models, the ions charges density profiles provide useful information.
This information is reported in Figure 4.9 where these charge density profiles are shown
along with the ones computed on the non-defective pristine MoS2 surface for a direct
comparison. These results support the previous analysis based on the ions density profiles.
Indeed, with the presence of surface defects and the formation of a first BF4 ions density
peak at short distance to the surface also a first negatively charged peak is found. The
intensity of negative peak increases with the increase of surface defects density. Moreover,
the following positive peak becomes more and more narrow with the increase of the surface
defects intensity in complete accordance with the previous observations made based on
the ions density profiles. One last observation is of interest, and related to the decrease
of all the following charge density peaks after the second one with vanishing charge peaks
farther than ∼0.8 nm.

4.3.2.2 Dynamical properties

To obtain insights into the effects of the surface MoS2 defects on the dynamical properties
of EMIM–BF4 ions, the MSD(t) analysed in region closest to the MoS2 (corresponding
to the region labelled L1 in the previous section). Figure 4.11 shows the calculations of
the calculated MSD values of the center of masses of the IL cations and anions along 4 ns
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of CMD simulation at 300K. The main observation that can be pointed out from this
analysis is related to the fact that at short time, the increase of surface defects induces
a slow down of the ions for both EMIM and BF4 which is found close to be proportional
to the surface defects density. However, at longer times (>3 ns) the mobility of EMIM
and BF4 ions in the case of defected MoS2 surfaces all tend to the same MSD values(with
EMIM cation remaining slightly more mobile than BF4 anion) suggesting that this mobility
dependence on the defects density is lost once the defects sites are well saturated. Overall,
the mobility of both cations and anions in the case of the pristine MoS2 models always
show faster dynamics with respect to the defected MoS2 models. This can be easily be
motivated due to the stronger interaction of BF4 with the defects sites and consequent
increase in density of the first layers of EMIM ions which further slow down the ions
mobility.

Figure 4.11. 3D mean-squared displacement of COM of IL cation EMIM and anion BF4

as a function of time in the IL layer close to the solid MoS2 surface. Four models are
compared; without surface density (solid line), and the three models with increasing surface
defects densities: 10 defects (dashed line, 20 defects (dot line), and 50 defects (dashdot
line).

4.3.3 EMIM–BF4@MoS2 interfaces: FPMD results

In this section, the results obtained by FPMD are presented and discussed. On a first
instance, we presented some preliminary calculations performed on a MoS2 bulk phase as a
propaedeutic study necessary before moving to the composite EMIM–BF4@MoS2 system.
Then we focus on the results obtained on our EMIM–BF4@MoS2 interface model in which
the MoS2 surface is supposed to be defect-free before moving to a surface model containing
two defects as detailed in the following discussion.

4.3.3.1 Modeling 2H-MoS2 layered structure

To check the applicability of the DFT and FPMD frameworks used so far for the study
of the different ILs, we did a series of calculations to study 2H-MoS2 layers. It is well-
known and widely reported in the literature that to accurately describe the structural,
mechanical and electronic properties of MoS2 crystal phases, the use of hybrid function-
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als (such as B3LYP and HSE06) combined with an accurate inclusion of vdW dispersion
forces (such as the Grimme-D2 scheme) or the use of more accurate approaches such as
post-Hartee-Fock and GW approximation methods, along with spin-orbit coupling, are
needed[122, 270–272]. These methods, have been shown to be essential for an accurate
description of the electronic properties of 2H-MoS2 crystal phase, especially for a correct
estimation of the peculiar (i.e. direct or indirect) band gaps of 2H-MoS2 monolayer and
the bulk phase as already explained in the first Chapter of this doctoral thesis and sum-
marized in Figure 1.6. Nevertheless, these methods can only be applied to systems of a
few tens of atoms because of the heavy computational workload due to the inclusion of
the exact exchange, spin-orbit coupling and Green Functions calculation in the case of
GW approaches. This is in clear contrast with the scope of modeling a realistic system
targeted in the present thesis work. In fact, we aim at modeling interface systems made
of over 600 atoms to be closer to the actual experimental conditions, a system size clearly
beyond the reach of these computationally expensive approaches. Furthermore, doing dy-
namics with these post-HF or GW methods is unfeasible and simple static calculations
are insufficient to describe the complexity of an Il-substrate system. For these reasons,
in this work, the FPMD simulations of the interface models are performed employing the
semi-local BLYP functional complemented with a suitable vdW scheme for the inclusion
of dispersion forces.
In the following we present the preliminary calculations used for the assessment of the
crystal structure parameters that correspond to the minimum (Kohn-Sham) total energy
for the 2H-MoS2 model within the BLYP[112, 187] exchange-correlation and the vdW in-
teraction computed via the maximally localized Wannier functions (MLWFs) and related
Wannier centers (WFCs)[206, 207, 252]. The optimal values of 2H-MoS2 crystal parame-
ters were found by systematically varying the a and b parameters of a supercell obtained
by replicating 5×5×1 the unit cell along a, b and c axes. Such supercell resulted made of
150 total atoms (50 Mo and 100 S). The computational approach used, is based on the
energy and wavefunction optimization of the systems trough a preconditioned conjugate
gradient method with a convergence criteria of 10−6, followed by a constrained FPMD
simulation applying a friction force (ion velocities scaled by a factor 0.98 at each step)
for a total of 2000 steps so as to optimize the model at T∼0 K and atomic forces <10−4.
The Kohn-Sham total energy of the different models was always accompanied by the cal-
culation of the corresponding stress tensor to quantify the degree of residual stress on the
systems. Figure 4.12 shows both profiles of KS energy and stress tensor as a function of
the variation of a and b parameters.

From the analysis of this plot, the optimal a and b parameters at which it corresponded
the minimum of KS energy with the chosen computational approach were found, which
corresponded to variation of 3% with respect of the experimental values and with a residual
stress of about ∼1.5 GPa. In Table 4.1 are reported the corresponding obtained cell
parameters (in terms of unit cells) together with the main interatomic distances of interest
for 2H-MoS2: Mo-S bond distance, the distance between Mo atoms of the two MoS2 layers
(Mo· · · Mo), and the distance between S atoms of the two MoS2 layers, corresponding to
the vdW gap interlayer distance (S· · · S). These data is compared with the experimental
values and with other computational approaches reported in literature. In comparison
with the experimental values, it can be observed that the obtained model shows a slight
overestimation of the Mo-S bond distance and a reduced S· · · S interlayer distance as a
result of adapting to the larger a and b cell parameters. As expected, by employing more
advanced methods, such as those-based on hybrid functionals, the structural parameters
of 2H-MoS2 cell can be described with higher accuracy in addition to a better description
of its electronic properties.

To probe the chemical bonding in the 2H-MoS2 layers, we analysed the electronic struc-
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Figure 4.12. Computed Kohn-Sham total energy and stress tensor values as a function of
a and b % variation of the supercell of 2H-MoS2 bilayer.

Table 4.1. Comparison of the bulk 2H-MoS2 structural parameters computed in this work
at the BLYP + vdW-W level (vdW-W stands for vdW dispersion forces described by the
MLWF-based scheme) with the corresponding experimental data and also other theoretical
works reported in literature.

Exp. FPMD (this work) DFT DFT
[38, 39] BLYP + vdW-W B3LYP[273] HSE06 + vdW-D2[270, 272]

a, b 3.16 3.26 3.17 3.16
Mo-S 2.37 2.46 NR NR
Mo· · · Mo 6.15 6.15 NR 6.19
S· · · S 3.14 2.98 NR NR

ture through the WFCs positions and associated dispersion of the MLWFs. As outlined in
Chapter 2, a WFC indicates the maximum probability for the location of an electron (or
electron pair in spin-unrestricted approaches) in a quantum system[206, 207, 252]. The
analysis of the WFCs with respect to the nuclear positions provides an insight into the
chemical bonding of several types of materials, and in the past it has been applied to the
study of liquids such as water[274–276] and amorphous chalcogenides such as selenides and
sulphides[267, 277]. The nth MLWF wn(r) and its WFC rWFC

n = (xn, yn, zn) are obtained
as unitary transformation (iterative) of the Kohn-Sham orbitals ψi(r)

wn(r) =
Nocc∑

i=1

{
∏

p

e−Ap
i,nψi(r)

}

(4.5)

where Nocc is the total number of occupied states (=electrons in a spin-unrestricted ap-
proach), Ap

i,n is a matrix generalization of the Berry phase connector, and p is the order of
the iteration[278]. Among all the possible (equivalent) unitary transformations, in the case
of MLWF we chose the one that minimized the spread of the orbitals. This is obtained by
minimizing the spread functional Ω. This quantity is the difference between the Wannier
charge density with respect to its own center of charge, thereby representing the spatial
extension of the Wannier orbital:

Ω =
Nocc∑

i=1

{

〈i|r2|i〉 − 〈i|r|i〉2
}

(4.6)
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The WFC of each Wannier orbital n is given by

xn = −Lx

2π
Im ln 〈n|e

−
i2π x

Lx |n〉 (4.7)

where Lx corresponds to the length of the simulation cell along x. Similar equations are
used for the coordinates along y and z. Figure 4.13 shows the positions of the WFCs in
a molecular configuration of the MoS2 layer simulated. For S, the existence of six valence
electrons and the threefold coordination of S is at the origin of a specific pattern; one
WFC center is localized close to the S atom, representing a lone pair of electrons not
involved in chemical bonding. In what follows, these WFCs are referred to as WFCSLP

centers. The other three WFCs, which are localized along the Mo-S bonds, reflect the
interatomic bonding. In what follows, these are referred to as WFCMSB. The sixfold
Mo atoms are characterized by 14 electrons in total, as the sum of the valence and core
electrons due to the type of semicore pseudopotential used for Mo. The Mo1 atom in
Figure 4.13 is coordinated by six S atoms and it shows several WFCs very close to the
atom site, corresponding the its WFCSLP and core electrons. The S1 atom in Figure 4.13
is coordinated by three Mo atoms, with bond lengths equal to ∼2.46 Å. The location of
the three WFCMSB surrounding S1 atom is found at a S-WFCMSB distance dS−WFC of
∼0.85 Å and at a distance Mo-WFCMSB distance dMo−WFC of ∼1.53 Å. By considering
the vdW and covalent radii of Mo and S (vdW radii: 2.25 Å , and 1.89 Å corresponding to
the 56% and 43% of the sum of the radii, respectively[279]. and the covalent radii 1.54 Å ,
and 1.05 Å ; corresponding to the 60% and 40% of the sum of the radii, respectively,[280]),
we observe that the computed Mo-S bond distance is very closed to the sum of the reported
covalent radii. On the basis of the obtained results and these considerations, the Mo-S
bonds found in our models of 2H-MoS2 corresponds to what in the literature is retained as
a covalent bond. Yet, this is a too simplified description of a proper Mo-S bond as explicitly
indicated by the location of the WFCs. In fact, our MLWF-based analysis shows rather
clearly that a polarization effect exists and translates into WFCMSB closer to S than Mo
(for distance corresponding to the 35% of the bond distance versus the 40% as reported
in literature)[280]. In this respect, we have here a much more precise characterization of
nature of a Mo-S bond than the simple one given just in terms of textbook values of vdW
and covalent radii.

Figure 4.13. Zoom in the lateral and top views of the local environment of the 2H-MoS2

cell optimized by FPMD in this work, It is shown the typical arrangement of Wannier
centers (WFC) around a S atom (S1) and Mo atom (Mo1). Mo and S atoms appear as
cyan and yelwalow spheres, respectively whereas the WFC appear in purple. Both the
lone pairs electrons of S and Mo are shown (WFCSLP and WFCMLP, respectively) as well
as the bond pairs electrons shared along the Mo-S bond (WFCMSB).
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4.3.3.2 Chemical interactions at the liquid-solid interface: ions density pro-
files and EMIM orientation

In this section, the results obtained by the FPMD simulations of the EMIM–BF4@MoS2

interfaces are presented and discussed. The initial configuration of an interface model
made of 20 EMIM–BF4 ions pairs in contact with a bilayer of 2H-MoS2 was obtained
by classical MD. Then, the c parameter of cell was set to 5 nm, which allowed sufficient
vacuum space on top of the IL phase to avoid any significant interaction with the replicas
boxes due to the applied PBC along the FPMD simulations. The FPMD computational
approach has been applied as follows: in a first stage a friction force was applied on the
atoms’ velocities in order to bring the system close to 0K within 2000 steps. This stage
was followed by a short simulation in the NVE ensemble to monitor its stability and then
by over more than ∼10ps in the NVT ensemble at a temperature of 300 K, as described
in the computational methods section. Along this FPMD simulation, the bottom MoS2

layer has been kept frozen throughout the simulation whereas the top layer has been let
free to move. Figure 4.14 shows the profile of the Kohn-Sham potential energy along the
simulation at 300 K for EMIM–BF4@MoS2 interface. The constant average value of the
KS potential energy beyond ∼4 ps and the energetically well-separated temperatures of
ions and electrons along the simulation time prove the numerical stability of the simulation
and the reliability of the computational protocol used[253].

Figure 4.14. Computed Kohn-Sham potential energy as a function of time for EMIM–
BF4@MoS2 interface simulated at 300 K. Inset: Comparison of the temperature of the
ions and electrons along the simulation.

Figure 4.15 shows the temporal evolution of the interlayer distance between the top
and bottom MoS2 layers (i.e. vdW gap), calculated from the difference of the average z
coordinates of the S atoms of the bottom layer of MoS2 at the interface (mobile layer) and
the z coordinates of the S atoms of the top layer of the lower MoS2 layer (frozen). The
constant average value of the vdW gap beyond ∼5 ps is found in good agreement with the
experimental value reported for MoS2 (3.22 Å versus 3.14 Å). The Mo-S bonds distances
of the fully mobile top layer restored quantitatively the experimental value (2.37 Å).
Moreover, possible sliding along the xy plane of the top MoS2 layer over the bottom MoS2

layer was found to be negligible. Indeed, only a minimal displacement (∼0.3 Å ) of S and
Mo atoms along the xy plane was recorded during the entire >10 ps of FPMD (Figure
4.15) simulation.

Figure 4.16 shows the temporal evolution of the EMIM–BF4@MoS2 interface at 300K,
visualized in snapshots of the models taken at 0.1, 4, 6, 8 and 10.5 ps.

A small expansion along the z direction of the IL phase was recorded during the ini-
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Figure 4.15. Left: Interlayer distance between the top and bottom MoS2 layers (i.e. vdW
gap) as a function of time, calculated from the difference of the z coordinates of the S
atoms of the bottom layer of MoS2 at the interface (mobile layer) and the z coordinates
of the S atoms of the top layer of the lower MoS2 layer (frozen). Errors bars correspond
to the 95% confidence interval obtained from averaging over all the S atoms of each layer.
Right: xy displacement of S and Mo atoms of the top MoS2 layer along the >10 ps of
FPMD simulation at 300 K.

Figure 4.16. Temporal evolution snapshots of the simulation of EMIM–BF4@MoS2 inter-
face at 300K.

tial stage of the simulation (1.5-3.8 ps). This event can be ascribed to local molecular
rearrangements driven by chemical interactions and thermal motion and also as a conse-
quence of the vdW gap expansion between the two MoS2 layers, as previously indicated.
Along the remaining period of the simulation, the IL phase was found particularly stable,
without any departure into the vacuum region of any ion.
In order to gain insight into the effect of explicitly taking into account the electronic struc-
ture of the system on the structure of the EMIM–BF4 at the interface, in what follows a
few properties are analysed. These have been obtained as averages over the last 5 ps of
FPMD at 300K and are discussed in close comparison with the previous results obtained
by classical MD. The first one is centered on the analysis of the ions density profiles with
respect to the distance normal to the MoS2 surface. Figure 4.17 shows the distribution of
the total ions density and its breakdown into the contribution of EMIM and BF4. Being
the IL phase simulated by FPMD of 20 IL ions, it is of relevance to discuss the density
profiles only for the first layers of IL from the MoS2 surface (up to 1.8 nm) to avoid any
possible influence of the interface between the IL and the upper vacuum.
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Figure 4.17. EMIM-BF4 ions COM density profiles with respect to the distance from the
MoS2 pristine surface obtained by FPMD at 300K (z=0 at the position of S atoms of the
top layer of the top MoS2). Top: total density profiles. Bottom: Density profiles of EMIM
(left) and BF4 (right) ions. For comparison, the density profiles obtained by classical MD
at 300K are also shown.

The total ions density profiles obtained by FPMD shows significant layering of the IL,
overall supporting the results obtained by classical MD although with some appreciable
differences. Overall, three layers can be identified by the peaks’ maximum of the density
distribution. The first one, the closest to the MoS2 surface, is found more broadened with
respect to the the CMD density data and with a peak centered at a distance 0.45 nm, a
value that lies in between the first peak position and its shoulder from the CMD data. The
second and the third density peaks are found with similar intensity whereas the following
density oscillations vanish at larger distance from the MoS2 surface. The second peak’
intensity and position are found very close to those obtained by CMD (0.72 nm), whereas
the third peak is slightly more intense in the FPMD data and with broadened maximum
over the range 1.1-1.35 nm. By breaking down the total profile into the contributions from
EMIM and BF4 ions, we can infer further observations. The cation density profile shows
the first two density peaks very narrow and located at found in CMD. Only the first peak
is found at lower intensity with respect to the CMD data. The third peak obtained by
FPMD is found at a relatively shorter distance with respect to the CMD data (1.1 nm
versus 1.25 nm). The BF4 ions density profile obtained by FPMD shows the first three
peaks with higher intensity and slightly farther shifted at larger distances with respect to
the CMD data. In particular, the first peak is found much more structured and centered
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at 0.5 nm, whereas the second and third peaks are found less structured and centered at
1.1-1.35 nm and 1.75-1.9 nm (from CMD: 0.3–0.6 nm (1st), 1.09 nm (2nd), and 1.6 nm
(3rd)). Overall, the IL ions density profiles obtained by FPMD support the ions density
layering at the interface obtained by CMD, with density distributions that start at the
same distance from the MoS2 surface. However, the FPMD data show density peaks less
intense and centered at distances from the interface shifted at larger values. The analysis of
the first density peaks obtained by FPMD, support the preferable flat orientation of EMIM
with respect to the MoS2 surface and depicted by the narrow density peak. Whereas it
suggests a more organized arrangement of BF4 ions within the first layer, showing a first
peak particularly pronounced with repsect to the broad one found in CMD.
In terms of the structural order Sring(θr) of EMIM, the FPMD data show a trend very
similar to the one obtained by CMD, with the majority of EMIM lying close to parallel
with respect to the MoS2 surface. The only appreciable difference, is related to a Sring(θr)
distribution peak more broadened in the range 0.7-0.9 whereas in CMD 85% of EMIM at
the interface was found showing an orientation parameter close to ∼0.90.

Figure 4.18. Distributions of the order parameter Sring(θr) of the EMIM ring computed
at 300K. The FPMD data is compared with those obtained by classical MD.

4.3.3.3 Electronic properties at the liquid-solid interface: Bader charges,
charge density profiles and electron density

As mentioned previously, the FPMD approach provides an explicit and direct access to
the detailed electronic structure of a system. This information allowed us to quantify the
the partial charges of each atom, exploiting the electronic density ρ(r), available on the
fly and computed for several uncorrelated interface configurations the Bader charges, as
done previously for the case of bulk IL. The result of this analysis is summarized in Table
4.2. The computed Bader charges of each atom of the EMIM–BF4@MoS2 interface do
not undergo any significant fluctuation all along the dynamics. The total Bader charges
of EMIM and BF4 are equal to +0.96 and -0.95, very close to the values obtained in
the EMIM–BF4 bulk phase. The MoS2 bilayer shows Mo and S atoms with an averaged
charge of +1.03 and -0.52, respectively. These value are slightly greater, in terms of
absolute values, of the values computed in the 2H-MoS2 bulk phase. Of notice that the
charges values computed by FPMD are almost the double of the point charges used in the
CL&P force field (+0.50 and -0.25). The availability of the Bader charges for each atoms
allows us to determine the ions charge density profiles, by integration of the sum of the
charges at a given distance from the MoS2 surface. Figure 4.19 shows the total charge
distribution of EMIM–BF4 as well as the individual contribution from EMIM and BF4.
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This analysis allows to make a direct comparison with the charge density profiles obtained
by CMD, also reported in Figure 4.19.

Figure 4.19. EMIM-BF4 ions charge density distributions with respect to the distance
from the MoS2 surface computed by FPMD at 300K. Top: total charge density profiles.
Bottom: Charge density profiles of EMIM (left) and BF4 (right) ions. For comparison,
the charge density profiles obtained by classical MD at 300 K are also shown.

The total charge profile shows large charge oscillations all along the distance range
examined, whereas the CMD profiles showed clear charge peaks only up to 1.0 nm from
the surface. We recall that the total charges of EMIM and BF4 ions are relatively similar
comparing the Bader values and the CL&P charges (+0.96/-0.95 versus +1.0/-1.0). The
origin of the strike difference in charge density profile is ascribed to the larger Bader
absolute charge values of each atom with respect to the point charges used in CL&P FF
and to a very different charged distribution. The Bader values identify a EMIM with
only N atoms showing a negative charge and (almost) all the other atoms showing a
positive charge. While in CL&P FF, within the imidazolium ring the N atoms are charged
positively and C atoms negatively and overall all atoms shows much smaller charge values.
In a similar way, the Bader charges of B and F are almost the double in absolute values
with respect to the values used in CL&P FF (B,F: 3.0,-0.99 versus 0.96,-0.49), while the
total anion charge is similar. Analysing the first molecular layers region (<1.0 nm) of both
the total and individual cation and anion charge density profiles, we can observe a general
shift of the negative and positive peaks towards larger distance with respect to the MoS2

surface and in comparison to the CMD data. This observation is in agreement with our
previous analysis based on the ions density profiles. Moreover, the charge density peaks
beyond the first one are found more broadened in comparison to CMD data, the farther
from the MoS2. A further possible contribution to the noisy character of FPMD data
could also be originated by the relatively small size of the IL phase.
The direct access to the detailed electronic structure of a system provided by FPMD,
allows to inspect the electron density distribution of the EMIM–BF4 interface. Figure 4.20
shows the electron density distribution of the interface at study, computed at ∼9.5ps of the
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Table 4.2. Computed Bader charges of the Mo and S atoms of 2H-MoS2 in the bulk phase
and of the two EMIM–BF4@MoS2 interfaces simulated with the pristine and defected MoS2

bilayers. The charge values per atom types have been averaged over the total number of
atoms of the same species. Note that for the defected MoS2 bilayer also the charges of the
surrounding Mo and S atoms around the two S vacancies have been reported (*).

MoS2 Bulk phase bilayer defected bilayer

Mo 0.97(1) 1.03(1) 1.03(2)/0.97(3)*
S -0.49(2) -0.52(1) -0.51(2)/-0.54(1)*

EMIM–BF4

N1,2 - -2.50 -2.49
C2 - 2.46 2.38
C4,5 - 0.79 0.78
C6 - 0.34 0.42
C7 - 0.40 0.39
C8 - -0.04 -0.06
H2 - 0.23 0.24
H4,5 - 0.18 0.17
H6 - 0.10 0.11
H7 - 0.10 0.08
H8 - 0.04 0.05
EMIM - 0.96 0.94
BF4 - -0.95 -0.96

simulations at 300K. This analysis allows to point-out minimal electronic density between
the upper MoS2 layer and the first EMIM–BF4 layer at the interface, highlighting any
evident direct chemical interactions between the two counterparts. This result, support
the overall picture that the primary chemical interactions at play at the interface between
EMIM–BF4 ions and MoS2 are electrostatic and dispersion (vdW) forces.

4.3.3.4 EMIM–BF4 in contact with a defected MoS2 surface: preliminary
results

In this section, we present the preliminary results obtained by modeling a EMIM–BF4@MoS2

interface with two S vacancies on the top MoS2. We recall that the initial configuration
was obtained by classical MD, as previously described, and such preparation allowed the
saturation of the two S vacancies with two BF4 ions in close contact with the S and Mo
atoms neighbouring the S vacancies (∼3.4Å and ∼3.5Å, respectively). The FPMD com-
putational procedure adopted here is the same as the one of the previous section, however
in the present case we simulated up to about ∼6ps of total dynamics, reaching 300K at
about ∼4ps. We recall that prior to the NVT simulation, we performed a constrained run
in order to optimize the initial interface model (obtained by classical MD) at 0K. This first
stage allows minimal local molecular rearrangements in the search of a relative minimum
of energy. Figure 4.21 shows a snapshot of this interface model as obtained at the end
of this constrained FPMD run. It can be seen that two BF4 ions are still located in the
close proximity of the two S vacancies sites, however at this point the F· · · Mo and F· · · S
interatomic distances (∼3.5Å and ∼3.6Å , respectively) already show slightly longer val-
ues compared to the values registered with classical MD. Figure 4.22 shows the temporal
evolution along the ∼6ps of NVT FPMD run (heating up to 4ps and then equilibrating at
300K) of the local rearrangements of the two BF4 ions at the top layer of MoS2 surface.

From the initial stage, where the two anions are interacting with the two S vacancies
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Figure 4.20. Electron density distributions of the EMIM–BF4@MoS2 interfaces made
with the pristine MoS2 surface (left, computed at ∼9.5 ps) and with the MoS2 with two
S vacancies in the top layer (right, computed at ∼5.1 ps) . The electron density is shown
at an isosurface value of 0.015 e/ a.u.3. Color code is cyan for Mo, yellow for S, organge
fo BF4 ions and blue for EMIM ions.

Figure 4.21. Left: Snapshot of the EMIM–BF4@MoS2 interface with two S vacancies on
the top layer at the end of the first stage of constrained FPMD run (T∼0K). Right: Lateral
and side views of the interface model where only the two BF4 ions interacting with the S
vacancies sites are shown.

(at ∼0.1 ps), at ∼2 ps it can be observed the detachment of one of the anions from the
S vacancy site followed by the detachment of the second anions right after at ∼4 ps.
However, at about ∼5.5 ps,we observed the re-formation of a close interaction between
the second BF4 anion (after rotation) and the S vacancy site, while the first anion is still
moving within the IL phase. At this point, the BF4 ion interacting with the S vacancy
site shows interatomic distances of the F atom of BF4 shorter than those showed at the
beginning of the simulation (∼3.1 Å and ∼3.29 Å for F· · · S and F· · · Mo, respectively).
These chemical interactions F· · · S and F· · · Mo can be ascribed, in part, to the slightly
different charges of Mo and S of the atoms neighbouring the S vacancy site (Table 4.2).
The relatively stronger nature of these chemical interactions is supported by the analysis
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of the electronic density (Figure 4.20). Indeed, contrary to the interface without any S
surface defect, the interface model investigated here shows a non-zero electron density
between one F atom of a BF4 anion and the Mo and S atoms neighbouring the S vacancy
site. These results suggest a possible way to induce specific chemical interactions at MoS2

surface defects that could be exploited for its rational surface chemical doping, and thus
a possible way to modify MoS2 electronic properties.

Figure 4.22. Sequence of snapshots showing the temporal evolution along the ∼6ps of
NVT FPMD run of the local rearrangements of the two BF4 ions at the top layer of MoS2

surface: initial stage where the two anions are interacting with the two S vacancies (at
∼0.1ps); detachment of one of the anions from the S vacancy site (at ∼2ps); detachment
of the second anions (at ∼4ps); re-formation of a close interaction between the second
BF4 anion (after rotation) and the S vacancy site (at ∼5.5ps) while the first anion is still
moving within the IL phase. Right: interatomic distances of the F atom of BF4 at close
interaction with the S vacancies site. The closest interatomic distances between the F
atom and the three Mo and six S atoms surrounding the vacancies site are reported.

4.4 Effects of IL chemical structure and type on the struc-
tural organization of IL at the interface with MoS2

In this section, we undergo a systematic study by means of classical MD simulations of
different IL@MoS2 interfaces with the aim to assess the effect of the IL anion size and
chemistry and the role of the length of the alkyl chain of AI-IL cation.

4.4.1 Effect of AI-IL anions size and chemistry

In order to evaluate the size and chemistry effects of the IL anion on the interface properties
IL@MoS2 interfaces, we simulated three interfaces bearing Cl, BF4 and TFSI as IL anion.
The same computational procedure used previously for EMIM–BF4@MoS2 interface was
used here. Figure 4.23 shows typical snapshots of the final configuration equilibrated at
300K. Already inspecting the different final thicknesses of the three IL phases (EMIM–Cl:
7nm; EMIM–BF4: 8nm; EMIM-TFSI: 14nm) for the same number ions pairs simulated
(500 pairs), it is possible to observe the effect of the different anion size. To gain further
insights in the different structure and behaviour of the three IL pairs, we plot in Figure
4.24 their ions density and charge density profiles with respect to the distance from the
MoS2 surface).

Several distinct remarks can be outlined. The first peak of the total ions density profiles
is found at the same distance from the MoS2 surface for all the three pairs, underlining no
anion effect whatsoever on the distance interaction at the interface. However, the intensity
of this first peak is drastically reduced moving from Cl>BF4 >TFSI, which can be ascribed
directly to a size effect of the anion. The smaller the anion size the more the cation first
layer is found structured, showing the first density peak with increasing intensity. The
anion size effect induces also the broadening of the first peak of the total density profile.
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Figure 4.23. Snapshots of the interface models simulated by classical MD and bearing
different AI-IL anions: EMIM–Cl, EMIM-BF4, EMIM-TFSI. The chemical structure of
each IL ions as well as the thickness of the each IL phase made of 500 ions pairs and
equilibrated at 300K are also reported.

This is ascribed to the volume occupied by each anion, resulting in the decrease of the
intensity of the original first peak’ shoulder of the BF4 density profile (located at 0.5 nm)
for the case of Cl and an increase of such shoulder for the case of TFSI. The IL density
layering oscillations show different extension departing from the MoS2 surface for the three
IL pairs. EMIM–Cl and EMIM–BF4 show vanishing of the density oscillations at about
1.5nm whereas TFSI shows it at about 2.3-2.5nm. The analysis of the ions charge density
profiles show the most striking differences for the three systems. In particular, the small
size of Cl ions allows a very large number of both ions within the first layer which result in
very intense positive peak close to the solid surface. This first positive peak is also found in
the case of BF4 and TFSI, however its intensity is drastically reduced with increasing the
anions size, with also the consequence of showing a second negative peak with increasing
intensity as the anions size increases. A clear contrast between the ions density profiles
and the ions charge density profiles is related to the extension of the density oscillations
layering with respect to the distance from the MoS2 surface. In fact, if the former shows
extension that increases with the size of the anions, the latter show the opposite. The
charge layering is found extended up to 1.8nm for EMIM-Cl, up to 1.4nm for EMIM–BF4

and up to 1.0nm for EMIM-TFSI.

4.4.2 Effect of AI-IL cation alkyl-chain length

In order to inspect the role of the cation size and especially the length of its alkyl chain, in
this section we analysed the ions density and ions charge density profiles with respect to
the distance from the MoS2 of three IL made of DMIM-TFSI, EMIM-TFSI and HMIM-
TFSI (Figure 4.25). As previously found in the case of different anions, also in this
case the position of the first total ions density peak does not change in the three IL
models, supporting the picture of promoted electrostatic and dispersion forces as the
main interactions at play at the interface. However, in this case we observe a greater
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Figure 4.24. EMIM-Cl, EMIM-BF4, EMIM-TFSI ion density and ion charge density
profiles with respect to the distance from the MoS2 surface. These results are obtained
from the classical MD at 300K.

structuring of the first density peak of the cation by reducing alkyl chain length. All
the three models show the cations ions to be lying parallel to the solid surface. Both
DMIM and EMIM promote clearly up to three ions density peaks as far as 1.6nm and
2.3-2.5 nm, respectively. Whereas HMIM shows a low intense first peak followed by very
broadened density peaks of average intensity close to the bulk region. In terms of charge
profiles, all the three models show a initial sequence made of a first small positive peak,
followed by very intense negative peak and a third very intense positive peak. Further
peaks of alternate charges are present up to 1.0nm for the three models. The intensity
of the second and third peaks decrease with increasing the length of the alkyl chain of
the cation. This result can be ascribed to the tendency of AI-IL cation with long alkyl
chains to promote separated polar and apolar regions within the IL phase, the latter being
mainly constituted by the alkyl chains where mostly dispersion forces are at play.
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Figure 4.25. DMIM-TFSI, EMIM-TFSI, HMIM-TFSI ions density and ions charge density
profiles with respect to the distance from the MoS2 surface. These results are obtained
from the classical MD at 300K.

4.5 Conclusions

We studied a series of alkyl imidazolium-based ILs in contact with pristine and defected
2H-MoS2 layered substrates to rationalize the different interactions occurring at the liquid-
solid interface. To achieve, we used simulation protocols based on classical and first-
principles molecular dynamics, the study was able to provide insights into the different
interactions taking place at the liquid-solid interface with some details on electronic struc-
ture. The results of this study can be useful in rationalizing the behavior of these types
of materials in real-world applications and can potentially inform the design of new ionic
liquids with improved properties for use in various fields. Furthermore, the study’s find-
ings can also be useful for understanding the behavior of other liquid-solid systems, as
the molecular interactions at play are likely to be similar in nature. Additionally, the use
of both classical and first-principles molecular dynamics simulations in this study adds to
the robustness of the findings, as it allows for a more comprehensive understanding of the
interactions taking place at the liquid-solid interface.
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Chapter 5

Preliminary study of EMIM-BF4

at electrified MoS2 surfaces

5.1 Context and objectives

In electric double layer applications such as batteries, double layer field-effect transistors
(EDL-FETs), and double layer capacitors (EDLC), electrolytes are required to function
jointly with 2D nanomaterials, such as transition metal dichalcogenides of the same type
discussed in the previous chapters. At the electrode–electrolyte interfaces, the ILs form
ultra-thin electrical double layers (EDLs). EDL is a common acronym used to identify a
complex interfacial structure in systems with mobile charges determined by the electro-
static interaction of ions and/or molecules with a charged surface. Despite of the term
‘double’ in its name, the EDL consists of several distinct molecular or charge layers, which
are relevant in highly concentrated electrolytes as in the case of ILs[281, 282]. The struc-
ture and dynamics of EDLs are among the key factors determining the capacitance and
charging speed of EDLC and the gating speed of EDL-FETs and thus regulating the per-
formance of the devices[283, 284]. A fundamental understanding of the behavior of EDLs
from the molecular level is essential for understanding how electrolytes behave at elec-
trified interfaces and, in turn, how to provide a guideline to design EDLs-based devices
with improved performance[285]. From the viewpoint of fundamental science, ILs repre-
sent an interesting case of highly concentrated electrolytes that possess in general a more
chemically inert character with respect to other systems and are more resistant to higher
voltages than standard diluted electrolytes such as aqueous ionic solutions. An intense
research activity worldwide has shown that the behaviour of ILs near charged surfaces
is basically different from the behaviour of standard solvent-based electrolytes. Indeed,
ILs display a number of phenomena typically absent in standard electrolytes, namely
over-screening, charged driven structural transitions and ion crowding at the luquid/solid
interface[35, 266, 286]. In this context, MD simulation provide a powerful tool for investi-
gating the properties of EDLs, leading to major insights into the structure of the interfacial
layers at an atomic–scale resolution escaping experimental probes. This helps to under-
stand voltage-capacitance relations and the charging mechanisms. Several works focused
on how the properties of EDLs are affected by the nature of the electrodes, such as, for
instance, the curvature, the roughness, and the presence of nanopores[105, 287–292]. Typi-
cally, charge-constant MD and constant-potential MD (ccMD and cpMD, respectively) are
the two methods routinely used to get an insight into the structural and electrical proper-
ties of EDLs-based systems. The former has the advantage of being applicable to a variety
of materials and allows to obtain ”rapidly” fundamental insights in EDLs properties. The
latter has the advantage of giving access to the charging process of the electrode, although
it was not conceived to be applied to electrode materials that are not metallic. The latter
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method has been exploited in multiple application to the study of EDLC systems in the
last decade. However, recent works have shown that these two computational schemes give
similar interfacial structures and capacitances within a certain range of voltage drops. In
the present Chapter, ccMD simulations are used to investigate the structural and electrical
properties of EDLs promoted by EMIM–BF4 at the interface with charged MoS2 surfaces.
In particular, we give a detailed account of structural properties (ions density profiles,
molecular orientation) and electrical properties (charge density profiles) of our targeted
systems. These analyses are discussed in terms of overscreening and overcrowding models
used to characterize ILs-based systems. In the final part, we show how the use of FPMD
allows to obtain a better understanding of the electronic density characterizing the EDL
and promoted by the EMIM–BF4@MoS2 interface. Altogether, the results presented in
this Chapter offer a critical analysis of EDLs for the case of EMIM–BF4 in contact with
charged MoS2 surfaces, providing a detailed atomistic insight into this interface.

5.2 Computational details

The interface models simulated by ccMD and studied in this Chapter were obtained by
the following procedure:

1. Production of a representative bulk model made of 500 ions pairs of EMIM–BF4

with hexagonal geometry and equilibrated at 300 K, following the same thermal
cycle detailed in Chapter 3 and 4, the hexagonal geometry being dictated by the
crystallographic symmetry of the substrate;

2. Inserting the obtained bulk IL model in-between two MoS2 bilayers (at a distance
defined by obtaining a final IL density close to the exp. value). The equilibration of
the IL phase was achieved through a simulation in the NVT canonical ensemble at
400 K for 1 ns.

3. A final equilibration period of 1.5 ns at 400 K was used for the production phase
and data analysis. This model corresponds to the zero-charge system, in which the
opposite MoS2 bilayers (i.e. electrodes) show the same neutral total charge.

4. The final configuration of the previous step was used as the initial structure for the
ccMD simulations of the charged interfaces, where the the atoms point charges of
the Mo and S atoms of each bilayer were specifically parametrized to obtain a given
final surface capacitance.

5. Each charged model was equilibrated for 2.5 ns in the NVT canonical ensemble at
400 K, of which the last 1.5 ns were used for the production phase and data analysis.

The MoS2 bilayer studied here is one described in the previous Chapter, with a unit cell
was replicated by 15x × 15y × 1z times for the ccMD simulations in order to build a
supercell for a total size of 1350 MoS2 atoms (900 S and 450 Mo). This specific model
corresponds to a cell of a=47.415Å, b=47.415Å and α=90, β =90, γ=120. The c parameter
was defined as c=96.920Å in order to obtain a final IL phase, confined in-between the
two MoS2 bilayers, showing the experimental density. For these interfaces models, it
has been used the CL&P force field proposed and developed by Canongia Lopez and
coworkers[13] with the parametrization of Koddermann et al.[246] to better account for
the dynamical properties of the bulk ILs simulated. For the MoS2 bilayer, the FF of Sresht
and coworkers[94] have been used with slightly modified point charges. We employed the
Mo and S charges recently proposed by Bing and coworkers[293], which have been obtained
at zero voltage by cpMD simulations of 1T-MoS2 supercapacitors and correspond to +0.62
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and -0.31 for Mo and S atoms, respectively. The electrified MoS2 surfaces were obtained
by defining Mo and S charges with equal in magnitude but opposite in sign surface charge
densities, ±QS . The following surface charge densities were simulated: ±3.0, ±7.0, ±13.0,
±36.0, ±73.0 µC/cm2. Figure 5.1 shows a few examples of models simulated with different
surface charge densities. The temperature used for the CMD simulations performed in this
Chapter was set to 400 K. This value was chosen to enhance the mobility of the IL ions
by thermal energy. Preliminary tests performed in the range 300–500 K did not show
significant differences in the final results. Following the approach used in recent works,
we calculated the electrode potentials (i.e. voltage) corresponding to the charge density
distributions of MoS2 bilayers simulated in this Chapter. In the practice, the potential φ(z)
profile along the z direction (electrode-to-electrode) was calculated by double integration
of the charge distribution of the electrolytes, ρchg(z), and of the charge density on the
electrodes, QS, based on the one-dimensional Poisson equation[105, 294].

d2φ(z)

dz2
= −ρchg(z)

ǫrǫ0
(5.1)

where ǫ0 is the dielectric constant of the vacuum and ǫr is the relative permittivity. The
values φ(z) obtained correspond to: 0.70 V, 1.60 V, 2.96 V, 8.15V and 16.5V for the five
surface charge densities simulated here, respectively. Table 5.1 reports the point charges
used here for S and Mo at the two electrodes.

Table 5.1. Point charges used for S and Mo atoms at the two MoS2 elec-
trodes in order to define the different surface charges distribution (and
voltages). Each electrode is made of a bilayer of MoS2 of 450 Mo atoms
and 900 S atoms.

QS ( µC/cm2) 0.00 ±3.00 ±7.00 ±13.71 ±36.56 ±73.12
φ(z) (V) — 0.00 ±0.70 ±1.60 ±2.96 ±8.15 ±16.5

Positive Mo +0.621a +0.614 +0.606 +0.592b +0.546 +0.472
electrode S -0.310a -0.302 -0.292 -0.275b -0.216 -0.122
Negative Mo +0.621 +0.626 +0.634 +0.648b +0.694 +0.768
electrode S -0.310 -0.318 -0.328 -0.345b -0.404 -0.498

a MoS2 point charges for zero-charge electrode taken from [293] (com-
puted by cpMD).

b Charge values very close to the average values computed by cpMD in
[293] for positive and negative electrodes set at ±2 V (2 V: +0.583/-
0.263; -2 V: +0.664/-0.361).

The dispersive interactions were neglected beyond a cutoff of 1.8 nm and the elec-
trostatic interactions were computing using the Ewald sum technique to avoid finite size
effects, by selecting the Ewald parameters to ensure an accuracy of 10−5. The equations
of motion were numerically integrated using the Verlet algorithm with a timestep of 1 fs
and all the ccMD simulations were performed with the DLPOLY package[249].
One interface model made of 20 EMIM–BF4 ions pairs and one MoS2 bilayer, upon equili-
bration, has shown on the top MoS2 monolayer a surface charge density of -73.0 µC/cm2,
balancing the opposite charge of the bottom monolayer. A vacuum region was inserted
on top of the IL resulting in a total c dimension of 5 nm, identical to the one previously
used and reported in chapter 4. This interface model was equilibrated at 400 K for 2.5
ns with CMD in the NVT canonical ensemble. The electronic structure and density of
the final configuration of this interface was computed with FPMD, by performing a short
constrained dynamics (1000 steps) with the application of a friction force (0.95) on the
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atomic velocities (damped dynamics). The computational details of the FPMD simulation
are identical to those reported in Chapter 4 and coded in the CPMD v4.3 package[251].

Figure 5.1. Lateral view of snapshots of the three models equilibrated at 400K and with
0.0, 36.6 and 73.1 µC/cm2 surface charge densities.

5.3 Electric double layer (EDL) properties of EMIM-BF4 at
electrified MoS2

5.3.1 EDL structure: ions density profiles and ions orientation

To understand the structural organization of EMIM-BF4 ions and their interactions at the
interfaces with the electrified MoS2 surfaces a few, yet crucial, structural properties were
calculated. The first one is the ions density profiles with respect to the distance orthogonal
to the MoS2 surfaces. Figure 5.2 shows the distribution of the center of mass (COM) of the
EMIM cations and the BF4 anions, together with the total ions density profile along the z
direction (electrode-to electrode) in the condition of zero-charge electrode. For this model
and surfaces condition (zero-charge), significant layering was observed, translating into
relatively large density oscillations of the IL anion and cation density profiles in proximity
of the MoS2 surfaces, we observe symmetrical profiles of the density oscillation at the two
electrolyte-electrode interfaces, in agreement with the fact that at zero-charge condition
the two MoS2 electrodes are identical. The number and intensity of distinct layers (e.g.
three), identified by the distinct maxima of the corresponding distributions, with the first
peak showing a small shoulder, in analogy with the results reported in Chapter 4. This
result indicates a minimal effect of the small change of the Mo and S point charges used in
this Chapter and can be regarded as a proof of the reliability of our set–up. The, first peak
is relatively sharp and characterized by a high intensity, the second and following peaks
show decreasing intensities when the distance from the solid MoS2 substrate increases.
By disentangling the total profile into the contributions of the IL cation and anion, we
can identify three peaks for EMIM located at 0.35, 0.72 and 1.2 nm from. While BF4

shows a first broaden peak extending over the range 0.3–0.6 nm without a clearly defined
maximum, followed by a second peak at 1.09 nm and a third one, barely observable, at
1.6 nm. The large first density peak of BF4 is responsible for the shoulder of the first peak
of the ions density profile. The density peaks of EMIM and BF4 in part alternate and
in part overlap, suggesting a certain degree of interdigitation between the IL cation and
anion layers. In what follows, we analysed the charged MoS2 surface and this analysis is
done in terms of the characteristic phenomena attributed at IL in these interface models.
Specifically, the ions layering in the direction orthogonal to the charged surface and the
overscreening and crowding features[266, 281, 282]. We recall that the overscreening regime
is a distinctive feature of the EDL structure in ILs and results in the formation of a
layered structure near the charged electrode surface, where the first layer contains more
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Figure 5.2. EMIM-BF4 ions density profiles as a function of the z direction between the
two MoS2 electrode at the condition of zero-charge. The z positions of the uppermost
layer of S atoms of the two MoS2 bilayer are 0.0 nm and 7.0 nm.

Figure 5.3. Zoom-in in 0.0-2.0 nm and 5.0-7.0 nm regions of the EMIM-BF4 ions density
profiles as a function of the z direction between the two MoS2 electrodes at different surface
charging.
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counter-charge than needed to compensate for the surface charge. The excess of charge
is typically due to counterions (ions with opposite charge with respect to the surface)
and it is compensated in the subsequent ion layers. The crowding scenario refers to the
situation in which the number of counterions required to compensate the surface charge
cannot be accommodated in a layer with a thickness of a single ion diameter. Therefore,
the first ionic layer becomes wider due to inclusion of several sublayers of counter-ions.
The crossover between the overscreening and crowding regimes occurs via formation of
a clear monolayer of counterions. Typically, this monolayer structure is characterized by
an absence of oscillations in the electrostatic potential φ(z)-profiles and a linear potential
drop between the electrode and the monolayer of counter-ions. Figure 6.2 in the Annex
shows the total and individual cations and anions ions density distributions in the different
conditions of electrode charging. Note that in this Figure, the positive electrode is at z=0
nm (left side) and the negative electrode at z=7.0 nm (right side). When the electrodes are
charged, the total ions density profiles do not show anymore the characteristic symmetrical
distribution of the first density peaks shown at zero-charge. By deepening the analysis
of the cations and anions density distributions in the ranges 0-2.0 nm and 5.0-7.0 nm
(Figure 5.3), several observations in terms of EDL structure can be highlighted. When
the MoS2 electrodes are charged up to 7µC/cm2 (i.e. ∼1.6 V), we observe an increase in
intensity of the EMIM density in the first layer at the negative electrode concomitantly
with a shift towards larger distances from the surface of the BF4 ions. Conversely, at
the positive electrode, the opposite process occurs but to a smaller extent. When the
charge on the electrodes increases to 13µC/cm2 (i.e. ∼2.96 V), at the negative electrode
the density profile shows an alternately oscillating multilayer structure, and the EDL is
in the overscreening regime. This regime is present at the positive electrode but is much
less evident. At higher electrode charge, we observe a clear formation of EMIM and BF4

monolayers at the negative and positive electrodes, respectively. At the the highest surface
charge, we remark a thickening and structuring of the first monolayer, showing a second
(positive electrode) and up to a third (negative electrode) small but well-defined density
peaks of the same charge, following the first one. These new peaks indicate the formation
of a well structured first monolayer. Farther apart from these first layers, we observe again
the alternately oscillating multilayer structure of the EDL. Driven by the strong opposite
charge, with the increase of the MoS2 surface charge, both ions of the first layer approach
each electrode surface. At high surface charge, the formation of a clear monolayer of
counter-ions, with respect to the charge of the surface, identifies a regime attaining the
crowding state of a EDL. However, we could not find a model showing the ideal crowding
state with a monolayer and following overlapped density peaks of the two ions.
The Figure 5.4 shows the distribution of the order parameter Sring(θr) of EMIM in the
first interfacial layer, the same used in Chapter 4. At low electrode charge (3µC/cm2

(i.e. ∼0.7 V)), near the negatively charged surface the EMIM ions have a preferential
orientation: the ring of the cation tends to be parallel to the crystalline surface showing a
Sring(θr) ∼ 1.0, as found in the case of neutral charge discussed in Chapter 4. However,
a minor amount of EMIM ions exists, characterized by Sring(θr) over the whole range
between -0.5−0.8, indicating also a random distribution of a few EMIM ions. At higher
charge (7 µC/cm2 (i.e. ∼1.6 V)), the situation evolves with a peak at about Sring(θr) ∼
0.7 but with the majority of the ions randomly distributed. At 13 µC/cm2 (i.e. ∼2.96 V),
all the EMIM ions are randomly distributed, whereas at higher charge the majority of
the ions show a preferential orientation perpendicular to the solid surface. By changing
the orientation, a higher number of EMIM ions can move-in in the first interfacial layer
to counter-balance the higher negative charge of the MoS2 surface, in agreement with the
higher intensity of the first peak of the ions density distributions. The orientation of the
BF4 ions can be deduced from the ions density profiles. Indeed, at the positive electrode,
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Figure 5.4. Distributions of the order parameter Sring(θr) of the EMIM ring calculated
as a function of the z direction between the two MoS2 electrodes and at different surface
charging.

Figure 5.5. Snapshots of EMIM and BF4 ions orientation within the first interfacial layer
obtained in the following charged models: majority of EMIM ions lying parallel (a) and
perpendicular (b) to the MoS2 charged surfaces at 3 µC/cm2 and 73 µC/cm2; c) BF4 ions
structured orientation found with 73 µC/cm2 surface charge. We show the well organized
orientation of BF4 ions with three F atoms closely interacting with three S atom so the
MoS2 surface.

a double first peak arises within the first interfacial layer with an intensity ratio of ∼1/3,
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which identifies a BF4 oriented in a way in which three F atoms come in close contact
with the MoS surface and the fourth F at the BF4 vertex is oriented towards the IL phase.
This orientation can be observed at every electrode charge, however its sharpness and
structuring increases upon increase of the positive charge of the electrode. Figure 5.5
shows typical examples of the aforementioned EMIM and BF4 orientations, showing the
different local organization and of EMIM and BF4 ions described above.

5.3.2 EDL electrical properties: charge density profiles

Figure 5.6 shows the total charge distribution of EMIM–BF4 at zero-charge state, as well
as the individual contribution from EMIM and BF4. This profile is rather symmetrical
and very similar to the one reported in Chapter 4, highlighting a negligible effect due to
different point charges of S and Mo. Figure 6.3 in the Annex shows the charge profiles as
a function of the MoS2 surface charge (i.e. electrode voltage). By increasing the surface
charge a clear sharpening of the initial charge peaks appears and the charge balance is
reached at closer distance with respect to the MoS2 surface in comparison with the ions
density distributions. By inspecting the regions close to the electrodes surfaces (Figure

Figure 5.6. EMIM-BF4 ion charge density profiles with respect to the distance from each
electrodes.

5.7), we can see that by increasing the surface charge a remarkable increase of the intensity
of the first peaks arises. This is due to the orientational structuring of the ions at the
the interfaces. Moreover we can also observe a change of charge of cations and anions
within the first peaks, due again to the strong degree of structuring of the ions. In fact, at
the positive electrode, the first and third negative peak identify the F atoms of the BF4

tetrahedral anions, wheres the positive second peak is due to the positive point charge of
the B atoms. The same considerations can be extended to the EMIM cations, where the
formation of negative peaks are due to EMIM atoms carrying negative point charges. As
discussed previously, a drop of the total charge to zero is reached very rapidly after the first
peak, which indicates the reach of the crowding-like regime of the EDL. Altogether, these
results promote the strengthening of the chemical interactions at play between EMIM–BF4

ions and MoS2 when a voltage is applied. The relatively stronger nature of the electrostatic
forces at play is supported by the analysis of the electronic density (Figure 5.8). Indeed,
contrary to the interface at zero-charge (Figure 4.20), the interface model investigated
here with a surface charge of 73µC/cm2 shows the electron density of the IL due to EMIM
imidazolium-rings and the top layer of MoS2 much closer, with regions of non-zero density.
This observation is also supported by the analysis of the computed Bader charges, that
shows an increase in the absolute (negative) values of S atoms at the interface layer with
respect to the S atoms in the bottom layer (-0.6 versus -0.5).
In the following final part, we focus on the effect of S vacancies on the EDL properties

when EMIM–BF4 ions are confined in-between charged MoS2 surfaces. The reason for the
introiduction of this type of defects in our simulated systems has already been given. For
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Figure 5.7. Zoom-in in 0.0-2.0 nm and 5.0-7.0 nm regions of the EMIM-BF4 charge density
profiles as a function of the z direction between the two MoS2 electrodes at different surface
charging.

this purpose, we selected the surface charge densities of 36.0µC/cm2 and with of 10 and 20
S vacancies/Å2, corresponding to 4.0×1014 sits/cm2 and 8.0×1014 sits/cm2, respectively.
Figure 5.9 shows the ions density and charge density profiles with respect to the distance
from each electrode with surface defects of 10 and 20 S vacancies. The calculated density
profiles show clear differences with respect to the models without surface defects, especially
within the region close to the MoS2 surface at the positive electrode. In terms of total
ions density profiles, the main observation that can be extracted from these data is the
slight decrease of the intensity of the second peak (centered at ∼0.5 nm) by increasing
the defects density. The decrease of this second peak is replaced by the arise of a peak
at much shorter distance (centered at ∼0.18 nm). This new density peak, entirely due
to BF4 ions increases with the increase of the surface defects density. A consequence of
the formation of this new BF4 ions density peak is the decrease of the intensity of the
second positive peak of the charge density profiles, which may suggest a change in the
local arrangement of the BF4 ions in proximity of S vacancies sites. These results further
promote the possibility to tune the interactions occurring at the interface between a IL
and MoS2 surfaces by inducing surface defects and thus a possible way to modify MoS2

electronic properties.
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Figure 5.8. FPMD computed electron density distributions of the EMIM–BF4@MoS2

interface produced by classical MD with a surface charge of 73 µC/cm2. The electron
density is shown at an isosurface value of 0.015 e/ a.u.3. Color code is cyan for Mo, yellow
for S, organge fo BF4 ions and blue for EMIM ions.

Figure 5.9. EMIM-BF4 ions density and charge density profiles with respect to the distance
from each electrodes with surface defects of 10 and 20 S vacancies.
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5.4 Conclusions

The study of the behavior of EMIM-BF4 at electrified MoS2 surfaces using constant-
charge MD provided valuable insights into the interactions between IL ions and surfaces
at a molecular level unreachable by experiments. The results obtained provide a clear
picture of the effects of electrical potential on the structuring and orientation of EMIM
and BF4 ions at electrified MoS2 surfaces, along with a better insight into the electro-
static forces which are the main driving interactions regulating structural and electronic
properties of these interfaces. This work improves our understanding of ionic liquids at
electrified surfaces of TMDC and highlights the importance of combining CMD and FPMD
to obtain the full picture in terms of structural, bonding and electronic properties for such
complex interfaces. Additionally, the findings give a clear indication about the importance
of resorting to FPMD-based simulations to complement, correct and improve what can
currently be obtained by CMD, whose accuracy depends entirely on the quality of the FF
and its parameterization, not always trivial in these complex systems. Furthermore, the
results of this study provide a basis for future investigations into the behavior of other
ions and materials at electrified surfaces.

108



Chapter 6

General conclusions and future
perspectives

2D semiconducting materials and, in particular, the experimentally widely used transi-
tion metal dichalcogenides (TMDCs) are far from having unveiled their full potential and
their use in the manufacturing of advanced electronic nanocomponents in various fields
demonstrates their effectiveness. In the field of electronics and optoelectronics, TMDCs
have become prominent materials and are prone to play a central role in the moderniza-
tion of the technology of the future. Their compatibility with ionic liquids (ILs) based on
alkyl-imidazolium cations have made it possible to form unprecedented IL-TMDCs based
devices possessing unexpected and extraordinary properties on which advanced research
is focused worldwide. Nonetheless, to date, because of the complexity of these systems,
very few studies have been carried out describe at an atomic-level detail, the behavior of
ILs when they are in contact with a MoS2 substrate or when they are used as electrolytes
in FET devices. This thesis work is intended as a pioneering effort to fill this lack of
knowledge in three main stages:
On a first instance, resorting to a combination of classical and first-principles dynamical
simulations we have been able, as explained in Chapter 3, to shed some light onto the
microscopic structure and specific chemical interactions occurring in a large class of alkyl-
imidazolium ILs. More precisely, it has been shown how the chemical structure and nature
of IL ions influence their atomistic structure, the nature and local topology of their H-
bond networks and, in turn, the electronic properties, with particular emphasis on dipole
moment distributions, Bader charges and electronic density of states. We have shown how
non-polarizable FF can be useful to obtain reasonable agreements with FPMD structural
results, pointing out how the need for more sophisticated FFs able to take into account
explicitly polarization effects essential for a better quantitative agreement with FPMD.
In this respect, the FPMD results are the ones intended be used for the development of
polarizable FF parameters applicable to a wide range of ILs. The comparative study per-
formed in this Chapter, conducted within an identical and consistent paradigm, is prone
to offer useful guidelines in the selection of the best suited IL systems according to the
specific application targeted where the structuring and networking ability of H-bonds play
a major role.
On a second instance, the combined approach of CMD and FPMD allowed in Chapter
4 to improve our fundamental insights into the interactions occurring at the liquid-solid
interface between a series of alkyl imidazolium-based ILs and 2H-MoS2 layered substrates,
pristine and defected. The results of this study can be useful in rationalizing the behavior
of these types of interface systems in real-world applications and can potentially steer
the design of new ionic liquids with enhanced properties for different and specifically ori-
ented application in next-generation electronics. Altogether, Chapter 4 proposes a more
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comprehensive understanding of the interactions taking place at the targeted liquid-solid
interfaces.
On a third instance, Chapter 5 capitalizes the knowledge acquired in the previous Chap-
ters for the atomistic modeling of EMIM-BF4 at electrified MoS2 surfaces. In particular,
the use of constant-charge MD provided valuable insights into the interactions between
this IL and the charged surfaces at the molecular level. The results obtained have shown
the effects of electrical potential on the structuring and orientation of EMIM and BF4 ions
at electrified MoS2 surfaces, pointing out how the electrostatic interactions are the main
driving force regulating the behavior and the macroscopic response of these interfaces.
This Chapter evidenced the need for improvement of the currently used classical FFs with
insights driven by the FPMD approach in order to achieve a full quantitative picture of
the structural, bonding and electronic properties for such complex interfaces. From this
standpoint, the results presented in Chapter 5 are prone to disclose new perspectives in
the design of novel ILs and realization of tailored IL-2D materials interfaces for future
nanoelectronics and optoelectronics in addition of possible usefulness also in the field of
TDMC-driven surface catalysis.

As general perspectives, two main lines for future research can be outlined from this
thesis work. First, with the aim of extending the reach of the quantitative degree of
prediction power of FPMD, there is the need to refine currently used classical FFs to
better account for polarizable effects, which is crucial for ionic liquids-based systems,
although sometimes still overlooked. This is not only needed for ILs but also for the study
of interfaces made by ILs and 2D semiconducting materials such as MoS2. Moreover, the
use of these advanced FFs also on the modeling of electrified interfaces through constant-
charge and constant potential MD is expected to drastically improve our current, yet still
limited, knowledge of such systems which is based mostly on simplified models. These
observations are in line with the direction in which a part of the scientific community
is going towards, see[105, 293]. Secondly, due to the exploratory nature of this thesis
work, some electronic properties of the 2D TMDC material studied here have been mostly
overlooked (i.e. band gap). This is in part due to the primary aim of this study, that
was devoted to the set up of a computational approach that assessed the ability of a
FPMD scheme (e.g. dispersion scheme) to properly describe the chemical interactions a
play in this liquid-solid interface. Indeed, this work set the basis for a future work where
also the DFT and FPMD approaches need to be refined in order to directly assessed,
in a quantitative way, the effects of the interactions with ionic liquids on the electronic
properties of TMDCs.

I wish to reiterate here what I already stated in the first Chapter. Namely that, within
the research activities of our institute (IPCMS), this is the first step toward a new research
line that is just at its exploratory stage in many respects. My work has been interesting and
stimulating, as any scientific area in which one starts moving his (or her) first steps. Yet,
unexpected difficulties, intrinsic in any research activity, have been further complicated by
the worldwide pandemic crisis that affected all of us and, in particular, students unable to
access the instruments and devices, including supercomputers, necessary for their research
work. I did my best to overcome also this unforeseen difficulty and I believe that this thesis
can fully testify my commitment.
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Appendix

Figure 6.1. Pair correlation functions of H atoms constituting the IL cations forming H-
bonds with the various anions considered in the present study obtained by classical MD
at room temperature. Inset: a zoom-in in the 1-6Å region.
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Figure 6.2. Total (left) and individual (right) EMIM-BF4 ions density profiles as a function
of the z direction between the two MoS2 electrodes at different surface charging.

112



Figure 6.3. Total (left) and individual (right) EMIM-BF4 charge density profiles as a
function of the z direction between the two MoS2 electrodes at different surface charging.
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[71] L. Canongia, N. José and Aǵılio AH. Pádua. Nanostructural organization in ionic
liquids. J. Phys. Chem. B, 110:3330–3335, 2006b. DOI.
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[85] Benôıt D. Bedrov, JP. Piquemal, O. Borodin, Jr. MacKerell, D. Alexander, Roux
and C. Schroder. Molecular dynamics simulations of ionic liquids and electrolytes
using polarizable force fields. J. Chem. Rev., 119:7940–7995, 2019. DOI.

[86] T. Koddermann, D. Paschek and R. Ludwig. Molecular dynamic simulations of ionic
liquids: A reliabledescription of structure, thermodynamics and dynamics. J. Chem.

Phys. Chem., 8:2464–2470, 2007. DOI.

[87] T. Koddermann, D. Paschek and R. Ludwig. Ionic liquids: Dissecting the enthalpies
of vaporization. J. Chem. Phys. Chem., 9:549–555, 2008. DOI.

[88] K. Goloviznina, Z. Gong, M. Costa Gomes and AAH. Pádua. Extension of the clpol
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[146] N. José and C. Lopes. Modeling ionic liquids using a systematic all-atom force field.
J. Phys. Chem. B, 180:2038–2047, 2004. DOI.

[147] WL. Jorgensen, JD. Madura and CJ. Swenson. Optimized intermolecular potential
functions for liquid hydrocarbons. J. Am. Chem. Soc., 106:6638–6646, 1984. DOI.

[148] WL. Jorgensen. Transferable intermolecular potential functions for water, alcohols,
and ethers. application to liquid water. J. Am. Chem. Soc., 103:335–340, 1981.
DOI.

[149] LS. Dodda, I. Cabeza de Vaca, J. Tirado-Rives and WL. Jorgensen. Ligpargen web
server: an automatic opls-aa parameter generator for organic ligands. J. Nucleic

Acids Research., 45:1–6, 2017. DOI.

[150] MJ. Robertson, Y. Qian, MC. Robinson, J. Tirado-Rives and WL. Jorgensen. Devel-
opment and testing of the opls-aa/m force field for rna. J. Chem. Theory Comput.,
15:2734, 2019. DOI.

[151] J. Delhommelle and P. Millie. Inadequacy of the lorentz-berthelot combining rules
for accurate predictions of equilibrium properties by molecular simulation. J. App.

Phys., 99:619–625, 2000. DOI.

[152] AY. Toukma and jA. BoardJr. Ewald summation techniques in perspective: a survey.
J. Comput. Phys. Commun., 95:73–92, 1996. DOI.

[153] PP. Ewald. Ewald summation. J. Ann. Phys., 369:1–2, 1921.

[154] W. Smith, TR. Forester and IT. Todorov. The DL POLY Classic user manual.

STFC, STFC Daresbury Laboratory, Daresbury, Warrington, Cheshire, WA4 4AD,

United Kingdom, volume 1. 1992. book.

123



[155] K. Fuchs. A quantum mechanical calculation of the elastic constants of monovalent
metals. J. Proc. R. Soc., 153:880, 1936. DOI.

[156] K. Goloviznina, JN. Canongia Lopes, M. Costa Gomes and AAH. Pádua. Transfer-
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Résumé détaillé de la thèse en
français

Liquides ioniques à l’interface avec MoS2: propriétés
physiques et chimiques à l’interface par dynamique
moléculaire classique et premiers principes

Les dichalcogénures de métaux de transitions(TMDCs) sont des matériaux 2D qui n’ont
pas encore révélé tout leur potentiel. Leur utilisation dans les nanocomposants électroniques
avancés et dans divers domaines montre leur efficacité. Dans le domaine de l’électronique
et de l’optoélectronique, les TMDC sont considérés comme des matériaux importants et
seront sans doute un élément clé dans la modernisation de la technologie future. Leur
compatibilité avec les liquides ioniques à base de cations alkyles imidazolium a permis la
formation de dispositifs basés sur les interfaces IL-TMDC, montrant des propriétés excep-
tionnelles et inédites qui sont actuellement au centre de la recherche avancée (voir Figure
6.4). Cependant, jusqu’à présent, en raison de la complexité de ces systèmes, peu d’études
ont été menées pour décrire de manière détaillée au niveau atomique le comportement des
liquides ioniques (ILs) en particulier les liquides ioniques à base de cations d’imidazolium
(Figure 6.5) lorsqu’ils sont en contact avec un substrat tel que MoS2 ou utilisés comme
électrolytes dans des dispositifs FETs. Ce travail de thèse, organisé en 6 chapitres, vise à
combler ce manque de connaissances en effectuant une première étude approfondie.

Le Chapitre 1 offre un compte-rendu détaillé des principales caractéristiques physiques
et chimiques des ILs et des matériaux TMDCs, ainsi qu’un état complet de leur modélisation
atomistique.

Le Chapitre 2 fournit un aperçu du contexte théorique et des deux méthodes utilisées
dans ce travail de thèse à savoir: la dynamique moléculaire classique(CMD) et la dy-
namique moléculaire des premiers principes (FPMD). Les trois chapitres suivants (chapitre
3, 4, 5) présentent les travaux de recherche consacrés à la modélisation des ILs, des
TDMCs et de leurs interfaces ILs-TMDCs.

Premièrement, dans le Chapitre 3, la combinaison entre les simulations de dynamiques
moléculaires classiques et les simulations de dynamiques moléculaires basées sur les pre-
miers principes de la mécanique quantique a permis d’élucider la structure microscopique
et les interactions chimiques spécifiques dans les liquides ioniques. Plus précisément, nous
avons montré comment la structure chimique et la nature des ions de ces liquides ion-
iques influencent leur structure atomique, la nature et la topologie locale de leurs réseaux
de liaisons H, en accordant une attention particulière aux propriétés électroniques telles
que les distributions de moments dipolaires, les charges de Bader et la densité d’états
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Figure 6.4. Supraconductivité induite par le champ électrique dans les cristaux 2D. a)
représentation schématique d’un appareil EDLT-FET. b) Diagramme de phase montrant
l’évolution des phases électroniques en fonction de la densité de porteurs pour MoS2[1].

Figure 6.5. Représentation schématique des différents types d’interactions agissant dans
les IL à base d’imidazolium. Adapté de [13].

électroniques (DOS). De plus, l’utilisation d’un champ de force non polarisable nous a
permis d’obtenir des accords raisonnables avec les résultats obtenus à partir de la FPMD
(voir Figures 6.6 et 6.7) , en mettant en évidence la nécessité de champs de forces plus
sophistiqués et complexes, capables de prendre en compte explicitement des effets de la
polarisation afin obtenir un meilleur accord quantitatif avec la FPMD. Les résultats de la
FPMD obtenus dans ce travail sont destinés à être utilisés pour développer des paramètres
de champs de forces polarisables applicables à une large gamme de liquides ioniques.

Figure 6.6. Fonctions de corrélation de paires gH2−F (r) obtenues par FPMD et par MD
classique avec un champ de force non polarisable (CL&P) et un champ de force polarisable
(CL&Pol).

Deuxièmement dans le Chapitre 4, l’approche combinée de la MD classique et des
premiers principes a permis d’améliorer les connaissances fondamentales sur les propriétés
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Figure 6.7. Line supérieure: Fonction de distribution combinée montrant la géométrie
des liaisons hydrogènes entre l’atome H2 du cation du IL et les atomes F de l’anion BF−

4

en fonction de la longueur de la châıne alkyle du cation (DMIM+ EMIM+, BMIM+ et
HMIM+) obtenue par MD classique à température ambiante. Line inférieure à gauche:
fonction de distribution combinée montrant la liaison hydrogène obtenue par FPMD. À
droite : étiquetage des principaux atomes cités dans le texte principal et des vecteurs
définissant l’angle pour lequel les diagrammes de densité de distribution sont affichés.

des liquides ioniques, en particulier à ce qui concerne les différentes interactions se pro-
duisant à l’interface liquide/solide entre une série de ILs à base de cations d’alkyle imida-
zolium et des substrats stratifiés 2H-MoS2 sans et avec défauts (voir Figures 6.8 et 6.9).
Les résultats de cette étude peuvent être utiles pour rationaliser le comportement de ces
types d’interfaces dans des applications réelles, ce qui peut potentiellement mener à la
conception de nouveaux liquides ioniques avec des propriétés améliorées orientées vers des
applications dans l’électronique de nouvelle génération. En somme, l’utilisation conjointe
de la simulation moléculaire classique et des premiers principes a été un outil précieux
pour comprendre les propriétés et les comportements des liquides ioniques à l’interface
liquide/solide.

Figure 6.8. À gauche : étapes initiales par MD classique du processus de formation de
l’interface constituée de 500 paires de EMIM-BF4 en contact avec une bicouche de MoS2.
A droite : modèle structural final typique de l’interface EMIM–BF4@MoS2 équilibrée à
300 K.
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Figure 6.9. Distributions de la densité électronique des interfaces EMIM–BF4@MoS2

réalisées avec la surface sans défauts de MoS2 (à gauche) et avec deux lacunes S dans la
couche supérieure de MoS2 (à droite). Le code couleur est le cyan pour Mo, le jaune pour
S, l’orange pour les ions BF4 et le bleu pour les ions EMIM.

Troisièmement, le Chapitre 5 synthétise les connaissances acquises dans les chapitres
précédents sur la modélisation à l’échelle atomique du système EMIM-BF4 en contact avec
des surfaces de MoS2 chargées (voir Figure 6.10). L’utilisation de la dynamique moléculaire
à charge constante(ccMD) a permis d’obtenir des informations précieuses sur les interac-
tions entre ce liquide ionique et les surfaces de MoS2 chargées. Les résultats montrent
comment les effets du potentiel électrique influencent la structuration et l’orientation des
ions EMIM+ et BF−

4 sur les surfaces de MoS2 chargées, en soulignant que les interactions
électrostatiques sont celles qui régulent le comportement et la réponse macroscopique
de ces interfaces liquides/solides. Ce chapitre met également en lumière la nécessité
d’améliorer les champs de forces classiques en utilisant les connaissances obtenues par
l’approche FPMD pour obtenir une description qualitative et complète des propriétés
structurelles, des liaisons chimiques et des propriétés électroniques de ces interfaces com-
plexes. De ce point de vue, les résultats du chapitre 5 ouvrent de nouvelles perspectives
pour la conception de nouveaux liquides ioniques et la réalisation d’interfaces ILs-TMDCs
adaptées pour la nanoélectronique et l’optoélectronique de l’avenir.

Enfin, le Chapitre 6 résume les principaux résultats et les contributions de la thèse
en matière de modélisation à l’échelle atomique du comportement des ILs et leurs inter-
actions avec des surfaces de MoS2 chargées. Il décrit également les limites de cette étude
et propose des directions pour de futurs travaux de recherche dans ce domaine.

Mots-clés : liquides ioniques, matériaux 2D, TMDC, EDL-FETS, dynamique moléculaire,
CMD, FPMD, MoS2, anions inorganiques, cations organiques, DFT, CPMD, ccMD, modélisation
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Figure 6.10. Instantanés de l’orientation des ions EMIM et BF4 dans la première couche
interfaciale obtenus dans les modèles chargés: la majorité des ions EMIM sont parallèles
(a) et perpendiculaires (b) aux surfaces chargées de MoS2 à 3µC/cm2 et 73µC/cm2 ; c)
orientation structurée des ions BF4 trouvée avec une charge de surface de 73µC/cm2. d)
Organisation des ions BF4 sur la surface de MoS2.
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Abstract

Transition metal dichalcogenides (TMDCs) are 2D materials that have not yet revealed
their full potential. Their use in advanced electronic nanocomponents and in various
fields shows their effectiveness. In the field of electronics and optoelectronics, TMDCs are
considered important materials and will undoubtedly be a key element in the modern-
ization of future technology. Their compatibility with alkylimidazolium cation-based ILs
has allowed the formation of IL-TMDC interface-based devices, showing exceptional and
unprecedented properties that are the focus of current cutting-edge research. However, to
date, due to the complexity of these systems, few studies have been carried out to describe
in detail the behavior of ILs at an atomic level when they are in contact with a substrate
such as MoS2 or used as electrolytes in FET devices. This thesis, organized into 6 chap-
ters, aims to fill this knowledge gap by conducting a first comprehensive study. Chapter
1 provides a detailed account of the main physical and chemical characteristics of ILs and
TMDC materials, as well as a complete state of their atomic modeling. Chapter 2 provides
an overview of the theoretical context and the two methods used in this work, namely:
classical MD and first-principles molecular dynamics(FPMD). The next three chapters
present the research work dedicated to the modeling of ILs, TDMCs, and their IL-TMDC
interfaces. On a first instance, in Chapter 3, the combination of classical MD simulations
and FPMD simulations has allowed us to clarify their microscopic structure and specific
chemical interactions. Specifically, we showed how the chemical structure and nature of
the ions in these ILs influence their atomic structure, the nature and local topology of their
H-bonding networks, with a special focus on electronic properties such as dipole moment
distributions, Bader charges and electron density of states(DOS). Furthermore, the use of
a non-polarizable force field allowed us to obtain reasonable agreement with the results
of FPMD, highlighting the need for more sophisticated and complex force fields that can
explicitly account for polarization effects to obtain a better quantitative agreement with
FPMD. The results from this work are intended to be used to develop polarizable force
field parameters applicable to a wide range of ILs. On a second instance, in Chapter 4,
the combined approach of CMD and FPMD improved our fundamental understanding of
the properties of ILs, particularly the different interactions occurring at the liquid/solid
interface between a series of alkyl-imidazolium based ILs and defect-free and defective 2H-
MoS2 substrates. The results of this study can be useful for rationalizing the behavior of
these types of interface systems in real-world applications and may potentially lead to the
design of new ILs with improved properties for applications in next-generation electronics.
In sum, the combined use of classical molecular simulation and first principles has been
a valuable tool for understanding the properties and behaviors of ILs at the liquid/solid
interface. On a third instance, in Chapter 5, the knowledge gained in previous chapters on
the atomic modeling of the EMIM-BF4 system in contact with charged MoS2 surfaces was
synthesized. The use of constant charge molecular dynamics (ccMD) provided valuable
information on the interactions between this ionic liquid and charged surfaces. The results
show how the effects of the electric potential influence the structuring and orientation of
EMIM and BF4 ions on charged MoS2 surfaces, highlighting that electrostatic interactions
are the ones that regulate the behavior and macroscopic response of these liquid/solid in-
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terfaces. This chapter also highlights the need to improve classical force fields by using
the knowledge obtained from the FPMD approach to obtain a quantitative and complete
description of the structural properties, chemical bonds, and electronic properties of these
complex interfaces. From this point of view, the results of Chapter 5 can reveal new per-
spectives for the design of new ionic liquids and the realization of ILs-TMDC interfaces
adapted for future nanoelectronics and optoelectronics. Finally, the Chapter 6 outline the
overall conclusion of this work and identifies possible line of future research for this topic.

Keywords : ionic liquids, 2D material, TMDC, MoS2, EDL-FETS, molecular dynamics,
first-principles, DFT, CMD, FPMD, CPMD, ccMD, modelling
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