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Abstract

Flexible steerable intraluminal robots have been developed to navigate, inspect and

perform complex surgical procedures inside the patient’s digestive system, reducing the

high incidence and mortality rate of colorectal cancer. Flexible steerable intraluminal

robots are typically composed of two arms at the tip of the body, forming a coupled

kinematic architecture with up to 10 degrees of freedom. This thesis focuses on the

development of robotic assistance to handle the challenges (the coupled architecture

and the high number of degrees of freedom) of flexible steerable intraluminal robots

in complex surgical environments, reducing the risk of incorrectly performing complex

surgical procedures, such as the dissection stage of endoscopic submucosal dissection

and the colonoscopy and biopsy case. The surgical tasks are modelled and formulated

as objectives and constraints in an optimization-based control framework based on the

task-function approach. A validation study with 10 subjects for the dissection case

shows a better performance of the surgical task at a time penalty, in comparison with

the manual mode in a simulated environment. In the colonoscopy and biopsy case, results

show that for a realistic colon model, the surgical task can be performed automatically

by coordinated control in a benchtop experiment. Future work should perform in-depth

validation of the proposed control approaches for preclinical and clinical transfer.



Resume

Des robots intraluminaux flexibles et orientables ont été mis au point pour naviguer,

inspecter et effectuer des procédures chirurgicales complexes à l’intérieur du système

digestif du patient, réduisant ainsi l’incidence élevée et le taux de mortalité du cancer

colorectal. Ces robots sont généralement composés de deux bras à l’extrémité du corps,

formant une architecture cinématique couplée avec jusqu’à 10 degrés de liberté. Cette

thèse se concentre sur le développement d’une assistance robotique pour relever les défis

(l’architecture couplée et le nombre élevé de degrés de liberté) des robots intraluminaux

flexibles et orientables dans des environnements chirurgicaux complexes, en réduisant les

risque associés à des procédures chirurgicales complexes, telles que l’étape de dissection

de la dissection sous-muqueuse endoscopique et le cas de la coloscopie et de la biopsie.

Une modélisation des tâches chirurgicales est proposée afin de les formuler sous forme

d’objectifs et de contraintes dans une commande basée optimisation. Une étude de

validation avec 10 sujets pour le cas de la dissection montre une meilleure performance

de la tâche chirurgicale avec une légère pénalité temporelle, en comparaison avec le mode

manuel dans un environnement simulé. Dans le cas de la coloscopie et de la biopsie, les

résultats montrent que pour un modèle de côlon réaliste, la tâche chirurgicale peut être

exécutée automatiquement grâce au contrôle coordonné proposé. Les travaux futurs

devront réaliser une validation approfondie des approches de commande proposées en

vue d’un transfert préclinique et clinique.



Beknopte samenvatting

Flexibele bestuurbare intraluminale robots zijn ontwikkeld om te navigeren, inspecteren

en complexe chirurgische procedures uit te voeren in het spijsverteringsstelsel van de

patiënt, om de hoge incidentie en mortaliteit van darmkanker te verminderen. Flexi-

bele bestuurbare intraluminale robots bestaan meestal uit twee armen aan het uiteinde

van het lichaam, die een gekoppelde kinematische architectuur vormen met maximaal

10 vrijheidsgraden. Dit proefschrift richt zich op de ontwikkeling van robotassisten-

tie om de uitdagingen (de gekoppelde architectuur en het hoge aantal vrijheidsgraden)

van flexibele bestuurbare intraluminale robots in complexe chirurgische omgevingen aan

te kunnen, waardoor het risico op het verkeerd uitvoeren van complexe chirurgische

procedures, zoals de dissectiefase van endoscopische submucosale dissectie en de colono-

scopie en biopsiecasus, wordt verminderd. De chirurgische taken worden gemodelleerd

en geformuleerd als doelstellingen en beperkingen in een op optimalisatie gebaseerd

besturingsraamwerk op basis van de taakfunctiebenadering. Een validatiestudie met

10 proefpersonen voor de dissectiecasus toont een betere prestatie van de chirurgische

taak met een tijdstraf, in vergelijking met de handmatige modus in een gesimuleerde

omgeving. In het geval van colonoscopie en biopsie laten de resultaten zien dat voor

een realistisch colonmodel de chirurgische taak automatisch kan worden uitgevoerd door

gecoördineerde besturing in een laboratoriumexperiment. In de toekomst moeten de

voorgestelde besturingsbenaderingen grondig worden gevalideerd voor preklinische en

klinische overdracht.
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Chapter 1

Introduction

1.1 From traditional surgery to no-scar minimally invasive

surgery

Traditional surgery, often referred to as open-body or conventional surgery, relies on

opening the body of patients to perform surgical procedures. Traditional surgery re-

quires performing large incisions on the patient to allow surgeons to reach and have a

complete view of the surgical site to carry out surgical gestures inside the patient. The

large opening allows knives, scalpels, and graspers to be positioned freely whereas the

patient’s tissue and skin is being held in place by surgical tools —retractors and hooks.

Large incisions pose a heightened risk of infection (Shabanzadeh and Sørensen, 2012)

and necessitate extended recovery periods lasting at least a couple of days (Fisher, 2004).

Traditional surgery typically involves sedating the patient and administering pain med-

ication to manage discomfort during the prolonged recovery phase, which is worsen by

the body’s strain from the incisions. An example of traditional surgery is open colec-

tomy. In this procedure, the abdomen of the patient is cut open and the infected part

of the patient’s digestive system is removed. After the open colectomy, the user neces-

sitates a couple of days to a full week of hospital rest to fully recover. After leaving the

hospital, patients will need to rest at home, which can limit their daily activities due

to reduced mobility. Overall, traditional surgery such as open colectomy is a long and

painful procedure for patients who have to face unnecessary secondary effects due to the

anaesthesia and the large and noticeable scars (Schäfer et al., 1998).

1
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Figure 1.1: Overview of a colonoscopy procedure performed with manual endoscopes.
Image adapted from WCH (2020).

Minimally invasive surgery (MIS) poses an improvement over traditional surgery as

no large incisions are made (Fuchs, 2002), as depicted in fig. 1.1. Minimally invasive

surgery employs small incisions in the body of patients that allow surgeons to pass small

surgical instruments, accessories, and miniature cameras inside the patient (Schäfer

et al., 1998). The surgical site can be viewed through cameras, while surgical instruments

and accessories are used to operate inside the patient’s body through the incisions. The

surgeon can interact with the tissue from the outside by cutting, marking, pulling, or

pushing the tissue from the patient’s inside while moving through the small incisions.

Each incision allows one or more surgical tools to be inserted. A camera is inserted

through a dedicated incision to allow visualization of the surgical site and tools. An

example of minimally invasive surgery is laparoscopic polypectomy. This procedure

requires at least 3 small incisions, one for the camera and another two for the surgical

tools. Compared to open colectomy, laparoscopic polypectomy is more precise as it

removes only the infected part of the patient’s digestive system, instead of the large

block (Aimaq et al., 2011). Most of the laparoscopy polypectomy surgeries require local

or general anaesthesia. In some cases, the procedure might even require monitored

sedation for a few days after the surgery, allowing patients to endure the pain (Stiff

et al., 1994).

Recovery time is reduced even further when the natural orifices of patients are used to

perform minimally invasive surgery (Schwaitzberg et al., 2018). Using natural orifices

–instead of performing incisions in the patient’s body– reduces the discomfort of patients
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(Zhu et al., 2021) and in some cases allows no-sedation screening procedures. The mouth,

nose, urethra, or anus can be used to pass surgical instruments and cameras inside the

body of the patient to perform minimally invasive surgery. Using only natural orifices

of patients leaves no scars, which is why this type of surgery is commonly referred to as

‘no-scar surgery ’. No-scar surgery requires flexible and slender devices inserted through

patients’ natural orifices. The flexible devices navigate through the tissues and organs of

patients and reach the desired surgical site. To navigate the inside of the patient, flexible

and slender devices are actuated at their tip which allows them to navigate through the

natural paths inside the patient. Once the desired site is reached, the flexible and slender

devices can perform the surgery.

Current flexible endoscopes allow surgeons to carry out minimally invasive surgery and

procedures inside the body of the patient by reducing the need for incisions (Yoshizumi

et al., 2009) when the conditions of the procedure and the patient allows it. A flexible en-

doscope is a tubular device that allows operators to see inside a patient’s body (fig. 1.2).

Most flexible endoscopes are narrow and flexible, with a camera at its tip. Flexible endo-

scopes contain channels that permit the passage of instruments, accessories, and fluids

during diagnosis or endoscopic surgery. Flexible endoscopes allow surgeons to navigate

inside the patient of the body while screening the digestive system and allowing for tool-

tissue interaction. Endoscopic Mucosal Resection (EMR) through flexible endoscopy is

a minimally invasive procedure in which surgeons introduce a flexible endoscope that

navigates from the anus to the position of the infected tissue in the digestive system of

the patient. In EMR, the surgeon uses the tip of the flexible endoscope and a surgical

tool at its tip to remove malignant tissue. Surgeons commonly use a snare 1 to wrap the

infected tissue, cut it and extract it from the patient’s body. In EMR through flexible

endoscopy, the recovery period at the hospital can be just 1 or 2 days with fewer move-

ment constraints for the patient, e.g. decreased physical pain when walking or standing,

in comparison with laparoscopic polypectomy. The reduced recovery time is due to the

lack of incisions, instead using the natural orifices of patients, eliminating the require-

ment of anaesthesia and post-operative medication. No-scars surgery allow the surgeon

to pass all the necessary tools in the flexible endoscope. Patients prefer incision-less

1a snare is a rope-like surgical instrument that allows removing tissue by grabbing, holding and cutting
the tissue, it can be electronically activated –referred as hot-snare– or manual –referred as cold-snare
(Trivedi et al., 2022).



4

surgery (Varadarajulu et al., 2008; Swanstrom et al., 2009; Kim et al., 2022) to laparo-

scopic MIS, due to the reduced recovery times and pain throughout the surgery and the

recovery time.

No-scar surgery poses many benefits to patients yet is not straightforward for surgeons

due to the technical difficulty of the operation (Thele et al., 2008) related to the control

of flexible endoscopes (Levy et al., 2008). Flexible endoscopes are slender compliant

platforms that can be positioned and oriented in multiple ways. Surgeons are required

to invest a high amount of training hours to master their control, starting by assisting

with the procedures until enough experience is built. One of the challenges in controlling

such devices is the need for 2 hand coordination while adapting to a non-intuitive control

mapping. Surgeons control the insertion and rotation with one hand, and the bending

in the two orthogonal directions with the other hand. Surgeons command the control

handle to control the bending. Knobs at the control handle regulate how much the

endoscope is bent and in which direction. Rotation is possible by rotating the flexible

endoscope body at the insertion point –commonly referred to as the insertion tube– or

by twisting the control handle by the hand. Furthermore, rotation can be extended

by twisting in the opposite direction of the control handle and the endoscope insertion

point. Due to the technical complexity of their control, the main surgeon focuses on

the control of the flexible endoscope, while assistants commonly control surgical tools,

such as snares or forceps2. To perform surgical procedures through flexible endoscopes,

surgeons and assistants have to cooperate and communicate effectively to control the

flexible endoscope and the surgical tools, respectively.

Flexible endoscopes allow surgeons to carry out procedures such as endoscopic mucosal

resection requiring surgeons and assistants to cooperate in the operating room to cor-

rectly perform such procedures. During EMR (depicted in fig. 1.3), surgeons have to

control the flexible endoscope while an assistant controls the insertion and actuation of

forceps or a snare. Correctly performing EMR involves a surgeon controlling the com-

pliant bodies of flexible endoscopes and an assistant controlling the surgical tool while

establishing correct and opportune communication between the two. A high amount of

training hours are required for the surgeon and the assistant (Levy et al., 2008; Patel and

Thakkar, 2011) to correctly perform EMR through flexible endoscopy (Moghul et al.,

2a forceps is a surgical instrument used to grab tissue and needles, it is built of two actuators with
shark-like metal teeth
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Figure 1.2: Overview of a minimally invasive procedure performed with manual en-
doscopes. Image adapted from Reilink (2013).

2013). EMR through flexible endoscopy could have a prolonged duration which requires

a high mental demand to both surgeons and assistants (Zheng et al., 2012). The high

mental demand impacts their performance over time and poses a safety risk for patients

(Mehta et al., 2014). Control of flexible endoscopes by a single user could reduce the

intricacy of surgical procedures such as EMR. Single-user control reduces the number of

persons in the operating room, eliminating communication issues. Subsequently, a less

crowded operating room reduces errors of surgeons and assistants due to problems in

communication and collaboration in mentally demanding procedures.

Figure 1.3: Minimally invasive surgery inside the digestive system using manual
endoscopes. Image adapted from Chiu et al. (2007).

1.2 Flexible steerable intraluminal robots

Flexible steerable intraluminal robotic (FSIR) platforms appeared in the 2010s (Ewing

et al., 2004; Pugin et al., 2011; Li and Chiu, 2018; Seeliger and Swanström, 2020) as

an evolution of flexible endoscopes with robotic capabilities developed for single-user
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control. A main flexible body has multiple channels where surgical instruments, actua-

tors and sensors can be placed, referred to as arms. Robotic actuation of the body and

arms allows surgeons to adopt a telemanipulation configuration, where surgeons are not

required to be physically in the same room as the patient, or even in the same country

(Marescaux et al., 2001). Telemanipulation is performed by a leader-follower configura-

tion, where surgeons take command of a leader console that controls the follower. The

body, arms, and accessories constitute the follower side, while the leader console can be

constituted by joysticks, handles, buttons, and/or pedals. Effectively, the surgeons con-

trol the leader console that translates their commands by the teleoperation controller to

the body and arms inside the patients by the follower side. FSIR platforms should adopt

intuitive robotic telemanipulation relationships that map Degrees of Freedom (DoF) of

the leader console to the follower side. The configuration with the camera at the tip of

the body allows users to focus on controlling the tools as they perform the most impor-

tant surgical tasks. The arms perform the most important surgical tasks as they have

sensors and actuator tools at the end effector. These platforms expand the capabilities

of manual endoscopes and can reduce the number of people in the operation room –with

manual endoscopes– to a single user –with FSIR. Platforms such as the k-Flex (Hwang

and Kwon, 2020a), FLEX (Mandapathil et al., 2015), and STRAS (De Donno et al.,

2013b) allow surgeons to visualize and explore the digestive system with the possibility

of acting with it, e.g., as to perform sensing on the tissue or even removing sections

of the tissue if it is required. The usage of FSIR platforms poses a mentally-reduced

way, in comparison to manual flexible endoscopes or other manual surgical instruments,

to perform surgical procedures (Moore et al., 2015) and increase the capabilities of sur-

geons, however, FSIR platforms still have areas of opportunities to further simplify their

control.

FSIR platforms have many DoFs, thus the control of such a highly articulated system

may be difficult, as the user can lose track of a specific part of the system while focusing

on another, e.g. the simultaneous motion of the two arms and the body in the demanding

surgical procedure (Lee et al., 2019; Levy et al., 2008). The body has a camera at

its tip, and the arms are attached to it. The relationship between the body and the

arms is referred to as coupled architecture. Due to the coupled architecture, surgeons

have to consider the movement of the body when controlling the arms and vice-versa.

Flexible steerable intraluminal robotic platforms use a leader-follower telemanipulation
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Figure 1.4: FLEX robotic platform. Image adapted from Mandapathil et al. (2015).

configuration that allows the introduction of autonomy to reduce the current challenges.

During surgical procedures, the challenges and limitations of FSIR platforms can pose

a risk to patient safety. The user has to deal with multiple DoFs –the arms and the

body– while it is required to fulfil the interconnected effect they have on each other,

the coupled architecture. Dealing with multiple DoFs while considering the coupled

architecture is mentally demanding for surgeons. To reduce the amount of time required

for surgeons to properly perform surgical tasks with FSIR platforms, telemanipulation

could be supported by autonomous robot tasks. This thesis proposes a control framework

to assist users with surgical tasks while telemanipulating FSIR. The proposed control

framework would allow surgeons to delegate some of the intricate tasks related to an

autonomous controller, enabling experts to focus on the more critical parts of the surgical

tasks.

1.3 Research objectives

This thesis is framed in the field of robotic-assisted minimally invasive surgery and ad-

dresses the surgical procedures in the digestive system. The general objective (O) of

this thesis is to develop a control framework to assist surgeons in controlling flexible,

steerable intraluminal robots during complex surgical procedures. The control framework

addresses the drawbacks and challenges of flexible steerable intraluminal robotic plat-

forms and aims to ease control for the user. During the robotic assistance delivered by

the proposed control framework, the user remains the main actor in the surgery and can

override the automatic control to regain direct control. The proposed approach takes

into account the coupled architecture of the FSIR platforms and establishes appropriate
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behaviours for the arms and the body based on the surgical task being performed. The

control approach is required to fulfil the objectives:

• O1: reducing the inherent complexity in telemanipulated control of FSIR platforms

while executing demanding tasks, typical of minimally invasive surgery,

• O2: setting appropriate behaviours based on the surgical tasks carried out by each

arm’s tip set at the end of the surgical arms of FSIR platforms,

• O3: allowing the surgeon to regain control of the system, overruling the automatically-

devised actions, at any time, timely, and with minimal effort, while

• O4: maintaining patient safety by following the guidelines of no-scar surgery pro-

cedures in the digestive system.

1.4 Challenges in the control of flexible steerable intralu-

minal robotic platforms

Although flexible steerable intraluminal robotic platforms pose benefits in comparison

to the control of flexible endoscopes or laparoscopic robotic platforms, challenges to fa-

cilitate their control remain. Users telemanipulate flexible steerable intraluminal robotic

platforms, which are constructed with flexible bodies containing arms. The identified

challenges of FSIR (section 1.2) are: i) a high number of degree of freedom, and ii) a

coupled architecture . In order to address the research objectives, dealing with the

identified challenges of FSIR, while following safety guidelines, is required.

1.5 Research question

The general and specific objectives help to define the research question which comes

from related works on laparoscopes, catheters and needles, and individual control of

the subsystems of FSIR. Since FSIR platforms allow for single-user control of multi-

DoF platforms that can perform complex surgical gestures based on their flexible and

coupled architecture, an interesting research question is:
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How can a control framework assist users to manage the multiple degrees of

freedom, coupled architecture, and complex tool-tissue interaction to enable

accurate execution of demanding surgical procedures?

This thesis proposes a control framework that assists single-user control of FSIR plat-

forms while dealing with the identified challenges. The control framework is validated in

a simulator with a physical leader interface and a physical environment with a physical

follower and leader side.

1.6 Thesis overview

To attain the objectives, this thesis is structured in five chapters. Chapter 2 starts by

introducing medical context (section 2.1) and overviews the selected surgical scenarios

which are considered for the validation of the proposed framework. Then, an overview

of FSIR platforms is presented in section 2.2, their challenges are summarised and gen-

eral assistance during robotic surgery is reviewed. Chapter 2 describes the remaining

challenges and outlines the contribution of this thesis. Chapter 3 reviews the STRAS

system, which is used to validate the control framework developed here. Chapter 3 de-

scribes the architecture, specifications, and modelling of the STRAS system, which is

needed to formulate the proposals for the autonomous techniques. Chapter 4 formalizes

the first contribution of this thesis, which is a control framework for assisting during the

dissection in endoscopic submucosal dissection. The chapter overviews the surgical sce-

nario and allows to perform an overview of the state of the art. Problem modelling and

the selected control framework allow the development of a semi-autonomous arm-body

control mode which is evaluated in a simulator. This chapter ends with the results,

ongoing work, and future directions of the proposed framework. The second surgical

scenario considered is the colonoscopy and biopsy case, which are introduced early in

chapter 5. The second contribution of this thesis expands the control framework pro-

posed in chapter 4 to further validate it using the physical follower of a FSIR platform

The results, conclusions and future work are described at the end of chapter 4. Lastly,

this thesis ends with an overall conclusion and future work in chapter 6, which is followed

by the list of publications in chapter 7.
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Context within the ATLAS project This thesis work has been developed within

the AuTonomous intraLuminAl Surgery (ATLAS) project, an Innovative Training Net-

work - European Joint Doctorate project, funded under the Marie Sk lodowska-Curie

grant agreement N. 813782. This thesis project was developed under the first use-case

of the ATLAS project which focuses on minimally invasive surgery on the digestive sys-

tem. This thesis developed a high-level control scheme that is tested in a standalone

surgical case. Furthermore, the high-level control scheme is used in collaboration with

the projects of other PhD students within the ATLAS project to target another surgical

case. The contributions within the ATLAS ITN project are expanded in chapter 5.



Chapter 2

State of the art

This chapter expands on the clinical scenario which is minimally invasive surgery through

natural orifices addressing digestive system diseases. Section 2.1 states the importance

of the clinical scenario in identifying and removing abnormal tissue from the digestive

system. Section 2.2 describes flexible steerable intraluminal platforms. Then, Section 2.3

introduces the main challenges of FSIR platforms. Following, section 2.4 overviews

approaches to general assistance and autonomy in minimally invasive surgery. This

chapter ends with section 2.5 stating the remaining challenges that should be addressed

by assistance or autonomy in FSIR.

2.1 Medical context

Colorectal cancer (CRC) ranks fourth in terms of both incidence and mortality rates,

with a projected 52,550 deaths worldwide in 2023 (Siegel et al., 2023), and increases are

anticipated in the coming years. In 2020, colorectal cancer had an incidence rate of 19.5

and a mortality rate of 9.0 per 100,000 persons globally (The International Agency for

Research on Cancer (IARC), 2020) and it is predicted Morgan et al. (2023) to increase

to 3.2 million new cases and 1.6 million deaths by 2040. Colorectal cancer is mainly

caused by a small group of abnormal cells that grow into polyps. These polyps adhere

and spread into the colonic walls and cause CRC (De Leon and Di Gregorio, 2001).

Polyps in the colon can evolve into metastasis and even spread into the liver or lungs

(Regnard et al., 1998). Prompt detection of these abnormal groups of cells allows cancer

11
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to be stopped at an early stage decreasing the mortality rate (Menon and Trudgill, 2014;

Than et al., 2015).

2.1.1 Identification of colorectal cancer

To prevent cancer in the colon, the digestive system is explored by outside sensing or

by introducing sensors inside the body. From the outside, colorectal cancer can be

detected by a computed tomography colonoscopy (Mulhall et al., 2005) which is an

un-intrusive procedure when other procedures are not available, however, in computed

tomography colonoscopy some areas of the large intestine might not be reached. Another

procedure from the outside of the patient is a virtual colonoscopy which uses radiation

and results are less sensitive than other procedures (Mulhall et al., 2005). Stool DNA

test (Imperiale et al., 2014), fecal occult blood test, and fecal immunochemical test

(Wilschut et al., 2011) are non-invasive procedures from the outside of the patient which

are prone to false positive results. Overall procedures from the outside of the patient are

less uncomfortable for the patient but are more prone to false positives with inaccurate

location.

From the inside of the GI tract, clinicians perform flexible endoscope, sigmoidoscopy or

wireless colon capsule, to identify CRC from the inside of the patients digestive system.

Wireless colonoscopy (Iddan et al., 2000) involves patients swallowing a capsule with

two cameras at both tips. An external data system records the video streamed by the

capsule which surgeons analyze. This method has several downsides, first, it is an ex-

pensive method. Secondly, it requires more colon preparation compared to conventional

colonoscopy (Spada et al., 2012). Control of the wireless colon capsule for inspecting a

specific part of the colon is quite complex and time-consuming because it requires ad-

ditional time for video analysis (Van Gossum et al., 2009). Furthermore, wireless colon

capsules cannot remove polyps or perform biopsies (Martin et al., 2020). Colonoscopy

and sigmoidoscopy are similar. If a flexible endoscope is inserted up to the cecum it

is called flexible endoscopy, if it only reaches the sigmoid it is called sigmoidoscopy.

Sigmoidoscopy uses a smaller and slimmer flexible device and only reaches the descend-

ing colon, thus not having the same reach. Flexible colonoscopy remains the primary

screening procedure for CRC ahead of other currently available screening procedures due

to the ability to identify and locate single or multiple polyps in a single intervention.
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Figure 2.1: Colonoscopy overview. Image adapted from (NCI, 2022).

Flexible colonoscopy explores the GI tract from the rectum to the cecum covering the

entire digestive system. Furthermore, during a colonoscopy samples could be taken for

a laboratory analysis afterwards.

During flexible colonoscopy (depicted in fig. 2.1), flexible endoscopes navigate the diges-

tive system from the anus to the cecum passing by the rectum, sigmoid colon, descending

colon, and ascending colon (Bénard et al., 2018). The visual inspection is carried out by

endoscopes which are introduced by surgeons and are manually operated. With these

manual endoscopes, one surgeon performs insertion while the other performs navigation

through tip control. The bendable tip allows the endoscope to steer in the desired di-

rection. The endoscope is controlled to visualise the complete digestive system, which

requires re-inserting the endoscope multiple times and involves coordinated cooperation

between the two surgeons. The colonoscopy ends when the surgeons have completed the

visual inspection. When a tissue is classified as abnormal, a tissue sample is required to

perform a biopsy. When the sample is flagged as malignant, it is removed by the surgeon

in a separate procedure, effectively stopping colorectal cancer from its early stages and

stopping further organ spread, especially if the removal is performed in the early stage.
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2.1.2 Removal of colorectal cancer

After the polyp(s) have been detected, scanned, and assessed, appropriate procedures

for removing them are performed. Multiple procedures exist for removing polyps, from

invasive and risky procedures such as open colectomy (Winslow et al., 2002) to less

invasive procedures such as laparoscopic-assisted colectomy (Bonjer et al., 2007). Pro-

cedures such as open or laparoscopic-assisted colectomy rely on removing sections of the

digestive system that reduce CRC completely if performed correctly. Removing sections

of the digestive system can degrade the quality of life of the patient. Nowadays surgeons

opt for less invasive procedures such as endoscopic mucosal resection (EMR) (Soetikno

et al., 2003) using flexible endoscopes.

During EMR (depicted in fig. 2.2) the tissue is injected with a saline solution that lifts

it, easing interactions with the surgical tools. The lifted tissue is pulled by a forceps (in

some cases the endoscope has a cap that helps visualise the target1) and a snare is put

around the polyp to remove it. EMR is complex as the user has only direct control over

how much the tool is displaced over the channel of the endoscope, leaving the rest of

the control indirectly attached to the endoscope body. Such that if the tool is required

to move, the surgeons have to control the endoscope body and the tool simultaneously.

The control of the endoscope body and the tools can be performed by the surgeons or

the surgeon and an assistant. If an assistant helps in the procedure, the complexity of

the tasks increases, as the surgeons have to efficiently communicate the actions they

are performing and those required for the assistant. Even highly trained surgeons and

assistants can cause bleeding since the task requires specialised equipment and trained

personnel making EMR not widely currently available for patients (Kim et al., 2013).

To correctly perform EMR surgeons require many training hours to avoid incomplete

resection (Oka et al., 2006) and residual local disease (Bhurwal et al., 2016).

A procedure that has been gaining attention in the past few years due to the availability

to perform precise dissection of polyps is Endoscopic Submucosal Dissection (ESD) (as

depicted in fig. 2.3, showing the procedure after the tissue has been marked). Similarly

to EMR, the surgeon has to control the body which has the arm mounted at the tip

of the body to perform the ESD. The first step of ESD is marking the tissue with an

1the cap at the tip of the endoscope allows to push the tissue away from the camera placed at the
tip of the endoscope
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Figure 2.2: Overview of endoscopic mucosal resection. Image adapted from Soetikno
et al. (2003).

electric knife, the user controls the body and the electric knife to effectively mark polyps

of different sizes (Hoteya et al., 2009). Then, the surgeon inserts saline solution to lift

the tissue and ease dissection. The flexible endoscope is equipped with a surgical tool

–an electric hook or knife– that allows the cutting of the desired tissue until completely

removed. Afterwards, the surgeon uses forceps to grab the tissue and retract the com-

plete flexible endoscope. ESD can be more precise than EMR (Cao et al., 2009) because

an arm is marking and cutting the tissue instead of a snare. Nevertheless, similarly to

EMR, effective communication is necessary between the surgeon and assistant, as well

as a high amount of training hours to correctly perform ESD.

Performing procedures to identify and remove polyps from the GI tract, EMR or ESD,

is mentally demanding and requires high amounts of training hours. Due to the de-

manding environment and the requirements of the surgical procedure, dedicated manual

endoscopic platforms have been developed, showing clinical improvements (Diana et al.,

2013). Multi-user cooperation is, however, a big hurdle for optimizing patient care and

efficiency. Single-user FSIR platforms could reduce the crowded operating room and

allow surgeons to control the flexible and slender architectures of FSIR to detect and

remove CRC from the digestive system. The slender and compliant architecture of FSIR

allows them to navigate through the GI tract and act on the tissue since they carry flex-

ible surgical arms at their tip. An overview of the most representative platforms that

were developed to aid surgeons in performing such procedures is followed.
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Figure 2.3: Overview of endoscopic mucosal resection. Image adapted from McCarty
et al. (2020).

2.2 Flexible steerable intraluminal platforms

Multiple FSIR platforms have been developed worldwide to assist surgeons in correctly

and safely performing surgical procedures in the patient’s body. Flexible steerable in-

traluminal platforms were initially developed as endoscopes with robotic capabilities,

mainly by fitting motors on the handle of regular endoscopes (Spaun et al., 2009; Fuchs

and Breithaupt, 2012; Rivera-Serrano et al., 2012), (see fig. 2.4). In practice robotized

endoscopes and flexible steerable intraluminal platforms are analogous as they are both

composed of a main body with arms at their tip. Generally, the body has 4 DoF and

the arms have 3 DoF. Additional actuation of the arms allows the activation of surgical

tools, e.g. electric knives, graspers, and snares. The body can be equipped with tools in

the central free channels of the body (1 or 2 channels at most) which are not robotized,

such that manual control is performed by surgeons. Although the structure of FSIR is

generally the same, differences in dimensions and features are present.

Most flexible steerable intraluminal platforms are built with slender flexible bodies, al-

though some exceptions place a flexible body at the end effector of industrial robots

(Berthet-Rayne et al., 2018). The bodies of FSIR are cable-actuated and range between
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Figure 2.4: Flexible endoscopes and flexible steerable intraluminal robots. Leader
and follower sides.

7-18 mm in diameter with lengths between 900 and 1100mm, allowing them to be in-

troduced in the narrow colonic walls and cover reach the cecum (Fuchs, 2002; Spaun

et al., 2009; Yeung and Gourlay, 2012; Nageotte et al., 2020). Some platforms are only

developed for reaching the colon, having less than 500mm of length (Rivera-Serrano

et al., 2012). Most FSIR amounts to a total of 10 DoF which are telemanipulated by

surgeons using commercially available user interface platforms such as the Omega 7

(Force Dimension, Lausanne, Switzerland) or the Touch (3D systems, Rock Hill, USA).

Due to the lack of an intuitive relationship between the leader and follower, proprietary

interfaces have been developed (Mitsuishi et al., 2013; Wisanuvej et al., 2017; Ahn et al.,

2021). The proprietary interfaces aim to handle an intuitive relationship between the

natural movements of the surgeon’s arms and the movements of arms and body in the

follower side of FSIR. This relationship aims to facilitate arm movements of the arms

as they carry most of the surgical tasks. Since movements of the body movements are

secondary, their control is enabled by joysticks (Mitsuishi et al., 2013) or by movements

of the support of the surgeon’s arms (Wisanuvej et al., 2017; Ahn et al., 2021). Overall

proprietary interfaces allow surgeons to have complete control of the 10 DoF of most

FSIR platforms in a direct way. Although some dual-user FSR platforms exist (Eickhoff



18

et al., 2006; Phee et al., 2008), they are being replaced by single-user control platforms

in order to avoid relying on multi-user coordination (Abbott et al., 2007; Patel et al.,

2015; Nageotte et al., 2020).

A large number of FSIR platforms have been developed. One can cite the ViaCath

system (Abbott et al., 2007), the MASTER (Yeung and Gourlay, 2012), the k-Flex (Kim

et al., 2019) or the STRAS robot (Nageotte et al., 2020). New platforms based on 3D-

printed prototypes have also recently been developed (Trauzettel et al., 2022; Mahapatra

et al., 2020; Grassmann et al., 2024) with the aim to offer cheap and fast prototypes

for specific needs. Some of these FSIR platforms have been tested in preclinical trials

(Fuchs and Breithaupt, 2012; Légner et al., 2017; Atallah et al., 2018; Yang et al., 2022)

with often positive results on the clinical side but work to be done to facilitate their

telemanipulation as to decrease the learning curve.

Figure 2.5: Examples of flexible steerable intraluminal robots. From left to right
MASTER (Phee et al., 2008), K-Flex (Hwang and Kwon, 2020b), STRAS (Nageotte

et al., 2020) and FLEX (Schuler et al., 2015). Images adapted from authors.

Interestingly, all the above-mentioned platforms share noticeable similarities. Generally,

FSIR platforms follow a leader-follower architecture. The follower side is similar in FSIR

platforms (see fig. 2.5): a flexible robotized main body (with at least 4 DoF) carrying

a camera at its tip, and surgical tools (also potentially robotized) protruding from the

tip of the body (with at least 3 DoF each). This common architecture results in specific

challenges, which should be overcome in order to offer a more intuitive and aware –by

assistance or autonomy– telemanipulation.
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2.3 Current challenges of FSIR platforms

Correct manual telemanipulation of FSIR platforms is challenging, especially during

technically difficult and mentally demanding surgical procedures. The surgeon must

take into account the correct performance of the surgical procedure and patient safety

while moving the leader interface to accuratly control the FSIR platform. This is ren-

dered difficult by two main challenges, which are common for all FSIR described in

section 2.2 and arises from their general architecture. First, C1: coupled architec-

ture which is inherited from robotized endoscopes enabling robotic telemanipulation in

no-scar surgery. This first challenge is related to the fact that the arms are carried by

the body, and therefore movements of the body impact the arms, making coordinated

movements especially challenging. Second, C2: high amount of degrees of free-

dom which is directly stemming from the fact that FSIR is built to handle complex

procedures with bimanual operation. This enables technically difficult surgical proce-

dures that allow the surgical arms to cooperate to grasp, pull and push tissue inside

the patient, at the price of increased complexity for the surgeon. The remainder of this

section details the two challenges.

C1: coupled architecture Flexible steerable intraluminal robots are developed based

on the design of flexible endoscopes, inheriting their benefits and drawbacks. Surgeons

and assistants must cooperate to control the coupled architecture of flexible endoscopes

and perform complex surgical tasks. With FSIR, the complete platform –arms and body–

is controlled by one user –a surgeon– instead of two users –a surgeon and an assistant,

as in flexible endoscopy. Single-user telemanipulation was developed to decrease the

number of people in the OR, reducing the workload of a single surgeon. Furthermore,

single-user telemanipulation avoids errors due to poor communication (Frankel et al.,

2007; Ravindran et al., 2021) between the surgeon and the assistant (Mascagni et al.,

2019). During FSIR single-user control, the user must consider the body for performing

arm movements and vice-versa. Since the body has a camera at its tip, movements of the

body (camera) will impact the movement of the arms, yet arms can be independently

controlled. If the surgeon is required to extend the arms’ reach, the body is required

to move and the arm should compensate for the body’s movement. Similarly, when a

user needs to adjust the camera’s position, it requires moving the FSIR body, which

in turn affects the position of their arms. The coupled architecture demands a high
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level of awareness of the relationship between the arms and the body. To facilitate

the telemanipulation of the coupled architecture, researchers have developed intuitive

master consoles that map the leader to the follower. The intuitive mapping facilitates

user control. Yet due to the dependency on the movements between the arms and body,

and the intricacy of their control challenges to master their control are still present. To

deal with the coupled architecture, users perform unnecessary movements originated by

the over- or under-compensation of movements of the arms or body. The unnecessary

movements (Cao et al., 1996) can increase the operating time and strain surgeons posing

safety risks (Zheng et al., 2012).

C2: high amount of degrees of freedom The coupled architecture of FSIR relies

on users controlling the different subsystems simultaneously. The complete set of sub-

systems of FSIR constitutes a high number of degrees of freedom that the user must

consider. Pre-clinical (Légner et al., 2017; Kim et al., 2019) and benchtop experiments

with FSIR platforms identified that users struggle to perform movements with high

amounts of degrees of freedom. In several FSIR platforms, surgeons have to command

up to 10 DoFs. Leader interfaces must consider handles, joysticks and pedals which are

1-to-1 mapped to the follower, maintaining the dimensionality. The common mapping

involves mapping the movements of the surgical arms with movements of the arms of

the surgeon, such that the leader console allows intuitiveness between the leader and

follower sides. The arms are the main actors, therefore, the leader console is focused

on intuitive arm movement. The body is of secondary importance, the body movement

is governed by joysticks or pedals. Even if the total number of DoF in FSIR platforms

is present in the leader console, their control requires surgeons to move their arms and

hands –to govern the handles in the leader side which command the surgical arms– and

their fingers or feet –governing the pedals on the floor or the joysticks at the tip of

the handles to move the body. Thus, users controlling the 10 DoF simultaneously is

inconvenient, and it is even harder to perform under mentally demanding procedures,

such as during the dissection stage of ESD. To deal with the high amounts of DoF,

users avoid simultaneous control of the arms and body of FSIR platforms, effectively

reducing the number of DoF to be controlled in a given moment and making the task

more manageable yet the number of movements required increases which is undesired

due to the patient’s safety. Other less demanding surgical steps in ESD, such as tissue

marking, require the user to control both the body and one arm (7 DoF), achieved by
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first controlling the body (4 DoF) followed by the arm (3 DoF). Overall, the complexity

of the surgical step correlates with the number of degrees of freedom (DoF) and the

mental demand placed upon the surgeon.

The high amounts of degrees of freedom of the arms allow users to perform complex

surgical gestures that require a high level of interaction between the tool and the tissue.

The high level of interaction between tools and tissue means the user can manipulate tis-

sue in multiple orientations and directions facilitating grabbing, pushing and/or pulling

individually and in cooperation with both arms. The freedom to manipulate the tissue

comes from the fact that the arms of FSIR have 3 or more DoFs. Most arms of FSIR

can be inserted/retracted, actuated, rotated and bent in one or two directions from

the tip of the body –some arms can be overly actuated due to the multiple bending

segments. In comparison, the rigid arm of flexible endoscopes can only be translated

and rotated. The increased workspace of the arms in FSIR allows to facilitate ESD in

small lesions < 10mm (Légner et al., 2017; de Moura et al., 2019; Chiu et al., 2021)

and large lesions > 15mm without degradation of precision with a lower recurrence rate,

yet correct telemanipulation of the arms is technically difficult for surgeons. For small

lesions, performing ESD with manual flexible endoscopy results in procedures prone to

recurrence or bleeding (Thompson et al., 2009; Kume, 2009) due to the lack of precision

in their movements tied with the body movement and the lower DoF. The lower number

of DoF in the surgical arms used in flexible endoscopes requires handling the coupled

movements between the rigid tool and the flexible body. To replicate the range of mo-

tion of the FSIR arms, rigid tools of flexible endoscopes require users to consider the

coupled architecture (fig. 2.4). The user extends the arm workspace by the movements

of the flexible endoscope. Performing arm-driven body control in flexible endoscopes

is mentally demanding (Légner et al., 2017; de Moura et al., 2019; Chiu et al., 2021)

following recurrence or bleeding in the patient’s body. Using FSIR complex surgical

procedures are reduced in complexity.

Similarly to flexible endoscopy (Ruiter et al., 2013; Gaab, 2013), surgeons require a

large number of training hours (Légner et al., 2017; Chiu et al., 2019) to master the

control of the FSIR platforms. Even with the development of intuitive leader consoles

(Wisanuvej et al., 2017; De Mathelin et al., 2020; Ahn et al., 2021) the users struggle

to master the control of FSIR platforms and perform the surgical procedures correctly

(Mascagni et al., 2019). To deal with these drawbacks users avoid simultaneous control



22

of the DoF of the arms and body of FSIR, which can cause interruptions that prolong

surgical procedures (Kenngott et al., 2012) or even lead to technical failures (Légner

et al., 2017; Meng et al., 2022) due to the extended duration. These problems could be

resolved if the user is assisted in handling the two main challenges of FSIR while safely

and correctly performing the technically difficult surgical procedures.

The two main identified challenges of FSIR, C1: coupled architecture and C2: high

amount of degrees of freedom, must be correctly handled in a robotic assistance

setup in order to assist or autonomously perform tasks that aid surgeons in complex

surgical procedures. The following presents an analysis of the state of the art of robotic

assistance in robotic surgery.

2.4 Robotic assistance during complex surgical procedures

inside the body

Robotic assistance in surgery has evolved from the first ideas which envisioned robotic

telemanipulated laparoscopy (Alexander III, 1972). Other early works proposed robotic

assistance for passing tools to surgeons or holding retractors for assisting brain biopsy

(Kwoh et al., 1988; Abdelaal et al., 2020). In current times, the idea of robotic la-

paroscopy is a reality with multiple platforms available such as the da Vinci from Intu-

itive Surgical, USA or even single access robots like the Virtuoso by Virtuoso Surgical,

USA. Currently, minimally invasive surgery poses a less intrusive procedure in compar-

ison to open body surgery by using small incisions or the natural orifices of patients.

This section describes an overview of robotic assistance in minimally invasive surgery .

2.4.1 Robotic assistance in minimally invasive surgery

Assistance via robotic actuation in minimally invasive surgery has been in development

since the 1980s. Early works involved simple tasks such as passing tools or holding

endoscopes in a static position. Robotic assistance in MIS (Haidegger, 2019; Attanasio

et al., 2021; Battaglia et al., 2021) has been classified in 6 main levels, as depicted in

fig. 2.6. At level 0, the robotic system has no autonomy, it is all dependent on the
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operator, this is commonly referred to as robotic minimally invasive surgery, e.g. la-

paroscopy by the DaVinci platform or robotic surgery, e.g. knee robotic surgery by

industrial robots. At level 1, the robotic assistance level, the operator maintains con-

tinuous control of the system while the robot provides certain assistance; the user can

be guided to perform a particular task. Providing robotic assistance means the user

is guided by the robotic approach or using virtual fixtures (Rosenberg, 1993) during

telemanipulation. At level 2 of task autonomy, the system is capable of accomplish-

ing specific surgical tasks autonomously based on specifications given by the operator.

During the autonomously executed task, the control switches from the operator to the

machine. At level 3, referred to as conditional autonomy, the autonomous task is based

on perceptual capabilities to understand the surgical scenario. Tasks are planned and

executed, allowing continuous monitoring. The control can switch from user to machine

when required. Commonly, levels 1, 2, and 3 are referred to as robotic-assisted surgery,

in the case of MIS, robotic-assisted minimally invasive surgery. Level 4 referred to as

high autonomy, can interpret pre-operative and intra-operative information to plan the

sequence of tasks with the capability of replacing on-the-go if necessary. The last level,

level 5 is referred to as full autonomy, machines can perform surgery on their own with

no human input. Levels 4 and 5 are commonly referred to as autonomous surgery.

Figure 2.6: Commonly proposed levels of autonomy for minimally invasive surgery,
as proposed by Haidegger (2019). Image adapted from Haidegger (2019).
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The current trends in robotic assistance during MIS for procedures inside the GI tract

focus on levels 2 and 3. Most of the focus of research has relied on having the surgeon

in the loop while robots assist or conduct –some– autonomous tasks. In this thesis, we

will follow the same approach. Indeed, the challenges identified in section 2.3 are closely

related to telemanipulation, and it is natural to propose modes of robotic assistance

that enable more efficient telemanipulation while keeping the surgeon in the loop. Such

approaches are scarce in the literature for FSIR platforms, due to their recent develop-

ment. Similar problems were however studied in the context of robotic assistance for

laparoscopic surgery. We will detail the main approaches related to endoscope control

of a single endoscope body in laparoscopic robotic platforms in section 2.4.2. Likewise,

approaches that control the arms in the same platforms are presented in section 2.4.3.

2.4.2 Autonomous endoscope control of laparoscopes

In robotic laparoscopy, an endoscope can be controlled in multiple ways. Endoscope

control is commonly categorised as reactive, proactive or a combination of the two. Re-

active approaches rely on monitoring the task, the surgeon, the environment, and the

user commands to react after a triggering event. The reactive approaches are applied

after the endoscope has already been moved, rather than being proactive in preventing

the need for movement. A comprehensive review of the approaches can be found in

(Weede et al., 2013; Pandya et al., 2014; Bihlmaier, 2016; Wagner et al., 2021) cover-

ing multiple categorization methodologies expanding on the scope of endoscope camera

control for laparoscopes. Furthermore, Ellis et al. (2016) performs an in-depth analysis

of how endoscopic cameras are controlled by surgeons and details what steps to consider

when conceiving an assisted or autonomous control approach for endoscopes. Other

works (Avellino et al., 2020; Ellis et al., 2016) aim to provide a link between seman-

tic understanding of the task and the control approach. In this thesis, approaches for

assistance or autonomy in FSIR will be covered.

The first approach that is going to be addressed is the actuation of the endoscope body

by user commands. The user can consider its environment, consisting of the surgical

site, the surgical tool, the endoscope and the leader console to request an assisted or

autonomous movement of the endoscope. Approaches have used user feet (Wang et al.,

1998; Huang et al., 2021) or head Yasunaga et al. (2003); Stolzenburg et al. (2011) voice
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Figure 2.7: Overview of the common approaches for autonomous laparoscopy. Image
adapted from Pandya et al. (2014).

(Zinchenko et al., 2016), gaze (Latif et al., 2008; Zhu et al., 2011; Fujii et al., 2018)

or their whole body (Zuo et al., 2022) to command movements of the body. These

approaches directly map commands from the user to the movement of the body in one

or two directions. Such approaches require the user to specifically express the desired

direction in which they intend to move, and typically function with rate-control, meaning

the amount of movement on the body is proportional to the the time, force or position

the user sets.

The second approach for controlling the body uses the information from the environment

to automatically regulate the position of the endoscope body. Since the camera is

positioned at the tip of the endoscope, this type of approach also controls the position

of the camera with respect to the environment, e.g. position of the arms relative to

an objective, or the position of the camera relative to the environment. Most of these

approaches use information about the arms, the surgical task and predefined tasks. This

second category of approaches acts after predefined conditions are met, e.g. when the

position of the tools is outside of the area of interest in the image of the endoscopic

camera (Agustinos et al., 2014; Gruijthuijsen et al., 2022) the body moves. Rivas-

Blanco et al. (2014) used the depth of the instruments to control the endoscopic camera.

Kinematic tracking of the arms and the position of the camera with respect to the

environment (Mudunuri, 2010; Bodenstedt et al., 2012) has also been developed. Other

approaches, (Lee et al., 1994) consider surgical landmarks and information about the

surgical site embedded in the image to control the body.

Approaches based on direct user commands and those based on the environment are
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interesting in formulating autonomous or assisted movements for the endoscopic cam-

era. However, these approaches cannot be directly translated for the control of FSIR

platforms. This is because endoscopes in laparoscopic settings are inserted in separate

entry points into the body rather than arms. Both are therefore kinematically indepen-

dent. In other terms, robotic assistance approaches for endoscopic camera control do

not tackle C1: coupled architecture, which facilitates their control.

2.4.3 Autonomous control of arms of laparoscopes

Approaches for assistance and autonomous control of the arm of laparoscopes have been

developed. In prior works (De Rossi et al., 2021; Attanasio et al., 2020; Pasini et al.,

2023), researchers used approaches based on deep learning to detect the gesture and

assist the user in correctly performing the detected surgical gesture. The user gesture

is detected at the early stages of the arms’ movement. Then, the control mode eases

carrying out the gesture by helping the user follow a predefined set of movements that

will occur based on the detected gesture. The automatic or assisted actions can be

overwritten by the surgeon at any time, leaving the user the main actor during this type

of approach. In such approaches, the task is required to be known and large amounts of

information regarding the task (video, kinematics and sensory information) are required

to be conceived.

Another way to train these models with few amount of information is learning-by-

demonstration (Schwaner et al., 2021; Pore et al., 2021). In these types of approaches,

the user teaches the correct way in which the task should be performed, to allow replica-

tion under similar conditions by the agent, which are hard to generalize. (Varier et al.,

2020) proposed a similar approach using reinforcement learning, thereby demonstrating

robustness to a lack of training scenarios and outlier behaviour. In these types of ap-

proaches, the user is aided to control one or both arms into performing tasks that are

simple and repetitive for the user. Many approaches still rely on the user for performing

the most complex surgical tasks, as fully autonomous execution of such tasks remains

unavailable.

Other types of approaches were developed to share control of the arms at specific times.

The approach proposed by Bodenstedt et al. (2012) helps surgeons –by sharing control

of the arms of laparoscopes– to perform a first-order approximation of a surgical task.
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The user performed a path-following task aided by the proposed approach based on

Gaussian mixture regressions and 3D reconstructions. Using a 3D shape, researchers

validated their approach by facilitating following the desired path.

Other approaches (Daneshgar Rahbar et al., 2021) use visual tracking to command the

arms and prevent bleeding. By using an approach based on local entropy, Danesh-

gar Rahbar et al. avoided abrupt movements of the arms preventing bleeding. They

prevented bleeding by anticipating by 0.662s when the arms will eventually lead to

bleeding.

Both the arms of FSIR and the arms of laparoscopes enable surgical procedures inside

the patient. In FSIR, the arms aim to be flexible and slender with multiple degrees of

freedom for controlling positioning and orientation. In laparoscopes, the arms can be

articulated, although not as compliant as in FSIR; having a couple of links at most.

Furthermore, the key difference is that the arms of FSIR are mounted in the body of

FSIR, creating a coupled kinematic architecture. Due to this, approaches developed for

laparoscopes are not straightforwardly translated into the arms of FSIR. Challenges in

assisting and automatic control of the arms, the body and both at the same time remain.

2.5 Remaining challenges in FSIR and thesis contributions

FSIR platforms pose two main challenges in manual telemanipulation, C1: coupled

architecture and C2: high amount of degrees of freedom. To assist and au-

tomate the telemanipulation of FSIR their challenges, safety constraints and complex

surgical tasks must be equally considered, e.g. dealing with the challenges of FSIR to

correctly performing a surgical step with the consideration of the safety constraints.

FSIR have not developed any assistance or autonomy approaches, therefore works in

laparoscopy and other surgical robots are reviewed. Laparoscopes have been widely de-

veloped and multiple approaches for assisting and automating particular tasks have been

developed. Due to the similarity to FSIR it is a logical comparison point. Assisted or

autonomous control has been developed for laparoscopes with individual control of the

body (section 2.4.2) or the arms (section 2.4.3), considering multiple surgical tasks, the

environment, safety constraints or a mixture of them. Such approaches offer interest-

ing solutions for assisting the user in handling high-DoF systems, effectively addressing
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a challenge similar to C2: high amount of degrees of freedom. However, the

fundamental difference between laparoscopic settings and FSIR is the presence of C1:

coupled architecture in the latter. Therefore, the approaches developed for laparo-

scopes cannot be directly translated to FSIR. This task is the main focus of this thesis,

in which approaches for assisting FSIR telemanipulation under specific surgical tasks

are developed.

This thesis proposes a control framework to handle C1: coupled architecture and

the C2: high amount of degrees of freedom to assist users in correctly and

safely performing technically difficult and mentally demanding surgical procedures. The

control framework developed in this thesis is between levels 2 and 3 of autonomy in

robotic surgery, with the surgeon either fully in the loop with robotic assistance (level

2), possibly with some sub-tasks of the operation carried out automatically under direct

surgeon supervision (level 3). The proposed control framework is developed and tested

under two specific surgical scenarios, the dissection stage of ESD and the colonoscopy and

biopsy case. In the remainder of this thesis, developments are carried out on the STRAS

system, which is described in details in chapter 3, while chapters 4 and 5 constitute

the main contributions of this work. In chapter 4 the problem of telemanipulation

assistance in ESD is considered. A suitable control framework is selected after careful

analysis of the state of the art in related areas. Clinical objectives are then formulated

as optimization objectives and constraints in an optimization-based control formulation.

It is then validated with a user study. A similar path is followed in chapter 5, where

the problem of robotic assistance for biopsy in colonoscopy is considered. The problem

is posed as a visual servoing problem under multiple objectives and constraints, and

formulated in the same framework as in chapter 4. Validation is performed in a realistic

ex vivo scenario, using the follower side of the FSIR platform.



Chapter 3

STRAS system

The STRAS system is selected for the validation of the control framework as it faces

similar challenges of most of the FSIR platforms (chapter 2 - section 2.3). A brief

overview of the story of the development of the STRAS system is presented in section 3.1.

The STRAS system is described in section 3.2, which is followed by the modeling required

for the control framework (section 3.3). Section 3.4 describes how the STRAS system

is telemanipulated by surgeons and operators at the current state, which has been used

in pre-clinical trials (Légner et al., 2017). This chapter finalizes by identifying the

problems encountered during the pre-clinical trials and during benchtop experiments. A

final statement regarding the platforms problems in the STRAS system is described in

section 2.3.

3.1 Development of the STRAS robotic system

Back in 2009 (Bardou et al., 2009) the ANUBIS (see fig. 3.1) project was conceived by

Karl Storz and IRCAD for Natural Orifices Transluminal Endo-scopic Surgery (NOTES).

This early version of what would become the STRAS system was fully manual and re-

quired multiple users to control the arms and the endoscope body. In 2013 (De Donno

et al., 2013a) the Anubiscope was motorized and the STRAS robotic system was con-

ceived. The 2013 version allowed telemanipulation of the arms and body by human-

interface devices, such as the Omega 7 (Force Dimension, Lausanne, Switzerland) and

the Touch (3D systems, Rock Hill, USA). Such controls allowed users to have control of

29
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all DoF of the arms and body (De Donno et al., 2013a). By 2017 (Zorn et al., 2017),

proprietary interfaces were developed. These new interfaces allowed a more natural re-

lationship between leader and follower. The new interfaces included pedals and a pair

of handles that intuitively mapped the leader and the follower, allowing users to have

full control of all DoF. The latest version of the STRAS system is referred to as Endo-

luminal Assistant for Surgical Endoscopy (EASE) described in fig. 3.1, which improves

the leader console with small changes in the way the human-interface devices are set,

e.g. improved joysticks and triggers (Nageotte et al., 2020).

Figure 3.1: Anubiscope system developed by Karl Storz. Image adapted from
Chikhaoui and Rosa (2022).

The STRAS system has been tested in a pre-clinical trial (Légner et al., 2017) performing

multiple ESD procedures in an ex-vivo porcine model. Furthermore, extensive in-silico

tests have been performed under multiple surgical training tasks, e.g. peg-transfer and

pick-and-place tasks. Tests with novice and expert users have shown that experienced

users perform the task in shorter execution times and with specific differences in handgrip

forces during manipulations (Batmaz et al., 2017; de Mathelin et al., 2019).

The motorization of the ANUBISCOPE system resulted in the STRAS system, depicted

in fig. 3.2. The body and arms are mounted into the cradle, which has the motors used

for arm actuation and two DoFs of the body. A cart that carries the cradle that contains

the motor controllers, power supply, and EtherCAT bus. The cradle provides another

two DoFs of the body and the instruments. The instruments are controlled by motorized

modules that actuate the translation rotation and bending of the arms. The cradle and
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Figure 3.2: Motorized modules for actuation of the arms. Image adapted from Na-
geotte et al. (2020).

cart allow actuation of the body, arms, and arm actuators. The system is dismounted

from the cradle and cart in other to be manually inserted into the surgical site.

3.2 STRAS system overview

The STRAS system is controlled by a leader-follower teleoperation architecture (as de-

picted in fig. 3.3), where the user controls the leader that commands the follower. The

follower side follows the leader’s references. The leader console is designed to intuitively

imitate the arm’s natural gestures and easy user control. In this regard, the leader and

follower sides are coupled such that movement in the leader constitutes a movement in

the follower –each DoF of the follower is paired with a DoF of the leader. The movements

of the leader are read by encoders and button signals that are connected to a low-level

controller via EtherCAT. The low-level controller is running in a real-time task 1kHz

Linux Xenomai PC that governs the motors and actuators. The low-level controller for

the follower can handle joint position and velocity control according to the commands

of the user through the position and the actuation of the human-interface devices by the

handles, joysticks, pedals, and buttons. The STRAS system follower can be completely

controlled by the user using the leader side.
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Figure 3.3: Overview of the STRAS system. The leader side is on the left side of the
image, follower side is on the right.

The STRAS system follower side consists of a main endoscope body that can bend in

two orthogonal directions, rotate and translate over its axis, correspondingly to 1○- 4○ in

fig. 3.3. An endoscopic camera is positioned at the tip of the body. The body has three

working channels that can be populated by three surgical instruments. The common

usage scenario has two surgical arms in the two channels. The centre channels also allow

fluid management, by using air to increase colon diameter or by allowing injection of

saline solution for lifting tissue. For right-handed users, the right arm is the primary

arm and the left arm is the secondary arm 1. The primary arm has an electrocautery

tool at its tip while the non-dominant arm holds a grasping tool. In fig. 3.3 the top arm

is the left arm, referred to as the non-dominant arm, while the bottom arm which is the

right arm is referred to as the dominant arm. The arms can move translate, rotate, and

bend, depicted by 5○- 7○ for the non-dominant arm and 8○-10○ for the dominant arm

allowing complex surgical gestures as depicted in fig. 3.4.

The STRAS system leader console comprises two handles with joysticks at their tips

and a trigger on the back side, as seen in the leader side of fig. 3.3. The joysticks placed

at the top of the handles move the body. The usual configuration is as follows. The

joystick from the left handle actuates translation and rotation. The joystick from the

right handle actuates vertical and horizontal bending. As in the leader side of fig. 3.3, the

1○- 4○ are mapped to the 1○- 4○ in the follower side. The arms are mapped to the handles

(see fig. 3.3). The rotation of the handle (yaw-like motion) is mapped to the rotation of

the tool, depicted in red arrows for the two arms. Translation of the handle in or outside

1for this thesis, the convention of right-handed users is considered, yet the techniques here developed
could be mirrored to accommodate left-handed users
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Figure 3.4: STRAS arms from the endoscopic camera. Right and left arms for the
dominant and non-dominant arms correspondingly (Assuming right-handed users). Im-

age adapted from Légner et al. (2017).

is mapped to insertion or retraction of the arm, by the green arrows. The bending of

the handle as depicted by the blue arrow maps to bending of the tool. Similarly to the

body, the arms movement is mapped between leader and follower by the 5○-10○ DoFs.

The leader console allows to approximately match the position of the arms and the

instruments (fig. 3.5) which improves intuitiveness and reduces the familiarisation time

(De Mathelin et al., 2020).

Figure 3.5: The handle of the leader side of the STRAS system (right) is made such
that the position of the follower arm (left) approximately matches the position of the
surgeon’s arm. Handles are mounted in an L-shape bracket that translates over their
base, with two rotational joints. They also comprise a joystick at the top of the handle,

and a trigger at the back-top of the handle.
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3.3 Modelling of FSIR platforms applied on the STRAS

system

Preface of modelling

Notation During this thesis, frames attached to objects are depicted between curly

brakes as {m}. Matrices are depicted in bold uppercase as M. Vectors are represented

in bold lowercase m while scalars use lowercase m.

Example The homogeneous transformation matrix (HTM) depicting the position and

orientation of the robot end effector {end} relative to the world frame {origin} is defined

as originT
end. The homogeneous transformation matrix is expressed as:

originT
end =


originR

end
originp

end

0 0 0 1

 . (3.1)

constituted by a rotation matrix originR
end of the tip of the arm to its base, and

originp
end is the translational component describing its position.

3.3.1 Introduction

Previous works on the ANUBISCOPE (Ott et al., 2008; Bardou et al., 2010) and the

STRAS system (De Donno et al., 2013b; Nageotte et al., 2020) were used to model

the STRAS system. The STRAS system is actuated by motors that modify the cable

lengths that control the bending of the tendon-actuaded arms, while motorised actuators

allow to rotate and insert the arms (as represented in fig. 3.2). The motors define the

actuator space ranges and map a theoretical representation of a model in the configu-

ration space. The transformation (fspecific) between actuator space and configuration

space is a matrix between cable lengths, displacements, and rotations according to prior

works (De Donno et al., 2013a; Zorn et al., 2019). The following sections describe the

configuration space of the constant curvature model (CCM) (described in section 3.3.2)

used in the modelling o the arms of FSIR, and therefor on the STRAS system. The
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Figure 3.6: The three spaces and mappings of the constant curvature model. Image
adapted from Webster III and Jones (2010).

specific transformation (as described in fig. 3.6) from the configuration space to the task

space (findependent) is presented in section 3.3.3, and the inverse relation (f−1
independent) is

described in section 3.3.4.

3.3.2 Constant curvature model

A flexible endoscope and flexible surgical tools of FSIR platforms are a type of hyper-

redundant flexible manipulator that can be considered continuum robots. A continuum

robot can be modelled as a constant curvature model using Webster’s formulation (Web-

ster III and Jones, 2010). The constant curvature model describes the kinematics by

the configuration variables:

qccm = [ϕ, κ, s]T , (3.2)

with ϕ being the rotation about the axis of the continuum robot, κ is the curvature 2

and s is the arc length3, as depicted in fig. 3.7. Using the configuration variables in

eq. (3.2), the forward kinematic model that describes the position and orientation of the

tip of a continuum robot is given by:

baseT
tip =


cos2 ϕ(cosκs) − sinϕ cosϕ sinκs cosϕ(1−cosκs)

κ

sin2 ϕ(cosκs) cosϕ sinϕ sinκs sinϕ(1−cosκs)
κ

− sinκs 0 cosκs sinκs
κ

0 0 0 1

 (3.3)

2the curvature can be represented in bending angle by the relationship β = κs
3end effector control is desired, s considers the total length of the bendable part, such that s = ℓ. s

could be modified to know the position of parts of the flexible segment.
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Figure 3.7: Overview of the constant curvature model in the STRAS robot. Overview
of the constant curvature model used in the right arm. On the left the top view of the
arms with red lines depicting the visible region. On the right is a sketch of the segments

of the arms and the constant curvature model.

Where baseT
tip is a composition of maps baseT

tip = T (ϕ, κ, s) and implies that chain

rule can be used to compute the differential kinematics as presented in (Webster III and

Jones, 2010).

3.3.3 Forward kinematic modelling

As firstly introduced in Bardou et al. (2010), the STRAS robot can be modelled under

the assumption of constant curvature. Using this convention, the body and the arms are

modelled by a constant curvature segment –the flexible part– followed by a rigid segment

at its tip – that constitutes of the surgical tool. For the STRAS system, the rigid segment

at their tip measures 10mm, while the constant curvature segment measures 18.5mm

followed by a rigid segment adding up to a total of 75mm of length. Figure 3.7 depicts

this for the dominant arm, and it is analogous to the non-dominant arm and the body.

The HTM defined in eq. (3.3) is not sufficient to model the arms or body of the STRAS

system. A varying term of translation is required to correctly model the insertion and

retraction of the arms or the body. Furthermore, the surgical tool at the tip of the arms

is also required. Adding the requiring terms, the HTM of the endoscope body is then

defined by chaining the HTMs as:

wT
e = wT

tz · tz T CCM · CCM T d2 (3.4)

where wT
tz is an HTM with tz a constant term in the translation –insertion or retraction.

For the body, the term tz T
CCM is analogous to eq. (3.3), and CCM T d2 is the rigid tip
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at the end of the endoscope, such that d2 is the length of the rigid tip of the endoscope.

Therefore, wT
tz and CCM T d2 are populated by an identity matrix I3x3 and [0, 0,△]

where △ is defined by tz or d2 accordingly. From the FKM defined in eq. (3.3), the

position of the tip of the endoscope after considering the transformations defined in

eq. (3.4), is expressed as:

wp
e =


cos(θ) (d2 k sin(β)−cos(β)+1)

k

sin(θ) (d2 k sin(β)−cos(β)+1)
k

tz + d2 cos (β) + sin(β)
k

 (3.5)

which is the translational component of eq. (3.4) of the FKM of the endoscope in the

world frame, wT
e(qe). Where qe is the appropriate term of the configuration variables

eq. (3.2), defined as:

qe = [β, θ, tz]T , (3.6)

omitting the length of the tip of the rigid endoscope tip, d2. Furthermore, following the

configuration variables defined for eq. (3.2), the term s is omitted for the consideration

of tip control, and the term κ is defined by the variable θ due to the linear relationship

θ = κs.

Similarly to eq. (3.4), one can describe the position of the tip of the arms. However,

instead of considering the world frame {w} as a base, consider {u} and {v} as the bases

of the surgical tools. Analogous to eq. (3.4), uT
r (qr) and vT

l (ql) describe the HTM

of the arms to their base {r}, {l}. The position of the arms with respect to the camera

Figure 3.8: Frames of interest of the STRAS system.

which is also the body frame {e} is of interest. From the base of each arm a constant
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transformation is set, such that the HTM for the dominant arm:

eT
r(qr) = eT

u · uT r(qr), (3.7)

and similarly for the non-dominant arm in its base {v} as:

eT
l(ql) = eT

v · vT l(ql). (3.8)

The position of the tip of the arm with respect to the static surgical target ({w}) is of

interest. Equations (3.7) and (3.8) are chained to the HTM of the endoscope, such that

the position of the arms in the world frame is defined as:

wT
r(qe, qr) = wT

e(qe) · eT u · uT r(qr) (3.9)

wT
l(qe, ql) = wT

e(qe) · eT v · vT l(ql). (3.10)

Figure 3.9: Tip positions of the arms and body of the STRAS system. HTM describes
the position and orientation of the tip of the arms and body.

Equations (3.4) and (3.7) to (3.10) describe all of the frames of interest (see fig. 3.8) in

the proposed controlled framework, depicted in fig. 3.9. Controlling the two sub-systems

of the STRAS robot, arms and body, is done by controlling qe, qr, and ql which define
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the STRAS robot configuration variable vector as:

q =


qr

ql

qe

 . (3.11)

Finally, the FKM can then be described as:

M : R10 → SE(3), SE(3), SE(3)

q 7→ wT
e(qe), eT

r(qr), eT
l(ql) (3.12)

3.3.4 Differential kinematic modelling

The differential kinematics describe the relations between the displacement (velocity) of

the joint space and the motion (linear/angular velocity) of the task pace, which is not

as straightforward as the FKM.

In each one of the subsystems, the CCM formulates the relationship between the linear

joint velocities of eq. (3.2) and their position eq. (3.3) at its tip from its base by the

Jacobian baseJtip referred as:

baseJtip =


∂x

∂qccm

∂y
∂qccm

∂z
∂qccm

 (3.13)

which considers the appropriate qccm variables for each one of the subsystems of the

STRAS system. Similar to the HTM defined for the FKM, eq. (3.4), the Jacobian of

the endoscope can be defined as:

wJe =


∂Xw
∂qe

∂Yw
∂qe

∂Zw
∂qe

 (3.14)

Such that wJe is the Jacobian of the endoscope and relates world displacements of the

endoscope tip to q̇e.

wṗ
e = wJe(qe) q̇e (3.15)
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eJr and eJl are the Jacobians of the arms in the endoscope frame. Considering the arms

Jacobians in eqs. (3.7) and (3.8) as configuration variables that only act on the base of

each arm –considering the constant transformations eT
u, eT

v to wT
e– such that:

eṗ
r = eJr(qr) q̇r (3.16)

eṗ
l = eJl(ql) q̇l (3.17)

Such that the Jacobians of the arms in the world frame will require chaining eJr with

wJe, similarly for the non-dominant arm: eJl with wJe. Such that:

wṗ
r =

[
eJr wJe

]q̇r
q̇e

 (3.18)

wṗ
r = wJr

q̇r
q̇e

 , (3.19)

and similarly for the non-dominant arm:

wṗ
l =

[
eJl wJe

]q̇l
q̇e

 (3.20)

wṗ
l = wJl

q̇l
q̇e

 . (3.21)

Equation (3.15) allows to modify the position of the tip of the body in the world frame

by the configuration variables of the body. Equations (3.16) and (3.17) allow to modify

the position of the tip of the arms in the endoscope frame by the arms configuration

variables. Equations (3.20) and (3.21) allow to modify the position of the tip of the arms

in the world frame by configuration variables of the arms and body, correspondingly.

In eqs. (3.18) and (3.20) the corresponding Jacobians wJr and wJl define the relation-

ships between the joint values of the q̇r, q̇l and q̇e. The orientation Jacobian of the

arms can be omitted from the eqs. (3.16) and (3.17) since position control is desired,

the same cannot be done to eqs. (3.18) and (3.20) since the body affects the position of

the arms –posing a lever effect. The body which houses the camera, moves on a sphere

whose radius is close to the length of the body (185mm), which remains true even when
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the body is bent. Moreover, the amount of lateral movement considered for the body is

low in comparison with the length of the body due to the limited space in the surgical

environment. Such that for the relatively small movements performed by the body, the

orientation effect of wJe over wJr and wJl can be neglected.

Each of the subsystem Jacobians follows the behaviour of the constant curvature model.

The Jacobians eJr, eJl, wJe are populated following the approach used by Nageotte

et al. (2020).

3.3.5 Workspace characterization

Each arm workspace consists of a three-dimensional cylinder with a spherical top. The

cylinders start from the base of the channel in which the arms start. The arm bending

forms a circular path that is rotated over the channel’s axis, as to form such surface.

The arm translations sweep the surface over the Z-axis, to form the cylinder with a

spherical top. The arms forms a theoretical workspace as truncated cylinders of radios

32mm and height of 75mm, fig. 3.10.

Figure 3.11 depicts the workspace of the dominant arm. It shows the lower and upper

bounds of the translation reach depicted in red and blue respectively. The singularities

are depicted in yellow. The outer blue sphere depicts a position that can be reached

in 4 discrete orientations, the red sphere depicts where the position can be reached in

one discrete orientation, while the rest of the positions can be reached in at least two

opposite orientations.

3.4 STRAS system telemanipulation

The STRAS system is aimed to be manually introduced into the patient’s body until

the desired area of interest is reached in the digestive system. During manual insertion,

the endoscope is covered by a shell that eases navigation through the anus. When the

system has reached the desired point of interest in the colon, the shell opens and the

system is mounted in the motors to allow telemanipulation. After the surgical procedure

has ended, the shell can be closed to facilitate exiting the digestive system. The shell
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Figure 3.10: Theoretical workspace of the arms from the top view. Image adapted
from Nageotte et al. (2020).

Figure 3.11: Workspace of the dominant arm. The workspace for the dominant arm
is shown in red for the lower bound of the translation and in blue for the upper bound.
Singularities are depicted in yellow. The outer blue sphere depicts a position that can
be reached in 4 discrete orientations, the red sphere depicts where the position can be
reached in one discrete orientation, while the rest of the positions can be reached in at

least two opposite orientations. Image adapted from De Donno et al. (2013a).

stays open to allow grabbing of the tissue and allowing retraction of the tissue for later

analysis.

During telemanipulation, the follower is linked to the leader using the kinematic model

of the STRAS system. The leader configuration variables are defined as:

q =


qr

ql

qe

 . (3.22)
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During manual telemanipulation, the leader configuration variables q are proportionally

mapped to the configuration variables of the follower side q by the matrix K. The arms

are controlled in position at the joint level by:

qr
ql

 = Karms

qr

ql

 , (3.23)

with

Karms =

Kr

Kl

 (3.24)

being a stack of the two matrices Kr and Kl that are diagonally filled ensuring a

correspondence between the range of motion of corresponding leader and follower DoF,

as previously defined in Nageotte et al. (2020). The body is rate-controlled via the two

joysticks on the handles by a proportionality constant, such that:

q̇e = Keqe. (3.25)

With Ke and qe considering both joysticks.

The full model of the STRAS robot to perform telemanipulation is provided by com-

bining eqs. (3.9), (3.10) and (3.12) and eqs. (3.23) and (3.25). During telemanipulation

and due to hardware limitations and safety concerns, speeds for the arms (eq. (3.23))

and the body (eq. (3.25)) are bound such that: q̇hmin < q̇ < q̇hmax where q̇hmin and q̇hmax

are the negative and positive value of the maximum speed.

3.4.1 STRAS system ranges

The leader-side handles (depicted in fig. 3.12) can be rotated in the interval qr, ql

in [−44, 44]◦ this interval is thus mapped in the bending of the arms in the follower

system, in the interval [−90, 90]◦. Such bending is controlled at the low level by a cable

displacement in the range [−6.5, 6.5] mm. The handles can translate [0, 90]◦, which is

mapped to [0, 72] mm of arm insertion. The rotation of the handles ranges between

[−160, 160]◦ that is mapped to [−270, 360]◦ arm rotation on the follower side.
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Figure 3.12: Leader side of the STRAS system. The main components of the leader
system: are handles, joysticks at the tips of the handles, and the pedals.

The joysticks at the tip of the handle are mapped to the movement of the body. The

body can translate [0.5, 90] mm and rotate [−90, 50]◦. The bending in the two orthog-

onal directions with low-level displacement cable ranges between [−9.12, 9.12]mm. The

joystick values can be defined by software to apply a constant velocity or to increase the

velocity the longer it is being actuated. The grippers at the back of the handle range

between [0, 60]◦ and can be actuated between [0, 1] in the follower, allowing for open,

closed and half-open.

The table 3.1 summarizes the range of the platforms and allows the definition of the

interpolation required to map the actuator space to the configuration space as depicted

in fig. 3.6.

3.5 The STRAS system as validation platform

The STRAS system shares similarities (section 2.2) with other FSIR platforms such as

the k-Flex, FLEX, and EndoSamurai. The STRAS system, similarly to other platforms,

has a coupled architecture. Telemanipulating flexible steerable intraluminal robots re-

quires users to consider the dependence of the arms and body to correctly control the

end effectors to perform surgical gestures. FSIR have a high number of degrees of free-

dom, that added to the coupled architecture, results in mentally demanding surgical

procedures. The similarities of FSIR platforms allow this thesis work to address the
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Table 3.1: Ranges of the STRAS system leader, follower and configuration space. L
is the length of the curvature as in the CCM established in Nageotte et al. (2020). De-
picting the values required for the mapping between the three spaces fig. 3.6. Rotation

and bending measured in radians, translation measured in mm.

leader console config. space actuator space

Min Max Min Max Min Max

dominant arm

bending -44 44 −π/2L π/2L -6.5 6.5

rotation -163 163 −π π −3/2π 2π

translation 0 105 2 72 0.5 73

non-dominant arm

bending -44 44 −π/2L π/2L -6.5 6.5

rotation -163 163 −π π −3/2π 2π

translation 0 97 2 72 1 73.5

body

horizontal bending -1 1 −π/2L π/2L -9.12 9.12

vertical bending -1 1 −π/2L π/2 -9.12 9.12

rotation -1 1 −π π −π/2 5/18π

translation -1 1 2 100 0.5 90

challenges ( C1: coupled architecture and C2: high amount of degrees of free-

dom) generally while considering the specifics of the STRAS system. An approach for

assisting the user in correctly performing complex surgical procedures while addressing

the challenges of FSIR platforms is proposed in the following chapter.



Chapter 4

Assistance through high-level

control in flexible steerable

intraluminal platforms

As discussed in the previous chapter, the challenges of FSIR platforms are mainly the

coupled architecture (C1) and the high number of degrees of freedom (C2). Telemanip-

ulating FSIR requires users to manage these two challenges. Given that flexible steerable

intraluminal robots are developed for complex surgical procedures such as EMR or ESD,

reducing the complexity of telemanipulating FSIR platforms is desired. To design a sys-

tem that can assist the user in the control of FSIR platforms during telemanipulation,

a number of elements should be accounted for: safety for patients and surgeons, and

transparency. In this chapter, a control framework is proposed to implement a controller

that enables safe and transparent telemanipulation for the users and patients 1. The

control framework is generic but it is demonstrated on the STRAS robot under a specific

surgical task which is the dissection stage during endoscopic submucosal dissection.

This chapter is organised in the following manner. Section 4.1 reviews the endoscopic

submucosal dissection performed by telemanipulating a flexible steerable intraluminal

1This work has been published as:
Gonzalez-Herrera, F., Nageotte, F., Zanne, P., Borghesan, G., de Mathelin, M., Vander Poorten, E.,
& Rosa, B. (2024) A semi-autonomous control mode for flexible steerable intraluminal platforms, IEEE
Transactions on Medical Robotics and Bionics. In press (12 pages), DOI 10.1109/TMRB.2024.3385990
Herrera, J. F. G., Nageotte, F., Borghesan, G., Vander Poorten, E., & Rosa, B. (2023). Semi-
autonomous control for endoluminal robotic platforms. In Computer and Robot-Assisted Surgery
(CRAS), Paris, France, September 2023

46
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platform which is then modelled in section 4.2 and described in section 4.3. An overview

of the related works to the specific problem is presented in section 4.4. Then, the

formalized problem is solved through the proposed approach in section 4.5 and the

experiments used to test the approach are described in section 4.6 with the results

presented in section 4.7. This chapter ends with section 4.8 which discusses the results

and describes the future work.

4.1 Endoscopic submucosal dissection by the FSIR plat-

forms

Complex surgical procedures are characterized by a high mental demand due to the

complex and precise surgical gestures the surgical arms must perform in intricate surgical

environments. Given the complexity of the procedure, the surgeon is under considerable

mental demand.

Before the dissection stage of ESD, the user reaches the desired area of interest in the

body. Then, the user commands the non-dominant arm to grab and lift the tissue while

maintaining its position, meaning the user establishes traction over the tissue. During

traction, a force is continuously applied to the tissue to tension it. Having traction

(Portolés et al., 2015; Shahkoo and Abin, 2023) on the tissue refers to the act of grabbing

and pulling away the tissue. Tissue traction is established by maintaining the position of

the arm, grabbing without releasing the tissue. Thanks to the traction, the tissue under

traction can be exposed. The dominant arm, equipped with an electric knife, precisely

reaches and cuts the boundary of the abnormal tissue. After the dominant arm has

finished cutting the exposed tissue at the current body position, the user releases the

tissue and moves the body to a different position. In this new body position, the user

repeats the procedure of grabbing, lifting –maintaining traction– and cutting until the

entire tissue has been removed. The ESD ends with the surgeon retracting the FSIR

platform while grabbing the dissected tissue. This set of steps is complex to perform

under manual telemanipulation as it involves coordinated control of the subsystems of

FSIR. During coordinated control, the traction over the tissue should be maintained

constant while the body is repositioned. This is difficult for users to conduct due to the

coupled architecture and the high number of degrees of freedom.
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Figure 4.1: Overview of the envisioned scenario. A simplification of the tissue is
shown in grey. A subsection of the tissue that can be removed at the current body
position is shown in red. The body and the arms are shown in four cases, from left
to right, free arms and body, in the second the tissue is grabbed by the non-dominant
arm, while in the third and fourth cases, the segment is removed by reaching multiple

reaching locations.

The inherent complexity of the task causes the user, instead of having a fluid coordi-

nated control of the arms and the endoscope, to move the body and arms sequentially.

Individual sequential control of the arms increases the amount of grasping that is re-

quired to completely remove the abnormal tissue. Thus, instead of allowing multiple

cuttings per one grab, the user is required to grab multiple times and perform multiple

cuttings gestures. This inefficient execution approach to the task has been noted dur-

ing pre-clinical trials (Légner et al., 2017) and benchtop experiments (De Donno et al.,

2013a). The user increases the number of times the tissue is being grabbed, by evading

coordinated control, which potentially leads to tissue damage (Saito et al., 2014) and

increases the chance of bleeding (Lee et al., 2011; Harlow et al., 2020). Dissection could

be simplified if the FSIR systems allowed straightforward coordinated control.

Coordinated control can involve one arm and the body or the two arms and the body.

The user is required to control 7 DoF if one arm and body are required to be moved,

while control of the whole platform involves 10 DoF. The user must control the two arms

and the body during dissection, involving the 10 DoF. For the STRAS system controlling

the 10 DoF requires coordinating arm-hand-finger movement of the user which translates

to arms-body commands. Surgeons using their fingers, arms and hands to control the

body and arms of the follower side by the leader console is prone to errors: involuntary

movements due to muscle memory caused by prior movements or bias in other surgical

robotic platforms, slow movements, and erratic non-smooth movement patterns by the

user. The challenges (C1, C2) of the control results in inaccurate movements of the body

that might require correction actions. Eventually, this strains and frustrates the surgeon,

leading to a longer procedure time and impacting the overall surgeon performance (Zheng

et al., 2012; Mehta et al., 2014). An approach that reduces the number of DoFs to be
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a) b) c)

Figure 4.2: Overview of the problem. The workspace of the arms is depicted in grey
and moves as the body moves, the dark red line depicts the bounds of the camera’s
field of view. a) The current position of the body allows to reach the target by the
non-dominant arm wp

l
d but not with the dominant arm wp

r
d1. b) The body is moved

to reach wp
l
d and the new body position allows to reach wp

r
d1 but not wp

r
d2. c) While

wp
l
d is not violated, the second target position of the dominant arm wp

r
d2 is reached

while moving the body.

controlled while not diminishing the performance of the surgical task is needed. Correctly

performing the surgical task requires users to maintain traction, perform coordinated

control and consider the safety constraints for the patient.

4.2 Problem modelling

Establishing traction while dissecting is modelled by multiple positions the left and right

arms must reach. Assuming without loss of generality that the dominant arm is the right

arm. The positions for the tip of the arms aim to generalise the gestures required to be

performed during dissection. The tip position of the dominant and non-dominant arms

are described by wp
r, wp

l as defined by eqs. (3.8) and (3.9). The envisioned scenario

is as follows: the end-effector of the non-dominant arm grabs the tissue and lifts it to

a desired position wp
l
d, setting wp

l =w pl
d (fig. 4.2-a). Controlling the position of the

non-dominant arm in the world frame, wp
l, involves using the arm and body to control

its velocity, e.g. by:

wṗ
l = wJl

Klq̇l

Keq̇e

 (4.1)



50

and when the current position the arm has to reach wp
l
d is reachable at the current body

position, q̇e = 0, it is simplified as:

eṗ
l = eJl

[
Klq̇l

]
(4.2)

The user then cuts the tissue. The tissue cutting positions are modelled as two positions

the tip dominant arm must reach, wp
r
d1 and wp

r
d2. Reaching wp

r
d1 or wp

r
d2 may require

moving the body, by controlling its tip position wp
e, such that if body movement is

required:

wṗ
r = wJr

Krq̇r

Keq̇e

 (4.3)

else a similar expression to eq. (4.2) is generated with the DoF of the dominant arm.

When the dominant arm is required to be moved, coordinated movement of the arms and

the body should be performed by the user. Coordinated movement while maintaining

traction requires the user to control the body

wṗ
e = wJe

[
Keq̇e

]
(4.4)

while accounting for the movements of the dominant arm expressed in eq. (4.3). The

coupled architecture affects the position of the non-dominant arm in the global frame,

as depicted by eq. (4.1) –about the initial expression eq. (3.20). During such move-

ments, and more generally during the whole cutting phase, the non-dominant arm tip

position wp
l =w pl

d should be kept steady, maintaining traction (fig. 4.2-b,c) requiring

coordinated control without impacting the traction of the non-dominant arm since the

tissue is being grabbed. Coordinated movement without impact on the non-dominant

arm traction is described by:

traction and coordinated control



wṗ
r =

eJrKrq̇r

wJeKeq̇e

 = 0

wṗ
l =

 eJlKlq̇l

wJeKeq̇e

 = 0

wṗ
e =

[
wJeKeq̇e

]
(4.5)
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which involves coordinated control of all the elements of the subsystem while moving

the body without impacting the position of the non-dominant arm –which is grabbing

the tissue– and minimizing the effects on the position of the dominant arm —with the

cutting tool, avoiding unsafe positions.

4.3 Overview of the problem

Dealing with the multiple DoFs (fig. 4.3) and the coupled architecture to correctly per-

form complex surgical gestures requires controlling the multiple subsystems (arms and

body). In the specific case of gaining and maintaining traction on the tissue during the

dissection stage of ESD, the user must not violate the required positions for the multiple

frames. Performing traction by telemanipulation during dissection (ESD) requires the

user to control all of the subsystems eq. (4.5) and consider the effects of the coupled

architecture:

coupled architecture :


wT

r(qe, qr) = wT
e(qe) · eT u · uT r(qr)

wT
l(qe, ql) = wT

e(qe) · eT v · vT l(ql)

wT
e(qe) = wT

e(qe)

(4.6)

with a total of 10 DoF to be controlled. The user should perform coordinated control

eq. (4.5) which is not easy even for experienced for users.

Supplementary to the surgical task, the user should consider the patient’s safety and

avoid any abrupt movements, avoiding unnecessary interactions with the digestive sys-

tem of the patient. There is no official set of safety guidelines for performing procedures

with FSIR. Yet, the similarity to flexible endoscopes and laparoscopes allows us to come

up with a list of basic rules to ensure the procedure is being carried out safely. Similar

to laparoscopes, the arms in FSIR should be kept in sight. Blind control of the surgical

tools can pose a risk of bleeding or unnecessary tool-tissue interaction. Thus, the tools

should stay inside the field of view of the endoscopic camera placed at the origin of

the frame e {e}, such that arms are kept in the endoscopic camera sight during the

semi-autonomous arm-body control mode.

Furthermore, the arms should be restricted to positions that avoid degradation of the

surgical site view or reduce depth perception –hinders the position of the surgical target,
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e.g. puts the surgical target away from the centre of the screen or the arms are on the

limits of the screen. The arm should not be too close to the camera placed at the tip

of the body {e} to avoid occluding the view of the surgical site. Arms being close to

the camera reduces the view of the surgical site. Opposite to the arms being too close

to the surgical site, when the arms are too far from the camera the perception of the

arms is reduced. A reduced depth perception increases the mental demand for precisely

controlling the arms. Arms being too far away also degrades the user’s motion capability

due to the presence of mechanical singularities on the related joint configuration. In

summary, joint configurations where the arm is too close to the boundaries field of view

or too close to the joint limits (due to the mechanical singularities) should be avoided.

A semi-autonomous arm-body control could further support safe and simple coordinated

control to facilitate maintaining traction during the dissection stage performed by FSIR.

{w}

{e}

{l}

{r}
wT

e

wT
l

eT
l

wT
r

eT
r

Figure 4.3: Overview of the control problem. DoFs of the follower are depicted in
a circle. Featured frames to be controlled and their transformation are depicted by a
dashed line. Overview of the surgical task from the endoscopic camera view. The safe

workspace of the arms is illustrated in green.
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The proposed control approach would control the position of the dominant arm in the

world {w} and endoscope frame {e}, wp
r and ep

r respectively as:


ep

r

wp
r

wp
l

 . (4.7)

The three positions are selected due to the constraints of arms movement in the world

frame wp
r and wp

l. Furthermore, the position of the dominant arm position at the

current position of the body must be controlled since the dominant arm carries the

electronic knife. The position of the dominant arm in the body position is constrained

to safe positions that are both visible and away from the joint limits to preserve the

patients safety.

These three positions are of interest since the arms position with respect to the surgical

task The proposed semi-autonomous arm-body control requires considering the multiple

DoF of the system eq. (3.11), the coupled architecture, and the desired positions to be

controlled eq. (4.7) —as illustrated in fig. 4.3. This means managing the independent

DoF for each one of the configuration variables –for each of the subsystems eq. (3.12)–

defined in eq. (3.11) while considering the effect on the featured frames that describe

the positions eq. (4.7).

4.4 Related works

The problem tackled in this chapter is the coordinated control of dual-arm robotic

structures in a mobile base, which has arisen in various areas of robotics, including

dual-arm mobile robots (Freddi et al., 2016; Buhl et al., 2019; Que et al., 2022), upper-

body humanoid robots (Krüger et al., 2011; Rader et al., 2016; Hoffman et al., 2018),

space robots (Wilcox et al., 1989; Yoshida et al., 1991; Flores-Abad et al., 2014), and

surgical robots (Mitsuishi et al., 2013; Vandebroek et al., 2019; Nageotte et al., 2020)

(see fig. 4.4). In such robotic platforms, a similar challenge to the C1 challenge is

present: the mobile base can aid in fulfilling the tasks of the arms, but it also affects

their movement, which may represent a disturbance. Control of the arms and base

amount to high number of DoF (C2) and the effects on each other must be considering
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to accomplish the main task. In practice, this requires controlling the position of multiple

end-effectors by multiple DoFs while accounting for the effects on each other. Several

approaches for handling this intricate relationship have been developed and a summary

of the most representative ones is presented now.

(a) (b) (c)

Figure 4.4: Examples of similar arm-body robotic structures from the literature.
a) dual-arm upper-body humanoid robot (Tarbouriech et al., 2022), b) space-robot

simulation (Cai et al., 2022) c) STRAS robot

4.4.1 Control frameworks

There are broadly two families of approaches which tackle multi-DoF arm-body control

in the literature.

The first one constructs an analytical formulation in which a task hierarchy is han-

dled, exploiting properties of the Jacobian of the control problem and null-space projec-

tions (Liegeois et al., 1977; Slotine and Siciliano, 1991). Null-space projection deals with

sequential tasks (Mistry et al., 2007, 2008) in the sense that a main task is solved and

then sub-sequential tasks can be solved, without violating the first –or the upper– task.

To do so, subsequent tasks are projected in the kernel, or the null-space of the previous

one. The idea of null-space projection has been applied in prioritized inverse kinematics

(Mistry et al., 2007, 2008), acceleration-based control (Hsu et al., 1989; Flacco et al.,

2012) and joint torque control (Khatib, 1987; Sentis and Khatib, 2004a; Sentis et al.,

2010). With regard to arm and mobile base robotic structures, the null-space projection

has been used in dual-arm mobile robots (Freddi et al., 2016; Di Lillo et al., 2020),

space robots (Yan et al., 2018; Wenfu et al., 2019; Yan et al., 2020), humanoid robots

(Sentis and Khatib, 2004b; Dietrich et al., 2012, 2015) and personal robots (Philippsen

et al., 2011; Geisert et al., 2017; Sakr et al., 2022). In surgical robots with a static base,
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null-space projection has been used for single-arm redundant manipulator in a human

collaboration task for safe telemanipulation (Su et al., 2019) and a dual-arm system

for safe haptic-based shared-control telemanipulation (Selvaggio et al., 2018; Qu et al.,

2019).

Multiple formalisms of the null-space projection idea have been developed, allowing

to handle equality constraints (Slotine and Siciliano, 1991; De Lasa and Hertzmann,

2009), and inequality constraints by exploiting potential fields (Khatib, 1986; Sentis

and Khatib, 2004b; Mansard et al., 2009). Fundamentally, they all rely on the idea

that tasks at a lower level are carried out in the null-space of higher-priority tasks.

Therefore, a lower-priority task cannot be achieved if it requires even a slight violation

of the higher-priority task. Such a strict task hierarchy can be beneficial in specific

contexts -for instance, a humanoid robot must ensure that the balance is maintained at

all times otherwise it will fall- but can also be a strong limiting factor in many cases,

especially in medical contexts where the redundancy of the robotic system is limited by

their architecture.

The second big family exploits optimization-based methods. In this context, an impor-

tant work allowing to design and control the motion of complex, multi-dof robots is the

task function approach (Samson et al., 1991). The basic idea behind the task function

approach is that many robot tasks may be reduced to a problem of positioning and

that the control problem reduces into regulating a vector function, known as the task

function, which characterizes the task. The task function approach can be used for po-

sition and force control (Samson and Espiau, 1990; Espiau et al., 1990; Samson, 1991).

To facilitate task-function implementation, frameworks have been developed to enable

high-level descriptions of the task which are later transformed into optimization-based

expressions. The frameworks enable task-function description of robot tasks to create

expressions that can be handled by optimization solvers (Ferreau, 2007; Diamond and

Boyd, 2016). Frameworks such as eTaSL (Aertbeliën and De Schutter, 2014), which is

inspired by iTASC (De Schutter et al., 2007; Decré et al., 2009), allow the expression of

complex robot tasks to allow optimal control. The solver typically handles a quadratic

programming (QP) formulation of the task enabling a velocity-resolved solution of po-

sitional tasks2

2Note here that there are other ways of controlling a robot, for instance using acceleration or torque-
resolved controllers. The focus here is on velocity-resolved controller because in many medical robots,
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Expressing the optimization problem is versatile and allows handling inequality (Khatib,

1986; Sentis and Khatib, 2004a) and equality (Mansard et al., 2009) constraints, which

can be defined in the task- and joint-space, possibly combining constraints defined in

different frames of references. Similarly to null-space projection, one can stack tasks

and constraints in a hierarchical framework. In this case, when a solution for a higher-

priority task is obtained, the other tasks solve another QP for a lower-priority task,

without increasing the obtained minimum of the previous task objective. The hierarchi-

cal quadratic programming (HQP) formulation has been used in whole-body control of

humanoid robots (Escande et al., 2014), humanoid upper-body (Hoffman et al., 2018;

Tarbouriech et al., 2022), personal robots (Wang et al., 2014, 2018b) and space-robots

(Cai et al., 2022), dual-arm robots (Hong et al., 2022) and arm-mounted drones (Cataldi

et al., 2019; Imanberdiyev and Kayacan, 2020; Chen et al., 2023). This formulation suf-

fers from the same drawback as null-space projection, i.e. the obligation to define -and

comply to- a strict hierarchy of tasks.

It is however possible, with QP formulations, to enable non-strict priorities of the task,

allowing a higher level of control. Instead of strictly higher or strictly lower, a non-

strict priority parametrization of tasks can be handled by weighting strategies (Liegeois

et al., 1977; Abe et al., 2007; Escande et al., 2010; Bouyarmane and Kheddar, 2011;

Liu et al., 2011; Salini et al., 2011). Weighted-QP has been used in surgical platforms

(Zhang et al., 2021; Colan et al., 2023), space robots (Misra and Bai, 2017; Bouyarmane

et al., 2018), dual-arm robots (Wang and Wang, 2020; Yi et al., 2020) and humanoid

robots (Escande et al., 2014; Djeha et al., 2023). In QP approaches with weights, all

the tasks and constraints are parametrized continuously and solved in one QP problem.

Such strategies allow a flexible definition and combination of tasks. The values of the

different weights set their relative importance, which allows soft violation of some tasks

at the trade-off that the rest of the tasks can also be achieved, depending on the selected

weights. The main drawback is that it is not possible to formally guarantee that any

task is strictly fulfilled.

In this thesis multiple coupled end-effectors are required to be simultaneously controlled

with conflicting tasks, due to the coupled architecture. Null-space projection and HQP

approaches are not a viable option. In such a hierarchical approach, it would be natural

and especially flexible endoscopy systems, torques and acceleration signals are either very noisy or
inaccessible.
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to put the safety task as the highest priory one, meaning the controller should not

move the robot if that puts the patient at risk. However, due to the nature of the

clinical scenario and the coupled architecture of the system, there is no clear, strict

hierarchy between the arm-body and the arm-independent tasks. Putting one in front

of the other may create blocking situations due to conflicts between task objectives.

For this reason, a weighted QP strategy is selected, to soften the behaviour of the

hierarchy by weighted quadratic programming. The weights allow the control framework

to establish coordinated control of the arms and body while performing conflicting tasks

simultaneously for each of the subsystems to enable the desired assisted behaviour. In

the problem of this thesis, the non-strict hierarchy of WQP allows coordinated control

of the body and arms of FSIR. Such behaviour is especially required when dealing

with the coupled architecture allowing arm-independent and arm-body control in a safe

and coordinated manner which is not computationally expensive. In the next section,

details of the basic mathematical derivations of the selected approach are described.

The formulation of clinical objectives, workflow, and constraints as control objectives

within this framework, which constitutes the core contribution of this chapter, will then

be detailed in section 4.5.

4.4.2 Quadratic formulation

In order to best introduce the weighted QP approach, let us first consider a simple

inverse kinematics problem. The inverse kinematics problem can be formulated as an

optimisation problem such that:

min
q̇

q̇THq̇ (4.8)

s.t. Jq̇ = ẋ (4.9)

with H = JTJ the Hessian matrix, and J the Jacobian of the robot. This simple opti-

mization problem solves for q̇ to achieve the desired equality eq. (4.9). The optimization

problem eq. (4.8) can be solved through multiple optimization methods (such as Parker

et al. (1989); Huang et al. (2012), just to name a few). Consider a problem in which

a desired position x∗ of the end-effector x of a robot should be reached, which is the

objectives are formulated in the following sections of this thesis. One can define the

tracking error e as:

e = x∗ − x. (4.10)
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Using a simple proportional controller with a gain vector k, one can obtain a desired

speed ẋd:

ẋd = k e = k(x∗ − x). (4.11)

The eqs. (4.8) and (4.11) can be used to set the best solution of the point task in the

least square sense as:

min
q̇

∥Jq̇ − k(x∗ − x)∥2 , (4.12)

min
q̇

∥Jq̇ − ẋd∥2 . (4.13)

Similarly to eq. (4.8), eq. (4.13) can be solved as an optimisation problem, via quadratic

programming, given by:

∥Jq̇ − ẋd∥2 = (Jq̇ − ẋd)T (Jq̇ − ẋd) (4.14)

= q̇TJTJq̇ − ẋdJq̇ − q̇TJTJẋd + ẋT
d ẋd (4.15)

= q̇T (JTJ)q̇ − 2(ẋT
d J)q̇ + ẋT

d ẋd (4.16)

where ẋT
d ẋd does not depend on q̇. Such that eq. (4.13) can be represented as:

min
q̇

1

2
q̇THq̇ − cT q̇ (4.17)

with:

H = JTJ (4.18)

c = ẋT
d J (4.19)

This formulation is now in a canonical QP form with a Hessian matrix H and a constant

vector c, and can be solved by standard solvers. Both the Hessian matrix H and the

constant vector c can be computed from the task Jacobian J , the current robot position

x, the desired position x∗, and the control gain k.

If one wants to define several tasks in a weighted QP formulation, one can compute the

Hessian matrix Hi and constant vector ci for each of the i ∈ [0, N ] tasks, and then sum

them with a weight γi to obtain the full control problem. The complete form of the



59

control problem is then:

min
q̇

1

2
q̇THq̇ − cT q̇ (4.20)

s.t. Aq̇ < b (4.21)

Gq̇ = beq (4.22)

lb < q̇ < ub (4.23)

where H =
∑N

i=1 γiHi and c =
∑N

i=1 γici. A and G are matrices defining inequality

and equality constraints for q̇, while lb and ub define bound constraints. Similarly to the

single task problem from Equation (4.17), this problem can be solved by standard QP

solvers. In the following, translation between clinical objective form section 4.2 into task

objectives and constraints in the above-detailed weighted QP framework is described,

such that it can be applied in real-time for allowing assisted telemanipulation.

4.5 Semi-autonomous arm-body control approach

The proposed approach involves triggering autonomous motions of the tip positions of

the arms and body to provide coordinated control. Using the modelling presented pre-

viously (section 3.3), an overview of the proposed approach is presented in section 4.5.1.

The problem set as control objectives is described in section 4.5.2. An optimization-

based formulation of the problem is presented in section 4.5.3 covering the objectives

and constraints.

4.5.1 Overview

To best describe the proposed semi-autonomous arm-body approach, first, consider the

situation where no body movement is required. In this case, the user telemanipulates the

dominant and non-dominant arms as in standard telemanipulation following the original

telemanipulation formulation defined in eq. (3.23), such that:

eṗ
r =eJr Kr q̇r (4.24)

eṗ
l =eJl Kl q̇l (4.25)
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with wṗ
e set to 0. In the case of eqs. (4.24) and (4.25), the system –the arms– is then

governed by the leader console variables (q̇r and q̇l) acting on the positions of the

arms in the body frame {e} while the body is static. For manual and semi-autonomous

arm-body modes, controlling the arms is analogous, the user is set to control 6 DoF,

thus 3 DoF of each arm.

When body movement is required, the user activates the semi-autonomous arm-body

control mode, invalidating the prior relationship: eqs. (4.24) and (4.25).

The semi-autonomous arm-body control is activated by the user pressing the C1 pedal

(see fig. 4.5). The eqs. (4.24) and (4.25) depends on the semi-autonomous arm-body

control with independent behaviour on each of the arms. When the C1 pedal is active,

the user moves the body by the speed of the handle which is mapped from the dominant

arm (see fig. 4.5). The non-dominant arm has two behaviours depending on the pressing

of the C2 pedal. When the C2 pedal is not pressed, the non-dominant arm moves with

the body, in other words, the body that is indirectly controlled by the dominant arm.

When the C2 pedal is pressed the position of the non-dominant arm position is kept,

effectively enabling traction. At the moment in which each of the pedals is de-activated,

the behaviour attached to each one is terminated, returning to the relationship previously

described in eqs. (4.24) and (4.25).

To control the body by the dominant-arm movements during the semi-autonomous arm-

body control the concept of a virtual arm is introduced. The virtual arm detaches direct

telemanipulation by the user, meaning the movements from the user in the leader con-

sole handle do not have a direct effect on the arm but are used for control of the body,

such that eq. (4.24) is nullified, and the arm moves according to the semi-autonomous

arm-body control mode. Two dominant arms are considered, the real and the virtual.

Positions of the real and virtual dominant arms are represented by ep
r and ep

r respec-

tively. ep
r is defined by eq. (3.17) and ep

r defined by the positional argument pos(·) of

the velocity of the virtual arm as:

ep
r =

(
pos(eṗ

r)
)
t

= wJeKrq̇r. (4.26)

Pressing transfers the difference between the current position of the arm and the position

of the virtual arm, under the assumption that ep
r
i −e p

r
0 ̸= 0 for a given t time after
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Figure 4.5: Overview of the main components of the simulator setup. Reaching
targets are depicted in blue and pink for the non-dominant and dominant arms. Follower

in black with a grey tip, virtual follower in semi-transparent green.

the initial triggering of the body movement at time 0.

q̇v = J†
e

(
Ke(ep

r − ep
r)
)

(4.27)

where ke is a scalar gain to match manual telemanipulation speeds and J†
e is the Moore-

Penrose pseudo inverse of the estimated Jacobian wJe. The endoscope body has 4 DoFs,

such that there is a redundancy for the displacement of the body. The virtual arm is

shown in semi-transparent green in fig. 4.5 and effectively controls the body movements.

As described in section 4.2, moving the body impacts the position of the tip of the arms

with respect to the surgical site which can be detrimental to the surgical procedure. To

compensate for this, the three objectives are based on the previous problem statement.

First, the dominant arm should not move from its world position {w} during body move-

ments, such that wṗ
r = 0. In other words, the tip dominant arm position of the leader

ep
r moves the body, while the follower dominant arm ep

r and body wp
e compensate,

to keep the world position wp
r still during body movement avoiding interfering with the

surgical task. The user can use the semi-autonomous arm-body mode to move the body

which does not modify the global positions. Static position with respect to the surgical
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site allows the user to continue performing the gestures that were being performed before

the body movement.

Second, the non-dominant arm behaviour during body movements depends on the sur-

gical step. In this work, the asumption that the user is performing a dissection task

is made, as described in section 4.2. In this task, the user grasps the tissue with the

non-dominant arm and lifts it to a desired position wp
l
d. In the STRAS system, the C2

pedal is used to activate the grasping tool of the non-dominant arm. Therefore, if C2 is

not activated, the non-dominant arm can move together with the body since it is not

interacting with tissue, reducing constraints on the control system. If pedal C2 is active

a tissue is being grabbed, following the behaviour on the real STRAS system. It is then

paramount to maintain the position of the non-dominant arm during body movements,

i.e. keeping wṗ
l = 0, to keep traction over the grasped tissue. This task is particularly

challenging to perform manually as the user will be required to consider 10 DoF —6

DoF of the arms and 4 DoF of the body. This task is carried out automatically by the

semi-autonomous arm-body control mode during body movements.

Finally, safety is also considered. The semi-autonomous arm-body controller should not

result in the arms being placed in an unsafe position, i.e. outside of the field of view,

too close to the body (which holds the camera), or close to joint limits. This comes

to similar approaches described previously, sections 2.4.2 and 2.4.3, where the arms are

constrained to safe –visible– regions at the current camera –body– position. Similarly

to laparoscopes, the arms should not be too far to lose depth perception from the arms

neither too close to occlude the view of the surgical site.

Given the described behaviours, the semi-autonomous approach allows to: i) have free

control of the arms when no body movements are required, ii) control the body with the

dominant arm, so as to re-position the endoscope with respect to the surgical site –by

anchoring the dominant arm position in the world frame, and iii) correctly perform the

most demanding surgical task –dissection– in which the position of the arms end-effectors

should be maintained while the body is moved, to efficiently reach subsequent cutting

locations. This three-way behaviour allows the semi-autonomous arm-body control

mode to assist the user not only in the most demanding stage of the ESD procedure,

which is dissection but also during the other stages while allowing safe movements inside

the patients body. During dissection, the proposed approach could also be used to move
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the body while marking the tissue and simplifying the task by maintaining the world

position of the dominant arm while accounting for safety constraints.

4.5.2 Formulation of the control problems as objectives

The previously described problems (section 4.2) are now presented as high-level objec-

tives. Keeping the absolute position of the dominant arm still, or wṗ
r = 0 is expressed

by:

H1 : min ∥wpr
0 − wp

r∥ (4.28)

where the subscript 0 refers to the position at the beginning of the body movement (i.e.

when the pedal C1 is pressed). Similarly,

H2 : min
∥∥∥wpl

0 − wp
l
∥∥∥ (4.29)

for when the absolute position of the non-dominant arm is required to be maintained

—during dissection after grabbing the tissue. The objective H2 is active only when the

C2 pedal is active, that is when the non-dominant arm is grabbing –keeping traction

over– the tissue.

Secondly, the dominant arm is set to be in a safe position w.r.t. the body frame ep
r
d.

The translational component qr|trans of the configuration variables of the dominant arm

in eq. (4.28), defines a safe position as:

λ−
trans ≤ qr|trans ≤ λ+

trans (4.30)

which effectively repels joint limits. Where λ−
trans is the lower bound and λ+

trans is the

upper bound. The position of the dominant arm in the image is given by its projection,

img(·). The arm defines a safe position as one in which the tip of the dominant arm is

visible, in the horizontal component of the image img(ep
r)|x, is given by:

λ−
x ≤ img(ep

r)|x ≤ λ+
x (4.31)

and in its vertical component img(ep
r)|y as

λ−
y ≤ img(ep

r)|y ≤ λ+
y . (4.32)



64

When the dominant arm leaves the previously defined safe zone in the image or is close

to the translational bounds, the arm is returned inside the safe bounds while the body

and arms are being controlled by two objectives. A simplified overview of the safe zone in

which the dominant arm should be kept is depicted in fig. 4.6. While the body is moving,

the dominant arm avoids leaving the safe zone, by eqs. (4.30) to (4.32). Maintaining the

arm in a safe position is obtained by setting the following objective:

H3 : min ∥epr
d − ep

r∥ (4.33)

in the Cartesian space, where the goal position ep
r
d is the centroid of the workspace.

The arm should also remain inside the field of view of the endoscopic camera, which can

be obtained by setting the following objective:

H4 : min ∥img(ep
r
d) − img(ep

r)∥ (4.34)

with img(ep
r
d) being the image centre. When the arm is in a safe position the objectives

H3, H4 are deactivated.

The objectives defined previously, eqs. (4.28), (4.29), (4.33) and (4.34), are activated

depending on the states of the pedals. When no pedal is active, the body is static

and the user has full range control of the arms by moving the leader console handles.

Pressing C1 activates H1, and if the dominant arm is in an unsafe position H3 and H4

become active such that the dominant arm keeps its absolute position, away from the

joint limits and in a visible location, while the body moves. When C2 is pressed, H2 is

active.

4.5.3 Optimization-Based High-Level Control

The body movement eq. (4.27) commanded for the user by the dominant arm handle

requires to be compensated in order to maintain the optimization objectives eqs. (4.28),

(4.29), (4.33) and (4.34). The objectives are expressed in quadratic form eq. (4.17) such

that each one can be solved to compute the desired velocity that reduces in the least

square sense eq. (4.13) the difference to the desired position. The different positions to
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Figure 4.6: Overview of the defined safe zones for the dominant arm. The green area
is a simplification of the safe zone. This safe zone is visible and is within the desired

translation range.

be controlled, are stacked together such that:

p =


ep

r

wp
r

wp
l

 , (4.35)

with the set of configuration variables defined as:

q̇qp =


q̇r

q̇e

q̇l

 (4.36)

and the Jacobian is defined by the appropriate individual Jacobians of each of the

positions defined in eq. (4.35). The Jacobians of the dominant arm in the body frame

eq. (3.16), the right frame in the world frame eq. (3.18) and the non-dominant arm in

the world frame eq. (3.20) are stacked together to match the configuration variables
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eq. (4.35), such that3:

J =


eJr 0 0

eJr wJe 0

0 wJe eJl

 (4.37)

where the last two components of the first row is filled with zeros due to the lack of

relationships between the dominant arm position and the configuration variables of the

endoscope and the non-dominant arm. Similarly, for the last element of the middle row

for the dominant arm world position and the non-dominant arm configuration variables.

Furthermore, in the first component of the last row, there is no link between the dominant

arm configuration variables and the non-dominant arm position in the world frame.

The task Jacobian eq. (4.37), the positions to be controlled eq. (4.35) and the configu-

ration variables eq. (4.36) can be combined with the initial body movement commanded

by the user eq. (4.27), as:

q̇ = q̇qp +


01×3

01×3

q̇v

 , (4.38)

where q̇qp comes from the solution of the quadratic form of each of the goals in i :

{H1,H2,H3,H4} and the subsequent vector is filled from the eq. (4.27). The quadratic

form (eqs. (4.20), (4.21) and (4.23)) is then modified according to each one of the ob-

jectives present at a given time t as:

min
q̇

1

2
q̇THtq̇ + cTt q̇ (4.39)

s.t. q̇+t ≤ q̇ ≤ q̇−t (4.40)

where Ht =
∑

γiHi and ct =
∑

γici defined accordingly to eqs. (4.18) and (4.19) for

each of the i previously defined objectives (eqs. (4.28), (4.29), (4.33) and (4.34)), and γi

is a given objective weight. At each time t the desired positions are used to obtain the

velocities to be applied given the active objectives. The obtained vector q̇qp is obtained

by eq. (4.39) and bounded by eq. (4.40). The optimization variables q should stay within

3The rotation of the endoscope body is an unusual and possibly disturbing motion for the user because
of the resulting rotation of the camera, it is here not actuated, having only the positional Jacobian and
not the rotational part.
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the bounds [iqmin, iqmax]. This is achieved by introducing lower and upper bounds:

q̇⋄− = δ(iqmin − q) (4.41)

q̇⋄+ = δ(iqmax − q) (4.42)

depending on the distance of q to iqmin and iqmax, with δ being the convergence factor

(set to 0.1) as introduced in (Faverjon and Tournassoud, 1987). Equation (4.40) uses the

minimum value for the lower bound between the low-level controller speed limits q̇hmin

and the joint limits q̇⋄− presented in eq. (4.41), such that the minimum speed is given

by q̇+t = min(q̇⋄−, q̇
h
min). The upper bound is obtained similarly as q̇−t = min(q̇⋄+, q̇

h
max).

The Jacobian eq. (4.37) linking q̇qp to ṗ is therefore populated differently depending on

the active objectives at a given time, yielding the corresponding Ji: objective H1 acts

on the dominant arm (q̇r) and the body (q̇e), H3 and H4 act only on the dominant arm

(q̇r) such that, eq. (4.37) is populated until on the last three rows. When C2 is pressed

and H2 is active, the Jacobian J is populated completely since H2 acts on q̇l.

4.5.4 Summary of behaviours

The semi-autonomous control mode has three main use cases. In case 0, the surgeon

freely telemanipulates the arms with no body movements in the system, pedals C1 and

C2 are inactive. Case 1 is activated by constant pressing of the C1 pedal to activate the

semi-autonomous control mode, with no activation of the C2 pedal. During case 1, the

movement of the physical handle of the dominant arm in the leader console is translated

to the body on the follower side. During this movement, the position of the dominant

arm is softly anchored (it is kept constant with low priority), meaning that it is being

kept at best unless body movements become too large, in which case the dominant arm

moves with the body. If the user presses once on C2, case 2 is active. In this mode,

if C1 is active –constantly pressed– the user controls body movement in the same way

as in case 1. The difference is here that the position of the non-dominant arm is hard

anchored (i.e. it is kept constant with high priority).

The three cases described above are following the surgical scenario of ESD. Case 0 will

be used in normal teleoperation mode when no body movement is required. Therefore,

case 0 could be used in all sub-steps of ESD and other surgical procedures. Case 1 would
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q̇r, q̇l, q̇e q̇r, q̇l, q̇e

q̇r, q̇l q̇r, q̇l, q̇e

Figure 4.7: Overview of the control framework. On top manual telemanipula-
tion (eqs. (3.23) and (3.25)), on the bottom assisted telemanipulation by the semi-
autonomous arm-body control mode. When there is no body movement in the semi-
autonomous arm-body control mode, case 0, the arms q̇r, q̇l are governed by the leader
console q̇r, q̇l. When cases 1 and 2 are active, the whole platform is controlled by the
assisted mode, moving the body indirectly by the arm movements, as per eq. (4.26).
In case 1, the non-dominant arm is not anchored, thus having q̇r, q̇e as the output of
the QP controller. In case 2, both arms will be controlled, anchoring the non-dominant
arm as desired by the traction during the dissection stage of ESD while also safely

controlling the position of the dominant arm.

be used to reposition the body and arm, without grasping any tissue, especially required

during the marking, dissection and retraction part. Case 1 can also be used during

multiple surgical procedures that require small re-positioning movements in intricate

surgical environments. The soft anchoring of the dominant arm is here used to allow

swiftly going back to the surgical task in case of a small body movement, keeping the tip

of the dominant arm in a constant relative position with respect to the tissues. If a large

body movement is performed, the dominant arm would move along with the body. In

case 2, the non-dominant arm is anchored in the world frame, with soft-anchoring on the

dominant arm in favor of body movement and safe arm pose. Case 2 would be mostly

required during the dissection stage of ESD, and could also be used during suturing

and needle passing, where the non-dominant arm is anchored while the dominant arm

executes another task. Table 4.1 summarises the expected behaviour based on the pedals

active.

In table 4.1 a summary of the behaviours used to control the system during assisted

telemanipulation is presented. The behaviour presented follows the convention of a

non-dominant arm that executes secondary tasks by a grasper, while the primary arm

executes critical tasks by the electric knife. Note that during the retraction phase and
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Table 4.1: Table of the behaviours of the assisted telemanipulation control mode.

case description
C1

pedal
C2

pedal
objectives active

surgical use
case

0
free arm

telemanipulation, no
body movement

inactive inactive -
marking,
dissecting

1
body moves and arms
compensate, dominant

arm anchored
active inactive

H1,
if required: H3 H4

marking,
dissecting

2
body moves, arm

compensate, arms are
anchored

active active
H1,H2,

if required: H3 H4
dissecting

the injection phase of ESD, arm movement is null in the current FSIR, as the injection

is performed by the needle inserted in the centre channel and during retraction a grasper

is mounted in the centre channel to ease retrieval from the digestive system.

The table 4.1 is complemented by the diagram of the semi-autonomous arm-body control

mode presented in fig. 4.7 which represents the 3 cases. Case 0 is represented by the

grey box on the top centre, in which the arms are proportionally controlled by the leader

console, following the expression eq. (3.23). This behaviour will be analogous to manual

telemanipulation of the arms. The white boxes represent cases 1 and 2. In case 1, the

non-dominant arm will not be controlled, thus having q̇r, q̇e as the output of the QP

controller instead of the configuration variables of the three subsystems. In case 2, both

arms will be controlled, anchoring the non-dominant arm as desired by the traction

during the dissection stage of ESD while moving the dominant arm in a safe position

while moving w.r.t. the surgical site. In case 2 the output of the QP controller is as

depicted in the fig. 4.7.

4.6 Experiments

The proposed semi-autonomous arm-body control mode is tested in a simulated environ-

ment as to avoid the perturbations induced by non-linearities of the real STRAS system

(Poignonec et al., 2020). The proposed semi-autonomous arm-body control mode is com-

pared to manual telemanipulation in a virtual simulator (see fig. 4.5). The experimental

setup used to compare the two control modes is presented and the experimental task is
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described. Then, the protocol and metrics are formalised which allows the overview of

the results.

4.6.1 Experimental setup

The physical leader side of the STRAS system is paired with a simulator that emulates

the main features of the real surgical task. The simulated environment is built in Python

using VTK (Schroeder et al., 2006) and the physical leader values are simulated based on

the theoretical model of the STRAS system section 3.3.3. The kinematics of the follower

implement eqs. (3.9), (3.10) and (3.12), which are then used to render a virtual scene

using VTK. The target positions wp
l
d, wp

r
d1 and wp

r
d2 are displayed as white spheres

with a radius of 3mm to simulate the dissection task, as described in section 4.2, and

the colon environment is simulated as a textured cylinder around a curved axis. Note

that no collisions are implemented in the simulation.

During the user experiments, a Python script reads the leader side positions of the

STRAS system using sockets through a wired Ethernet connection. The Python script

creates the VTK environment that is presented to the user on a screen on top of the

leader side, as when the user telemanipulates the system with the real follower (fig. 4.8).

The weights for the objectives γ are set as in table 4.2. When the arm is in an unsafe

position the values of γ3 and γ4 are increased to 0.15; and γ1,γ2 are decreased to 0.4

and 0.3 in order to return the arm into the safe zone, values of k1,2,3,4 are unchanged as

priority is given by the γ values. Safe image bounds in the image λ+,−
x and λ+,−

y are set

by the normalized coordinates of the screen from 0.1 to 0.9 in both coordinated axes,

with a 1920x1080 px resolution. The bounds λ−,+
trans are set within the 0-72mm range of

motion for the arms.

The parameters for the gammas and the gains were selected to better suit continuous

telemanipulation and stable control of the body. The parameters allow the user to move

the body, while the approach appropriately reduces the difference in the body and world

frame. The proper selection of the gammas and gains avoids over- or under-shooting

with respect to the body movement so that the user perceives this movement as smooth

and steady. Otherwise, the user will compensate for this by the opposite action which

might result in longer overall movements.
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Figure 4.8: Experimental setup used. Simulated follower visualization through the
VTK environment using the physical leader side of the STRAS robotic system.

Table 4.2: Parameters used in the experimental setup. Values of the weights γ and the
proportional gains k for each objective active during semi-autonomous control mode.

Variable γ1 γ2 γ3 γ4 k1,2,3,4

Value 0.5 0.4 0.05 0.05 0.25

4.6.2 Experimental task

During the experiments, a trial consists of the user sequentially reaching the three targets

wp
l
d, wp

r
d1 and wp

r
d2. The position of the targets emulates the dissection stage of ESD,

as described in section 4.2.

Each trial starts from a given reference position, then the user reaches the first target

wp
l
d with the non-dominant arm. Reaching this first target is referred to as Segment I

from now on. Segment I simulates reaching a tissue and grabbing it which is present

during the reaching and marking of the stages of ESD (section 4.1) and also the reaching
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step during the dissection in ESD. Segment I is completed when the user keeps the non-

dominant arm tip within a ball of radius 3 mm centred on wp
l
d for Segment. Deviating

too far from wp
l
d resets the timer to 0 and the user is required to telemanipulate the

arm to reach again.

The segment II of the experiment simulates the cutting during the dissection stage of

ESD. The user is required to reach wp
r
d1 and wp

r
d2 with the dominant arm while staying

on wp
l
d with the non-dominant arm by a threshold of 2s. Similarly to Segment I, a 2s

threshold is used to validate a target being reached for the two objectives of the dominant

arm. In practice, wp
r
d1 is displayed when Segment I is finished, and wp

r
d2 is displayed

only when wp
r
d1 is validated. If the user deviates significantly (more than 5mm) from

wp
l
d, the user will need to reach wp

l
d again and stay for two seconds before being able

to validate the current target (wp
r
d1 or wp

r
d2).

Once the two segments have been completed, the two targets for the dominant arm

have been reached without leaving the non-dominant arm from its target; the trial is

set as finished. New positions of the three targets are then randomly drawn to start a

new trial. The positions are uniformly randomly generated such that reaching target

wp
l
d by the dominant arm and reaching wp

r
d1 by the non-dominant arm requires moving

the body. Reaching target wp
r
d1 could be within reach of the dominant arm or require

moving the body, depending on the current body position. The positions mimic the

intricacy of performing real dissection during an ESD.

4.6.3 Protocol

The experimental protocol is set to last between 30 and 40 minutes. During this time,

the user is first introduced to the platform, task, and control modes for 5-10 minutes.

Then, the user performs a 15-minute training, during which the user receives instructions

regarding the manual teleoperation and semi-autonomous control mode, as well as spe-

cific instructions to perform the task correctly. The user receives an explanation of how

the task is built and how to correctly perform the task to avoid unnecessary/erroneous

movements, avoiding abrupt changes of direction and/or speed that could be detrimen-

tal to the patient in the real surgical scenario. Furthermore, the user is instructed to

avoid placing the tools out of sight or too close to the camera. These instructions ap-

ply for both control modes, although they are expected to be harder to perform with
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manual telemanipulation. The user then performs as many trials as possible during the

15-minute training time, with the possibility to ask questions to the investigator.

During the experiments and the training, the user alternates 5 trials with the semi-

autonomous arm-body control mode and 5 trials with the manual telemanipulation

mode (using the same target positions in both) until the time (10 minutes) runs out,

without any interference from the investigator.

After the experiment is finished, the user fills out a NASA TLX (Hart, 2006) question-

naire. The NASA TLX questionnaire evaluates the subjective opinion of users for both

control modes. Afterwards, the user is asked for a general opinion of both control modes

and is allowed to give feedback for further improvement of the setup or the proposed

control mode.

4.6.4 Quantitative evaluation metrics

Three categories of performance metrics are considered: time, kinematics and surgical

task. Metrics are adapted from similar approaches in laparoscopic surgery and other

metrics for flexible endoscopy (Da Col et al., 2020; Jarc and Curet, 2017), considering

the architecture of the FSIR platforms, especially the STRAS system. To describe the

different kinematics under the different segments, the starting time at each trial is t0,

and the start of segment II (end of segment I) is depicted as t1. The end of the trial is

set as t2.

4.6.4.1 Duration metrics

Time performance metrics measure the raw duration of Segment I tsI , of Segment II tsII ,

and the complete trial ts. Time performance metrics can be of interest when validating

how easy is the task to perform in comparison to the time spent learning or mastering

the control interface or method. In the case of the study, the duration metrics show

how easily the user can master the semi-autonomous arm-body control mode and have

on-par performance with manual telemanipulation.
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4.6.4.2 Kinematics metrics

Kinematic metrics measure how the STRAS system is controlled. For the kinematics

category, the first set of metrics relates to body movements. A body movement starts

when the speed of the body ∥q̇e∥ goes from 0 to a positive value and ends when ∥q̇e∥ < ϵ,

with ϵ denoting a small body motion threshold. ab measures the number of independent

movements of the body per trial,

ab =

t2∑
t0

{∥q̇e∥ > 0, ∥q̇e∥ < ϵ}. (4.43)

Then,

mb,sI =

∫ t1

t0

t dt for


if ∥q̇e∥ > 0 ∧ ∥q̇e∥ < ϵ

else 0

(4.44)

measures the total duration of body movements in Segment I (respectively mb,sII for

Segment II) and mb during the complete trial. The total travelled distance by the body

for the complete trial is measured by cb.

cb =

∫ t2

t0

∥wṗe∥ dt (4.45)

Finally,

fb = ab/mb (4.46)

is the frequency of body movements (i.e. number of body movements per second) during

a given trial. ib is the amount of time the body is idle

ib =

∫ t2

0
t dt for


if ∥q̇e∥ < ϵ

else 0

(4.47)

Similarly to eq. (4.47), cl and fl measure the total distance travelled and frequency

of movements of the non-dominant arm. Such metrics are not computed for the domi-

nant arm, because the triggering of body movements during semi-autonomous arm-body

control mode would interfere and not provide meaningful output.

A second set of kinematic metrics relates to the smoothness of the movements. The

spectral arc length SPARC is used to quantify the smoothness (Balasubramanian et al.,
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2015) of the movements, which was shown to be correlated with surgical skill and smooth

operation (Estrada et al., 2016) and was used in several studies with similar design

(Caravaca-Mora et al., 2023).

SPARC ≜ −
Kc−1∑
k=1

√( 1

Kc − 1

)2
+
(
∆V̂ [k]

)2
(4.48)

The smoothness measured by eq. (4.48) is a modified version of the spectral arc length

initially defined in Balasubramanian et al. (2011) for given movement speed profile v(t)

and considers a given threshold V̂ , with an upper-bound wmax
c for the cut-off frequency.

Calculating the smoothness requires first segmenting the speed profile, and then com-

puting the Fourier magnitude spectrum which is then normalized.

Smoothness is computed, eq. (4.48), we of the body (resp. wl,sII of the non-dominant

arm) during Segment II. Note here that the numbers computed are the opposite of the

number computed classically and defined in Balasubramanian et al. (2015), negating

the scalar obtained in eq. (4.48). This operation is done to obtain a positive number

which increases as the smoothness diminishes (i.e. the lower the better, as for most of

the other metrics, aside from the ib and ab). Again, metrics relating to the dominant

arm are not considered for the reasons exposed above.

Overall the kinematic metrics measure how efficiently and how well the movements of the

arms or body are carried out during manual telemanipulation or the semi-autonomous

arm-body control mode.

4.6.4.3 Surgical performance metrics

The surgical performance metrics measure how well the surgical task was performed.

The distance between the non-dominant arm and its objective wp
l
d at a given time t is

given by:

dl (t) =
∥∥∥wpl

d −w pl(t)
∥∥∥
2

(4.49)

and should be maintained to the minimum during Segment II. Since deviating too much

from wp
l
d will require performing extra surgical gestures, the maximum recorded distance



76

for each trial is of interest. Maximum recorded distance is set as:

dmax = max
{t1,t2}

dl(t), (4.50)

where t1 and t2 are the starting and ending times of Segment II for a given trial, re-

spectively. tv measures the time extent during which the non-dominant arm is deviating

from wp
l
d during Segment II:

tv =

∫ t2

t1

t dt for


if dl (t) > dthr

else 0

(4.51)

where dthr is a distance threshold set to 5 mm. Finally, the measurement of the time

during which the arms are outside of the field of view during a trial by tr,o and tl,o for

the dominant and non-dominant arms respectively.

The surgical performance metrics are the most important type of metrics as they allow to

corroborate that the surgical task is being performed correctly. Erroneous performance

of the task can be detrimental to the patients and extend the duration of the surgical

procedure with strain on the user which is undesired.

4.7 Results

After obtaining the ethical approval of the Comité d’Ethique de la Recherche from the

University of Strasbourg, agreement CER 2022-56 the experimental protocol was tested

with a group of eight users. All users were novice users with null training hours in the

STRAS system or any other FSIR system. From the group of eight users, two users had

clinical background.

To compare the two control modes statistical analysis is carried out. Preliminary data

was found not to be normally distributed, therefore non-parametric tests and metrics

are reported. The median and interquartile range (IQR) are reported in table 4.3, which

represents the central and dispersion of the data. Statistical analysis by the one-sided

Wilcoxon signed-rank test allows to compare the data from the two control modes eval-

uating if one is better than the other or if there is no difference between them. A p-value
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Table 4.3: Summary of the results of the experiments with the semi-autonomous
arm-body and the manual telemanipulation mode. The experiments compare the man-
ual (MAN) and semi-autonomous (SEM) modes in a multiple-reaching task. Met-
rics are separated by dashed lines, first group of metrics are time-related, followed by
kinematic and surgical task metrics. Statistically significant differences where semi-
autonomous arm-body control mode outperforms manual mode are marked with ‘*’
(p ≤ 0.05). p-values marked with ◁ (p ≥ 0.95) indicate that manual mode outperforms

semi-autonomous arm-body control mode.

metric Aw p-value
median
MAN

IQR
MAN

median
SEM

IQR
SEM

ts small 1.0000◁ 25.23 17.22 31.00 21.69

tsI small 0.9924◁ 16.78 8.40 18.18 12.34

tsII small 1.0000◁ 7.58 5.45 11.43 13.56

ab small 0.0000* 2.00 6.50 2.00 2.00

cb small 1.0000◁ 46.36 29.60 57.71 39.89

fb small 0.0000* 0.19 0.33 0.00 0.16

mb small 0.9260 4.01 5.81 4.12 6.14

mb,sI small 0.4977 1.47 3.26 0.00 3.36

mb,sII small 0.9334 1.92 2.42 2.12 2.64

ib small 1.0000◁ 22.04 14.60 25.02 21.85

cl small 1.0000◁ 12.37 8.57 14.88 10.87

fl small 0.9016 0.83 0.85 1.03 0.99

ml large 0.0000* 40.00 34.50 4.00 6.25

wl,sII mod. 0.0078* 8.46 15.69 4.59 7.95

we mod. 0.0091* 5.54 12.39 4.03 3.18

tv large 0.0000* 3.30 5.25 0.00 0.00

dmax large 0.0000* 7.17 9.45 1.65 1.34

tr,o small 0.1435 0.00 0.10 0.00 0.00

tl,o small 0.8435 0.00 0.00 0.00 0.00

lower of 0.05 indicates a statistically significant advantage of the semi-autonomous arm-

body control mode for a given metric (i.e. smaller value in the proposed approach).

Conversely, since pair-wise comparison is used with an alternative hypothesis, a p-value

higher than 0.95 depicts a statistically significant advantage for the manual mode. Fi-

nally, a p-value between 0.05 and 0.95 describes no statistical significance in any control

mode.

It is important to note that the p-value is an indicator of statistically significant dif-

ferences between two distributions but does not say anything about the size of the

difference. In fact, any two distributions can yield statistically significant p-values with

a large enough sample size (Tomczak and Tomczak, 2014; Ferguson, 2016). Therefore,
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an effect size metric, which effectively estimates the magnitude of the difference be-

tween two distributions (Kelley and Preacher, 2012), is used in our analysis. Due to the

non-normal distribution of the data, the non-parametric estimator for common language

effect size Aw (Ruscio, 2008) is used (further details can be found in appendix B). Aw

is a dimensionless number between 0 and 1. Values of between 0.56 and 0.64, between

0.56 and 0.64, or > 0.71 depict small, moderate and large effect sizes, respectively (Li,

2016). In summary, to assess a better performance of any control mode statistical signif-

icance and effect size need to be evaluated simultaneously (Sawilowsky, 2009; Sullivan

and Feinn, 2012; Tomczak and Tomczak, 2014; Ferguson, 2016), with the expectation of

statistical significance and at least moderate effect size.

Table 4.3 presents an overview of the metrics. Results show that using manual mode,

users take less time to perform the overall task and segments I and II, as evidenced by

the median values of ts, tsI and tsII respectively. Note that the IQR of these metrics is

lower during manual teleoperation which suggests a more homogeneous spread of user

performance in terms of timing than in semi-autonomous arm-body control mode. The

effect size is however small.

Results on the kinematic performance metrics are mixed. Users trigger fewer numbers

of body movements ab and with a smaller frequency fb in semi-autonomous arm-body

control mode, but travel a larger distance with the body, as shown by the values of cb.

On the other hand, the idle body time ib was shorter and less distance was travelled by

the non-dominant arm cl in manual teleoperation. Yet, the effect size associated with

those metrics is small, less than 0.56. The duration of non-dominant arm movements

(ml), and the smoothness of both body and non-dominant arm movements (wl,sII and

we) were statistically significantly better in semi-autonomous arm-body control mode

with large and moderate effect sizes. The smoothness metric in particular shows an

important decrease in the IQR, showing a more homogeneous performance of the users

in that mode.

Finally, the semi-autonomous arm-body control mode outperforms the manual teleop-

eration mode regarding the two main surgical performance metrics. The duration of

violating the reaching task of the non-dominant arm tv has a median of 0 for the semi-

autonomous arm-body control mode and of 3.30 in the manual teleoperation mode,

with statistically significant p-values, and large effect size. In the same manner, the
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max recorded distance dmax between the non-dominant arm and wp
l
d is lower during

the semi-autonomous arm-body control mode, with a median of 1.65 compared to 7.17

for manual mode, again with statistically significant p-value and a large effect size. The

last two metrics report the amount of time the dominant (respectively non-dominant)

arm spends outside of the field of view tr,o (respectively tl,o) and do not give significant

insights with values close to zero in all cases.

Figure 4.9: Overview of manual and semi-autonomous mode. A sequence of images
taken from the simulator during manual mode is shown at the top row, while the bottom

row shows semi-autonomous mode.

The user’s opinion is measured by the NASA TLX, fig. 4.10, measuring the qualitative

metrics; where lower values are preferred. The purple bars represent the users’ opin-

ions under manual teleoperation mode and the blue bars represent the semi-autonomous

arm-body control mode opinion. Overall, the users rank both control modes similarly.

Although, there is a notable exception of the temporal demand. Users felt more pres-

sured during the semi-autonomous arm-body control mode due to the indirect body

control through the dominant arm, which also affected their frustration. It is expected

that the pressure diminishes over time for users and becomes unnoticeable by users in

comparison to manual telemanipulation (Kenngott et al., 2012; Zhu et al., 2022).

4.8 Discussion and future work on semi-autonomous polyp

removal

This section presents and discusses the major outcomes of the study. The dissection stage

in ESD requires users to consider the relationship between the arms and body of FSIR

platforms to correctly perform the surgical task. For this reason, a semi-autonomous

control method that assists users is proposed. The proposed approach assists users in

managing the arm-body relationship allowing them to focus on the task at hand. During



80

Figure 4.10: NASA TLX results from the manual and semi-autonomous arm-body
control mode. Purple depicts manual control. Semi-autonomous control mode is de-

picted in blue.

the dissection stage of ESD, the user is required to grab a tissue and maintain it in a

position that eases cutting while controlling the body. The user maintains traction

with the non-dominant arm while moving the body which is difficult to perform while

telemanipulating FSIR platforms (Meng et al., 2022) —the intricacy of dealing with

the coupled architecture is also present in manual flexible endoscopes (Kume, 2009;

Thompson et al., 2009). In manual telemanipulation, commanding both arms and the

body is a task that involves controlling 10 DoF –while controlling one arm and the

body requires 7DoF. During the semi-autonomous control mode, the arms are directly

telemanipulated by the handles of the leader console and body control is set by the user

commanding a pedal and a leader handle. The proposed approach reduces, the above-

mentioned 10 DoF to be controlled to correctly perform dissection, to 3 DoF –those of

the dominant arm handle and actuation of the pedal. The user focuses on body control

through the handle while the arms can be locked into place.

The user study validates that the semi-autonomous arm-body control allows performing

the task in a better and safer way than with manual telemanipulation. This is evidenced
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by the task-related metrics performing better with the semi-autonomous arm-body con-

trol mode at a time cost with an increase in the temporal demand. Six of the users

do not have any clinical background and no evidence of having a clinical background

betters or worsens the performance. The group without clinical background did not

report any special training or abilities that would invalidate the statement, which fur-

ther validates the ease of use of the semi-autonomous arm-body control mode. As for

many other robotic assistance systems, the assisted mode does not improve the duration

performance (Kenngott et al., 2012) as depicted by the duration metrics, ts, tsI and

tsII . This conclusion is supported by the NASA TLX questionnaire outputs depicted

in fig. 4.10, for which there is a larger spread of the temporal demand responses by the

users in semi-autonomous arm-body control mode.

Figure 4.11-a,b shows the distances of the tip of the arms and the target position for two

different users. Body movement is depicted in grey highlights. The semi-autonomous

arm-body control allows users to move the body while not impacting the distance dl ,

which is the distance between the non-dominant arm and its target point. With man-

ual telemanipulation mode, there is a clear influence of body movements on dl when

reaching for the dominant arm targets and moving the body, large deviations from

wp
l
d which potentially leads to tissue damage and/or loss of traction and will require

re-grabbing (red arrowheads on fig. 4.11-a,b). This is because handling coordinated

multi-arm movements with an FSIR platform, such as the STRAS, is extremely com-

plex in manual teleoperation. The spikes in the movement of the non-dominant arm in

the manual mode are also the possible reason why smoother movements were performed

by the non-dominant arm and body in the semi-autonomous arm-body control mode,

as evidenced by the values and statistical analysis of wl,sII and we.

The proposed approach shows promising results regarding the performance of the task,

by easing traction –here modelled as the positional task for the non-dominant arm.

Moreover, the semi-autonomous arm-body control mode avoids unnecessary movements

as demonstrated by the kinematics metrics performing better than manual telemanip-

ulation. The study has however several limitations which could be addressed in future

work.

The intricacy of the dissection stage is modelled using static sequentially presented po-

sitions. This first-order approximation is a major simplification in two aspects. The
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(a)

(b)

Figure 4.11: Example of distances of the arms to the objectives in manual (upper)
and semi-autonomous arm-body control mode (lower). a) and b) are trials done by two
different users. Body movements are depicted with grey highlights. dl is the distance
between the non-dominant arm and its objective wp

l
d, dr1 (resp. dr2 ) is the distance

between the dominant arm and its first objective wp
r
d1 (resp. second objective wp

r
d2).

Distances are plotted only for the relevant stages. The thresholds for fulfilling the
reaching tasks are represented by the horizontal dashed pink line, of 3 mm. The vertical
dashed line represents the transition between stage I and stage II of the dissection. Red
arrowheads represent the violation of the surgical task after the wp

l
d objective has been

reached (after the black dashed vertical line). Green arrowhead shows an increase in
the distance of wp

l
d but is before the reaching objective by the non-dominant arm has

been attained.

first one is that during this study the environment is considered to be perfectly known

and static. In practice, the environment would be moving with physiological movement.

Therefore, estimation algorithms would be needed to estimate the current stage of the
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operation (marking, dissection, etc.) as well as the positions to be reached and main-

tained. Such estimations would add uncertainty to the control system which would need

to be tackled in future work. The second simplification is that having traction over the

tissue of the non-dominant arm is modelled as maintaining a given position. Even with

minimal physiological movement (which can be achieved by insufflation of the colon dur-

ing ESD, yet can be uncomfortable for the patient post-operation), the desired task is

more akin to keeping a desired tension. A desired tension will be required to control the

stiffness of the arm and have an accurate state of the robot arms. Full shape estimation

and contact detection are needed to allow the desired tension to be fused with the visual

feedback that detects the remaining tissue to be dissected. Tension would evolve as the

underlying tissue is being dissected and changes with respect to the location. A more

complex formulation of the control problem accounting for the evolution of the desired

position wp
l
d during the tissue dissection would therefore be needed.

Second, arms telemanipulation is equivalent to manual telemanipulation and with semi-

autonomous arm-body control. The target position of the arms is provided by the user

and it is not regulated by the semi-autonomous arm-body approach. Depending on the

current state of the robot q, some goal positions at the current or subsequent positions

of the body might not be reachable, leading to a violation of the non-dominant arm

tissue-grabbing task. This event happened on a few occasions during the experiments

and required the user to stop the semi-autonomous control to release the position of the

non-dominant arm, then move the body to a more favourable position, and perform a re-

grabbing. These cases were left on the experiments to avoid filtering the total number of

experiments, hindering the performance of manual vs semi-autonomous mode. If these

results are removed from the total population, the hypothesis is that the performance of

the semi-autonomous mode will improve. Such behaviour leads to a considerable time

penalty and is likely the source of increased temporal demand for the users (see fig. 4.10),

as well as increased time in semi-autonomous arm-body control mode. The longest trials

were recorded over the semi-autonomous mode with the occurrence of such events. Cou-

pling our proposed approach with a robust motion planning algorithm for anticipating

such events would be a possible solution to mitigate this problem, potentially leading to

a more intuitive and effective semi-autonomous control mode.

A third limitation of the study is that it was not tested on the physical follower of the

STRAS system. This choice was made to evaluate the effect of the proposed control
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approach, without undue disturbance from the non-linearities of the physical system

(Poignonec et al., 2020). Translating the proposed approach on the physical system

suffers from one major hurdle: state estimation of the robot follower, which is impacted

by non-linear frictional and backlash behaviour as well as by forces on the arms when

interacting with the tissue. Such a problem could be tackled using endoscopic vision as

a sensing input. When coupled with the model of the robotic system, it was shown to be

sufficient for state/shape detection using marker-based (Cabras et al., 2017; Zhang et al.,

2021) or markerless (Sestini et al., 2021) solutions. To enhance the robustness of the

controller, coupling such vision-based approaches with our proposed semi-autonomous

control approaches would likely require reformulating some of the objectives in the image

space, using visual servo control.

Fourth, duration metrics are not improved during the semi-autonomous arm-body con-

trol mode. Yet, kinematic (smoothness of movements) and task-related metrics (per-

forming the reaching tasks with the dominant arm without violating the positional task –

traction– on the non-dominant arm) are outperformed by the proposed semi-autonomous

arm-body control mode. This increase in duration is potentially linked to the limited

duration of the experiments. Users spend 40 minutes –at most– to get familiar with the

platform, receive instructions, and perform the training and the experiments. A short

duration was selected due to the availability of users and to avoid stress and/or fatigue.

During this short period reaching a plateau in the learning curve (Siau et al., 2018) is

challenging (Jiménez-Rodŕıguez et al., 2016), and duration is not expected to be heavily

improved –similarly to experiments in laparoscopy (Leijte et al., 2020). Learning curves

in laparoscopic robotic surgery are reported to be between 20 and 40 cases (Wong and

Crowe, 2022; Choi et al., 2022). Future work could involve a longitudinal study (Zhu

et al., 2022) with more users under the simulated scenario and the usage of the physical

STRAS system, to validate the gained skills and the fidelity of the proposed simulation

with novice users. It would also be interesting to evaluate the proposed control approach

with both novice and expert users.

Finally, a minor limitation is that the proposed approach is specifically focused on the

STRAS system for practical reasons (the leader and follower systems being available for

testing in our lab). The tree-like architecture of the STRAS system is, however, common

to many FSIR platforms (Abbott et al., 2007; Hwang and Kwon, 2020a; Nageotte et al.,

2020). Therefore, results are very likely to transfer easily to other FSIR platforms.
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Dissection being the most difficult part of one of the main procedures targeted by FSIR

platforms, it is natural to focus on it. The proposed control formulation, however, could

be extended beyond ESD and dissection, since many surgical scenarios feature grasping

(Shahkoo and Abin, 2023), tissue tensioning (Portolés et al., 2015), and body or camera

movements. Future work could therefore consider extending our proposed approach

to multi-arm continuum robotic structures for urology (Hendrick et al., 2014), fetal

(Vandebroek et al., 2019), or brain surgery (Price et al., 2023). The proposed approach

could allow dealing with the coupled multi-DoF architecture of FSIR platforms and

other surgical robotic platforms.



Chapter 5

Assisted colonoscopy in flexible

steerable intraluminal robots

In the previous chapter, a method for assistance during the dissection stage of ESD was

proposed and validated in a virtual simulator with the physical leader of an FSIR plat-

form, the STRAS. The current chapter expands on the control formulations presented in

chapters 3 and 4 and proposes an approach for assisting the user during a colonoscopy

and a biopsy. Colonoscopy through flexible endoscopes is the gold standard for col-

orectal cancer screening due to its low invasiveness and affordability. Considering the

similar architecture between manual flexible endoscopes and flexible steerable intralu-

minal robots, it is a logical surgical procedure to focus on, as the benefits of FSIR could

facilitate colonoscopy through FSIR. This chapter proposes a control framework for as-

sisting the user in correctly performing the colonoscopy and biopsy procedure utilising

the physical follower of an FSIR platform1.

During a colonoscopy and a biopsy with FSIR, the users visually inspect the surgical

environment while telemanipulating the multi-degree of freedom coupled architecture of

flexible steerable intraluminal robotic platforms. Due to the challenges of FSIR ( C1:

coupled architecture and C2: high amount of degrees of freedom), correctly

1The work presented in this chapter has been published in the following two publications:
Herrera, J. F. G., Pore, A., Sestini, L., Sahu, S. K., Liao, G., Zanne, P., ... & Gora, M. (2022).
Autonomous image-guided control of endoscopic orientation for OCT scanning. In Computer and Robot-
Assisted Surgery (CRAS), Naples, Italy, April 2022
Liao, G., Herrera, F. G., Zhang, Z., Pore, A., Sestini, L., Sahu, S. K., ... & Gora, M. J. (2022,
May). Autonomous OCT volumetric scanning with robotic endoscope. In Clinical Biophotonics II (p.
PC1214602), SPIE
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performing a colonoscopy and a biopsy by FSIR requires investing high amounts of

training hours (Nasseri et al., 2021; Harji et al., 2023). Enabling easy telemanipulation

of FSIR could reduce the number of hours required to master complex surgical pro-

cedures such as colonoscopy and biopsy. Enabling easy FSIR telemanipulation under

complex surgical procedures is of special interest as FSIR increments the capabilities

of surgeons inside the digestive system. The capabilities of surgeons are increased by

novel sensors and actuators mounted on the tip of the arms of FSIR. The emergence

of innovative scanning methodologies, such as Optical Coherence Tomography (OCT),

enables surgeons to conduct in-situ analysis of abnormal tissue. Although it is not com-

monly present in manual endoscopic of FSIR platforms today, OCT has the potential to

streamline the diagnostic process, reducing the need for multiple visits (Caravaca-Mora

et al., 2020, 2023). However, the telemanipulation of OCT tools is complex due to the

flexible architecture of their bodies and sensors. Facilitating smooth telemanipulation

of the sensory arms and the body is essential during screening and in-situ scanning pro-

cedures. A control framework, similar to the one developed in chapter 4, could allow

assistance in the colonoscopy and biopsy procedure.

This chapter formulates a QP-based control framework, following the work developed in

chapter 4 by the initial formulations of chapter 3, to assist users in correctly performing

the colonoscopy and biopsy procedure which handles the visual servoing (VS) for the co-

ordinated control of the subsystems of FSIR. This chapter considers coordinated control

of the OCT-capable arm and the body to enable safe and correct colonoscopy and in-situ

biopsy. The control framework handles colonoscopy and reaching to perform the biopsy

in a synthetic colon model with visual and surface features. The control framework

assists users, allowing them to oversee the procedure with minimal intervention.

The chapter is structured as follows. Firstly, the chapter states the problem in section 5.1

with an introduction to the main concepts regarding visual servo control, the navigation

of the GI tract and the in-situ inspection of the tissue. Then, section 5.2 covers the

related works towards assisted –and autonomous– navigation and in-situ scanning of

tissue in the GI tract. Section 5.3 describes the proposed approach and formulates the

control framework for visual servoing with the task-function approach. Section 5.4 covers

the experiments performed and the results are described in section 5.5. This chapter

ends with section 5.6 summarizing the contribution and describing future work.
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Note for the reader: This chapter uses the formulation of the Jacobians, HTM and tele-

manipulation formulation defined in chapter 3 but redefines some of the terms formalised

in chapter 4. For the sake of readability, this thesis avoids the usage of subscripts or

superscripts and instead redefines the variables, especially present in the control formu-

lation.

5.1 Problem statement

5.1.1 Current state of colonoscopy and biopsy

Colonoscopy (fig. 5.1) through flexible endoscopes requires users to command the con-

trol handle and the flexible endoscopic bodies. Flexible endoscopy entails proficiency in

manipulating both the control handle and manually manoeuvring the flexible endoscopic

bodies for insertion, rotation, and bending within the body (fig. 5.1). While the endo-

scopic body navigates the digestive system the surgeon visually inspects the colonic walls

screening for visual abnormalities. Due to the high number of degrees of freedom and the

multiple tasks to consider (fig. 5.2), colonoscopy through flexible endoscopes (Fanelli,

2018) is a two-person procedure, a surgeon and an assistant. The surgeon and the assis-

tant share 5-6 degrees of freedom, those of the body (4DoF) and the tool (1-2DoF). In

the most common convention, the surgeon controls the body while the assistant controls

the tool. Other conventions have the surgeon controlling the deflections of the body and

the tool while the assistant controls the translation and rotation. Independent of the

convention, the successful execution of a colonoscopy hinges on effective and continuous

communication between the surgeon and the assistant. This collaborative approach min-

imises the likelihood of overlooking lesions, alleviates patient discomfort, and mitigates

associated risks.

A correct colonoscopy visually inspects the complete digestive system (fig. 5.1) from

the colon to the cecum and locates the suspected lesion(s). To correctly perform a

colonoscopy, users must align the centre of the endoscope body to the centre of the

lumen, reducing unwanted interaction between the digestive system and the tool and/or

body. Minimised contact with the colonic wall reduces patient discomfort and the risk of

bleeding (Rabeneck et al., 2008), infection (Fisher et al., 2011) or perforated intestines

(Lohsiriwat, 2010). In navigation of the digestive system, lumen and body alignment
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Figure 5.1: Diggestive system, as is explored during colonoscopy. Image adapted
from Johns Hopkins Medicine (2024)

maximise the field of view from the endoscopic camera view and the workspace of the

body, which amounts to 4DoF while surgeons visually inspect the gastrointestinal tract.

After a suspect tissue has been detected by visual inspection of the endoscopic images,

a biopsy is performed by taking a sample of the tissue. To take a biopsy, a forceps is

inserted through one of the endoscope channels. The sample is sent to the pathological

lab for analysis. Once evaluated, the patient revisits the clinician to receive the diagnosis

and, if necessary, schedule any required interventions. If multiple abnormal tissues are

detected, multiple samples are taken. If multiple tissues are detected as abnormal the

surgeon must track and locate them in the digestive system and later perform adequate

procedures regarding each of the samples’ diagnosis.

Figure 5.2: Degrees of freedom in manual flexible colonoscopes. Image adapted from
Ruiter et al. (2013).
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5.1.2 Optical biopsies using OCT

To correctly perform a biopsy, surgeons and assistants are required to coordinate their

movements, ensuring the forceps tip is accurately positioned at the centre of the abnor-

mal tissue. Care must be taken to extract a sample from the tissue while minimising

inadvertent interaction with the digestive system without impacting the accuracy of the

sample. The surgeon and the assistant have to control the 4DoF of the body to indi-

rectly control the position and orientation of the tool since the tools can only rotate and

translate (1 or 2 DoF at most). Colonoscopy through flexible endoscopes is a procedure

that requires high amounts of training hours (Marshall, 1995; McCashland et al., 2000)

to deal with the multiple DoF and the challenging architecture. Furthermore, when

abnormal tissue is detected, the patient must perform multiple visits (Wexner et al.,

2001; Lieberman et al., 2012). Surgeons and assistants must spend several hours in the

operating room just to get familiar with the procedure. Then, they can assist in the

procedure to build experience which leads them to eventually be able to perform proce-

dures as the main surgeon. Overall it is a long training procedure to build the required

skills (Vassiliou et al., 2010; Haycock et al., 2010) necessary to perform colonoscopy and

biopsy.

After a biopsy has been taken, the analysis of the tissue is performed in a pathology lab

after several preparation steps which depend on the tissue type and suspected lesion.

Such steps can take a long time, meaning that the biopsy result is not typically known

during the colonoscopy. This time delay can lead to the surgeon over-sampling the tissue,

i.e. taking unnecessary biopsies in order to evaluate suspicious tissue, which harms the

patient (Wang and Van Dam, 2004). It can also be the source of erroneous diagnosis

if the original biopsy was not taken at the correct place. Finally, even in the event

of a correct diagnosis, if the outcome is deemed malignant the time delay means that

the patient will have to go through a second operation. As a result, researchers have

looked at alternatives for assessing the tissue in situ, in order to establish a diagnosis in

real-time and remove the tissue directly if necessary.

A first possibility is to use endoscopic images in order to detect abnormal tissue and guide

the surgeon. Various approaches have been developed in endoscopic settings, in order to

visually identify normal/abnormal tissue (Tajbakhsh et al., 2015; Kominami et al., 2016;

Zhang et al., 2016; Ribeiro et al., 2016; Yeung et al., 2021; Jha et al., 2021), or segment
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(a) Schematic drawing and picture of the OCT steerable catheter. Image adapted from
Caravaca-Mora et al. (2020).

(b) Optical Coherence Tomography. Cross-sectional images are generated by performing
1D axial scans to obtain depth information (Z), transversal plus axial (ZX) scans for 2D
information (B-scan), and axial scanning plus XY scanning for three-dimensional imaging.
Image adapted from Drexler and Fujimoto (2015).

Figure 5.3: OCT schematic and OCT images overview.

the different parts of the image, e.g. segmentation of surgical robotic arms (Rosa et al.,

2019; Sestini et al., 2021), the environment (Kang and Gwak, 2019; Jha et al., 2021; Al-

Bander et al., 2022) and potential abnormal tissue (Fernández-Esparrach et al., 2016;

Wang et al., 2019). After such information has been segmented, multiple approaches for

exploiting it have been developed based on their applications, e.g. centroid detection of

lumen segmented area for correct navigation in the lumen. Such methods can be useful

for guiding the surgical gesture but do not allow a clear diagnosis.

An alternative way to diagnose tissues in situ is to deploy advanced imaging tools.

Novel scanning modalities enable accurate assessment of tissue by their micro-scale fea-

tures instead of just image data. Many different imaging modalities have been proposed,
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for instance, intravascular ultrasound (Sathyanarayana, 2006; Gatta et al., 2009; Garc̀ıa-

Garc̀ıa et al., 2011), confocal endomicroscopy (Goetz et al., 2011) or OCT (Huang et al.,

1991; Feldchtein et al., 1998). This thesis focuses on OCT, which offers a good compro-

mise between resolution, field of view, and depth penetration into the tissue (Drexler

and Fujimoto, 2015). An OCT tool (Huang et al., 1991; Gora et al., 2017) performs

in-situ scanning by measuring the “echo” time delay of the reflected light in the tissue

by the phase difference between the backscattered light from the sample and that from

a reference beam. The depth information from the tissue, referred to as A-line, is ob-

tained allowing to perform sweeps on the tissue surface, referred to as B scan mode. The

A-line is one dimensional while the B-scan is a 2D image, which enables 3D information

(fig. 5.3(b)) of the tissue by moving the plane of imaging of the B-scan. The tissue can

be imaged in situ and in real-time with resolutions of one or two orders of magnitude

higher than ultrasound (Drexler and Fujimoto, 2015) by the multiple scans. Multiple

scans across the tissue of interest enable complete cover of the tissue and an accurate

assessment in situ of healthy and abnormal tissue (depicted in fig. 5.4).

Recent studies have shown that miniaturizing OCT sensors is possible for bringing the

probe inside the patient (Gora et al., 2013, 2017), which also makes it possible to

mount OCT sensors at the tip of the surgical arms in endoscopic and/or FSIR plat-

forms (Caravaca-Mora et al., 2020). Surgeons can then manipulate the arm equipped

with the OCT probe to regulate both its position and orientation, thereby controlling

the movement and alignment of the OCT probe (Caravaca-Mora et al., 2023). Scan-

ning by OCT pullback in FSIR platforms has been covered recently by Caravaca-Mora

et al. (2020); Zhang et al. (2021); Caravaca-Mora et al. (2023) with positive results in

real-time in-situ assessment of lesions in surface-realistic colon model.

5.1.3 Problem overview

This chapter focuses on the scenario of a colonoscopy with in-situ scanning by an OCT

arm. Even if recent studies have shown an interest, performing such a clinical gesture

is still challenging. It involves aiming the imaging plane of the OCT probe at a polyp

while taking care of the multi-DoF cooperation between the arm and the body of the

endoscope. This problem involves acting based on the visual data while performing
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Figure 5.4: Rotational scanning by the OCT with healthy and abnormal tissue. Image
adapted from Caravaca-Mora et al. (2020).

coordinated control in FSIR to scan the suspicious tissue. Visual data must be con-

sidered while performing coordinated control of the arm and body in an intricate and

unstructured environment. To achieve this, flexible steerable intraluminal robotic plat-

forms are telemanipulated robotically by users from outside the patient’s body, instead

of manual manipulation of endoscope bodies and surgical tools. Similar to flexible en-

doscopes, colonoscopy and biopsy through FSIR requires users to perform two main

tasks: i) telemanipulate the arms and body (deal with the high amounts of DoF and

the coupled architecture), and ii) visually inspect the different elements of the surgical

environment. The first task requires considering the 7 DoF of the arm and body, with

the coupled architecture that depends on the feedback of the visual inspection. The

second task requires the user to perform real-time hand-eye coordination to correctly

translate their commands through the leader console (using their fingers, arms and feet

in the joysticks, handles and pedals) of FSIR and inspect the gastrointestinal walls of

the patient’s digestive system. Individually, the two tasks are difficult to perform, simul-

taneously performing both tasks is both difficult and can be detrimental for the patient

(Liberman et al., 2005; Fritscher-Ravens et al., 2009). The increment in difficulty poses

a risk to the patients due to the high number of DoF which can be actuated erroneously

or extend the surgical procedure duration. A control framework that considers the mul-

tiple DoF and the visual information of the surgical task to correctly perform a biopsy

has the potential to reduce the complexity for users to allow the correct performance of
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colonoscopies. An overview of the most relevant works regarding assisted colonoscopy

and robotically assisted in-situ biopsy is presented next.

5.2 Related works

In a standard colonoscopy procedure, with or without a biopsy, surgeons mainly rely

on the feedback from the camera at the tip of the endoscope (or the FSIR body). In

a robotically assisted setting, it is also natural to exploit information from the images

in order to close the loop and assist the surgeon’s gestures. In robotics, this is the task

of visual servoing, acting on the robot based on visual data. In the following, a brief

introduction of the main concepts in visual servoing (section 5.2.1) is presented, before

exploring the main works in the literature regarding visual servoing-based assistance in

endoscopic settings, in navigation (section 5.2.2) and arm control (section 5.2.3) tasks.

Finally, section 5.2.4 will finally describe the remaining challenges and the contributions

of this chapter.

5.2.1 Visual servoing

Visual servoing (Hutchinson et al., 1996; Chaumette et al., 2016) relies on exploiting

visual data to control the motion of a robot. Visual data is obtained by imaging devices

which can be very diverse: cameras (Azizian et al., 2014), depth sensors, ultrasound

probes (Nadeau and Krupa, 2013; Nadeau et al., 2014), tomographic imaging devices

(Azizian et al., 2015), etc. The general principle is to extract information from such

visual data in order to derive a control law for the robot.

Two main approaches for visual servoing have been developed, depending on the nature

of the information considered. The first one, Position-Based Visual Servoing (PBVS),

consists of using 3-D parameters estimated from image measurements to control the

robot movements (Yasunaga et al., 2003; Chitrakaran et al., 2007). For instance, esti-

mating the 3D position of an object based on a calibrated pair of cameras, and using this

information to control the robot movement. In many contexts, and especially in med-

ical settings where environments are unstructured and imaging sensors are not always

perfectly calibrated, doing such 3D estimations is complex. An alternative is to perform

Image-Based Visual Servoing (IBVS). In IBVS, the control law is directly formulated
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in the image space, e.g. aligning pixel positions to environment points depicting 3D

positions in the image (Wu et al., 2014; Zhang et al., 2021).

Figure 5.5: Visual servoing configurations. a) eye-in-hand; b) eye-to-hand. Image
adapted from Hutchinson et al. (1996).

In parallel to the type of information considered, visual servoing approaches can also be

classified by the configuration of the imaging sensor and the controlled robot (fig. 5.5).

In the eye in hand configuration, the imaging device is mounted on the end-effector tip

(Allen et al., 1993; Marchand et al., 2002). Conversely, in the eye-to-hand configuration,

the imaging devices observe the scene and the end-effector together. Taking the example

of the arm-body structure of the STRAS robot described in chapter 3, controlling the

movements of the body based on visual input from the endoscopic camera would be

an eye-in-hand scheme, while controlling the movements of the arms based on visual

data from the same camera would be eye-to-hand. Along the same lines, if one arm is

equipped with an OCT sensor, controlling the movements of said arm with OCT data

would, again, be an eye-in-hand task.

For any type of approach and configuration, information must first be extracted from

the imaging sensors in order to be fed back to the control law. This can be performed by

classical image vision tools such as edge detection (Li et al., 2005; Wang et al., 2018a),

colour segmentation, (Wei et al., 1997; Kragic and Christensen, 2001; Doignon et al.,

2005) or by visual codes, e.g. QR codes (Shi et al., 2018; Zhang et al., 2021). More

recently, deep learning based approaches such as CNN have shown promising results
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for estimating various features of interest and exploiting them in visual servo control

schemes(Saxena et al., 2017; Tokuda et al., 2021; Lazo et al., 2022) or even directly

learning the whole visual servo control scheme Bateux et al. (2017, 2018).

In surgical images, robustly extracting visual data is complex due to the dynamic nature

of the surgical environment. For this reason, many dedicated approaches have been

developed. In the next section, an overview of the main works related to visual servoing

for endoscope control (i.e. navigation of endoscopes inside the lumen is presented).

5.2.2 Assisted navigation of the digestive system

Manual navigation of an endoscope inside the lumen of an organ (colon, esophagus, etc

...) requires the user to perform real-time detection and tracking of each of the main

actors of the surgical procedure: colonic walls, lumen, abnormal tissue and surgical tools

(possibly mounted with the OCT probe) while accounting for their unique visual and

physical features. This task presents a complex challenge because users must navigate

multiple degrees of freedom within a demanding surgical context, and has therefore been

the subject of robotic assistance research in the past.

Assisted manual navigation of flexible endoscopes has been previously proposed for gas-

troscopy (Reilink et al., 2010) which is analogous to colonoscopy as the user has to nav-

igate the digestive system while aligning the body to the centre of the lumen. Reilink

et al. (2010) motorised the handle of a gastroscope, in order to automatically steer the

endoscope tip towards the lumen (detected using image thresholding operations) in an

IBVS, eye-in-hand setting. On the contrary, insertion/retraction DOFs are handled by

the clinician. Using a similar actuation scheme, Ott et al. (2008, 2011) proposed to

assist the users during flexible endoscopy by automatically compensating physiological

movements such as breathing, with validation in an in-vivo porcine model.

More recently, deep learning-based visual servoing approaches for flexible steerable

robots and endoscopes have been developed, with first results in simulated environ-

ments (Saxena et al., 2017; Athiniotis et al., 2019; Pore et al., 2022; Corsi et al., 2023)

and, more recently, on physical platforms (Lazo et al., 2022).

All the above-mentioned approaches share a similarity in the way the visual servoing

problem is posed: it is an eye-in-hand IBVS scheme in which the information is extracted
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from endoscopic cameras images. Similar schemes have in fact been exploited for other

types of continuum robots in the literature, as detailed in Nazari et al. (2022). All

the above-mentioned approaches however, cannot be applied for the tissue identification

step in which the OCT probe needs to scan the tissue. An overview of the approaches

for robotically assisting this step is presented now.

5.2.3 Assisted in-situ scanning for tissue identification

The second step of the clinical scenario is the assessment of the suspected tissue. In

the considered scenario, the OCT scanning sensor is mounted at the tip of the surgical

arms. In this context, Caravaca-Mora et al. (2023) presented comparisons between

manual, telemanipulated and automatic scanning in a benchtop scenario, showing a

clear advantage of the automatic scanning trajectory with a smoother and more accurate

trajectory. In this study, however, the trajectory was predefined for the arm.

Again, visual servoing is a common solution in the literature in such cases. In rigid

endoscopy settings, several studies have exploited visual servoing for controlling the

endoscope so that the arms stay in the center of the field of view (Voros et al., 2007;

Gruijthuijsen et al., 2022). Krupa et al. (2003) directly control the robotic arms to

obtain specific 3D poses in an eye-to-hand PBVS setting.

Closer to our problem, Zhang et al. (2021) presented an approach for automatically

reaching a specific location in a controlled environment using QR codes. The view from

the camera at the tip of the body is used to guide the movements of the arm of the

STRAS robot using a quadratic programming approach with markers. Zhang et al.

(2021) implemented the two VS configurations to automatically scan a surface. The

body was controlled by the visual data provided planar board filled with QR codes.

The arm was controlled by visual servoing with coloured markers at the tip of the arm.

Jointly the arm and body were controlled to primarily maintain certain orientation and

image position with contact, with the secondary task being body displacement. The

approach relies on an optimal control approach using a constrained QP formulation,

which is similar to the formulation of chapter 4. However, the approach developed by

Zhang et al. (2021) was deployed in a benchtop scenario with an unrealistic environment

relying on markers and QR boards which are not translatable to the real surgical case.
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5.2.4 Conclusion and contributions

In this section an overview of the most relevant state of the art regarding robot-assisted

navigation and tissue identification for colonoscopy and biopsy, particularly by exploiting

visual servoing. As one can see, the two-step procedure considered in this chapter is not

present in other related works.

The most representative work that considers navigation of the GI tract with in-situ

scanning is Zhang et al. (2021). This work describes a dual eye-in-hand and eye-to-hand

approach for contact and scanning in a 2D-defined trajectory (i.e. IBVS). Although

developed and tested in a very controlled, unrealistic environment, it illustrates very

well the fact that the task-function approach is well suited for the case of colonoscopy

and biopsy.

Indeed, this case has multiple constraints that must be considered, such as keeping a safe

arm position and/or surgical targets in the screen. Additionally, the control of the arm

and body requires dealing with multiple frames of reference as well as with the coupled

architecture of the FSIR. Furthermore, to facilitate the body navigation lumen must be

kept as much as possible in the center of the image. Finally, when the objective for the

arm is unreachable at the current body position, the arm and body must collaborate.

Some tasks can conflict with each other yet the FSIR platform should perform the task

of colonoscopy and biopsy.

The objective of this chapter is to assist the user in correct and safe identification

and in-situ assessment of suspicious tissue through eye-in-hand and eye-to-hand IBVS

for controlling the body and the OCT arm. In the following, the contribution of this

chapter, which is formulating the clinical objectives and constraints of the two-step

surgical procedure in the task-function approach based on a visual servoing scheme, is

presented.

5.3 Colonoscopy and biopsy performed by flexible steer-

able intraluminal robotic platforms

A colonoscopy through flexible steerable intraluminal robotic platforms starts by man-

ually inserting the body of FSIR inside the patient’s digestive system through the anus.



99

Then, the user can command the system inside the gastrointestinal tract allowing nav-

igation by telemanipulation of the leader console. While the body is navigating the

digestive system, the body must be centred on the lumen –as initially described in

section 5.1. The user simultaneously navigates and visually inspects the tissue of the

digestive system. The user can move forward and backward while bending and rotating,

covering the completeness of the digestive system, and screening from the rectum to the

cecum. When the user finds an abnormal tissue, it stops navigation and approaches

the tissue. While approaching the tissue, the user keeps the body and lumen centred,

minimising the complexity of the problem by maximising the workspace of the body and

the visibility. Depending on the location of the lesion, maintaining the lumen-centred

could be ignored. Then, the body aligns towards the proximities of the tissue until

the position of the lesion is within the workspace of the OCT arm at the current body

position, ignoring lumen and body alignment. The multiple targets to track and the

multi DoF of FSIR make colonoscopy through telemanipulation a difficult task. The

user has to control the body, visually inspect the tissue, and track and centre the lumen

to perform a colonoscopy. The OCT probe at the tip of the arm the body position and

the surgical environment required to be considered to correctly perform a colonoscopy

and a biopsy. A formulation of the problem (fig. 5.6) is presented now.

Figure 5.6: Overview of the colonoscopy and biopsy.

5.3.1 Problem statement

For the sake of simplicity, the term “lesion” is used, referring to abnormalities in the

colon model which can be detected by the visual detection module. The lesion will

be later classified as a specific type of polyp, cancer, benign tissue or normal lesion
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in the digestive system. An overview of the steps the user is required to perform by

telemanipulating the FSIR in colonoscopy and biopsy is presented now.

After the surgeon has introduced the FSIR into the anus of the patient and initiated

the navigation of the digestive system, the user has to control the 4DoF of the body

while visually inspecting the tissue. The user must manually inspect and track the

tissue and the lumen. When the OCT arm has been deployed the user has to control

7DoF, 4DoF of the arm and 3 DoF of the tool –in comparison to the 5-6DoF to be

manually controlled during flexible endoscopy. While controlling 4 or 7DoF the user is

required to view the screen and scan and track the OCT tool, the lumen and the entire

surgical environment to find the largest lesion and assess it. The large number of DoF,

the coupled architecture, the eye-to-hand coordination and safety requirements make

the tasks mentally demanding. After a lesion has been detected, the body of the FSIR

approaches the lesion and OCT scanning is performed.

Approaching the lesion requires the user to control the arm, 3 DoF. When the lesion is

outside of the workspace of the arm, the body needs to move. If coordinated control

(3 and 4DoF, of the arm and body) was easy to perform by the user, the body and

arm would move in coordination to move the arm with the body, such that the new

body position allows to reach the lesion. Since coordinated control is difficult, the user

controls the body and arms separately and over- or under-compensates the effect on the

body or arms. The abrupt or slow movements of the arm and body cause the incorrect

compensation of the actions of the arm or body and vice-versa which may increase the

duration of the procedure or place the arm or body in an unsafe position. To correctly

reach the lesion, coordinated movement must be performed by the user while tracking

and estimating the position of the targets on the endoscopic camera view, performing

visual servoing. After the lesion is within reach of the arm, automatic OCT movements

can be performed to correctly perform a diagnosis of the lesion.

A colonoscopy with a biopsy can be divided into three steps: navigating, reaching and

scanning. This chapter proposes a technique to assist during the navigation and the

reaching.
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5.3.2 Problem modelling

The control approach considers assisted colonoscopy and biopsy –excluding OCT pullback–

by two main tasks: i) aligning the body to the lumen, and ii) aligning the scanning tool

to a region of interest in the 3D task space. The i) tasks controls the FSIR body while

task ii) requires performing coordinated control between the arm and the body. To fulfil

the task considered, the control approach must perform visual servoing while considering

the coupled multi-DoF architecture. Eye-in-hand visual servoing is required to align the

centre of the body to the centre of the lumen. Eye-to-hand visual servoing is needed to

align the scanning tool to the lesion image space or to a 3D position, constrained by the

image position after approaching. The visual servoing uses the detected image positions

(fig. 5.8) of the objects of interest —lumen, OCT tool and abnormal tissues— and acts

on the required subsystem of the FSIR –arm or body. Furthermore, and similarly to

the proposed control framework presented in chapter 4, safety concerns by joint limits

are considered. Overall, the conceived tasks and the safety concerns jointly allow for

assisted colonoscopy in FSIR, which is difficult to perform by manual telemanipulation.

For the first task, the body end-effector must be aligned to the centre of the lumen,

controlling the body as:

wṗ
e = wJeq̇e (5.1)

to match the image centre, which is the central axis of the body of FSIR, to the centre

of the detected lumen. The second task requires controlling the arm in the current body

position:

eṗ
r = eJrq̇r (5.2)

matching the position of the arm in the image and the detected largest lesion.

Then, coordinated control in colonoscopy and biopsy is especially required when reaching

the lesion, just before the OCT performs the precise sweeps to assess the tissue. The arm

and body (eqs. (5.1) and (5.2)) should be controlled to reach the proximities of the tissue

without losing alignment of the centre of the lumen and the body. Due to the coupled

architecture and to extend the workspace of the arm safely joint limits for the arm are

considered. Then, body movements can be performed while the arm compensates to

stay within a safe workspace, specified only by the arm translation. For simplicity and

to due the fact that the joint values for the translation of the arm mostly translate into
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the modification of the Z-axis end effector position, the arm position is bound to:

transmin ≤w ṗr ≤ transmax (5.3)

where the transmin and transmax are defined as safe translation value in the taskspace.

The arm and body coordinated control is required, as:

coordinated control in navigation and biopsy


wṗ

r =

[
eJrq̇r wJeq̇e

]
wṗ

e =

[
wJeq̇e

] (5.4)

to perform visual servoing with the arm, and the body to enable correct navigation –by

extending the arm workspace and maintaining the arm in a safe workspace. Where the

first row of eq. (5.4) expresses eqs. (5.2) and (5.3) and the second row eq. (5.1)

5.3.3 Overview of the approach

Similarly to the control framework developed in the previous chapter, the multiple tasks

are expressed by the tracking errors, to then take an optimisation form. The first task,

aligning the body to the lumen is expressed using the lumen centre m and the image

centre n:

B1 : min ∥n−m∥ . (5.5)

Where the m and n in are eq. (5.5) are two dimensional vectors. For the second task,

the position of the lesion in the image space (s) is matched with the image position of

the tip of the OCT arm, (pO), similarly, as objective:

B2 : min ∥s− pO∥ . (5.6)

The position of the lesion might not be within the reach of the workspace of the arm.

When this occurs, the body must compensate for the lack of reach in the arm and apply

some translation. A safe range of translation should be maintained eq. (5.3) in the form

of:

B3 : min ∥(p∗
O|z) − (pO|z)∥ . (5.7)
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The three objectives require controlling the arm, and the body and simultaneous control

during colonoscopy while considering the safety constraints.

The positions of the prior objectives are obtained by a visual detection module. The

vision module previously developed was initially used during (Gonzalez Herrera et al.,

2022) and it is based on a U-Net convolutional neural network. The U-Net network

uses the endoscopic camera frames and segments its main components (arm, lumen and

lesions). The centroid of the segmented area of each actor (arm, lumen and lesions)

is taken in the current endoscopic image. The lumen, m, is defined as the detected

lumen in the current image position. Note that the lumen refers to the inner space of

the digestive tube where food and digestive fluids move along. In the case of navigation

inside the patient, the lumen is referred to as the centre of the detected outer bounds

of the GI tract, thus maintaining the body close to the lumen avoids the colonic walls.

The biggest lesion is described as s, and it is registered at the initial body position.

While img(pO) is the image position of the tip of the OCT probe which moves as

the body moves. An overview of the positions is presented in figs. 5.6 and 5.7. The

values of the arm pO, lumen m and image centre n are defined in the image space.

The positional values are used for the control problem, as previously introduced in

section 5.3.2. Furthermore, automatic OCT pullback is performed by another module,

the OCT controller. The OCT controller manages correct control of the OCT probe and

performs the OCT pullback that extends the workspace of the OCT probe.

Figure 5.7: Overview of the proposed solution for assisted colonoscopy and biopsy.
The vision module detects the position of the lumen, lesion, and the OCT tool. A high-
level (HL) controller acts on the desired objectives to assist the colonoscopy while the
OCT controller governs the OCT probe. The commands are performed by the STRAS

follower side by the STRAS low-level controller.
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Figure 5.8: Overview of the visual detection module outputs. On the left side: Output
from the image segmentation module. On the right side: real-time endoscopic image

segmentation for lumen, polyp and OCT probe localization.

Similarly to the approach in chapter 4, the optimization problem that is solved by QP

solver is set as:

min
q̇

1

2
q̇THtq̇ + cTt q̇ (5.8)

s.t. q̇+t ≤ q̇ ≤ q̇−t (5.9)

where Ht =
∑

γiHi and ct =
∑

γi ci defined accordingly to the formulation in the

previous chapter for each of the i previously defined objectives (as the expressions B1 ,

B2 and B3 ), and γi is a given object’s weight. Solving eq. (5.8) defines a set of ẋ that

reduces the tracking error of each of the tasks to allow for assisted colonoscopy.

Given that only the primary arm –the arm equipped with the OCT scanning tooltip–

and the body are actuated, the appropriate vectors of controlled positions are defined

as:

p =

 ep
r

wp
r

 , (5.10)

with the configuration variables defined as:

q̇qp =

q̇r
q̇e

 (5.11)

and a Jacobian that correctly maps the positions with the configuration variables is

defined as:

J =

eJr 0

eJr wJe

 . (5.12)
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With the forward kinematic model that links configuration space variables to task space

as:

ṗ = J q̇. (5.13)

For B1 , the eq. (5.10) is defined by the speed formulation of
[
0, wp

e
d

]
T with a Jacobian

eq. (5.12) non-zero in the last row and last column, wJe only being active. Similarly, for

objective B2 the task Jacobian is formulated with the first two elements populated. For

B3 , the Jacobian populated only in the last row, as
[
0,w pe

d

]
T with a task Jacobian that

is only populated in the last row, containing eJr and wJe. The objective is defined as a

desired position zd in the Z component, such as [0, 0, zd], compensating the translation of

the arm. When all of the objectives are active, the lesion and tool are active in the image

position in the local frame of the body, such that B2 affects the global frame, actuating

the body and arm to maintain a desired translation. Jointly, the three objectives that

are activated in the different stages allow for assisted colonoscopy.

The multiple objects of interest in the screen (actors: lumen, OCT arm and lesion)

have unstable locations due to the online detection. A moving average filter is applied

to smooth the noisy image detection. Since multiple lesions can be detected at the

starting point, to simplify the problem, the approach detects and reaches the largest

lesion. A visual tracker (Babenko et al., 2009) follows the largest lesion during the

entire procedure. A small time window, referred to as the training phase is performed

at the beginning of the experiment, to have online registration of the current positions

of the actors. During the training phase the visual tracker and the average filter record

stable measurements. Since estimating the 3D position on lesions with variable size is

difficult, the experiments consider the largest lesion to be one that also is the largest on

the image. The filtered output is used by the control formulation allowing to perform

each of the described tasks.

5.4 Experiments

The control formulation is tested in a controlled environment. The surgical environment

is emulated through a colon model that has the visual and surface geometry features

of different types of tissue in the gastrointestinal walls. The STRAS robot is placed in

the bounds of the colon model, as to require moving towards the lesion. At the start of
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the experiments, the OCT arm is placed inside the channel of the body of the surgical

arms in the STRAS robots. When required the OCT arm is deployed to allow tracking

and reaching the desired lesion. The orientation and position of the colon model are

modified to simulate different clinical situations. The trial starts by aligning the lumen

to then reach a desired image position. The trial ends when a condition is met, in some

of the experiments is an image position based on the largest abnormal tissue or an image

position that depends on the position of the body.

5.4.1 Experimental setup

The experiments used the STRAS robot follower side and a colon model. The STRAS

robot is placed inside the colon model fig. 5.9 and performs the assisted colonoscopy.

The colon model used during the experiments was developed by Zulina et al. (2021).

The physical dimensions of the colon emulate a colon swollen by air pressure achieved by

surgeons inside the digestive system. The colon model is made of a PDMS/TiO2/Dragon

Skin (Smooth-On Inc) and has polyps that are visually detectable as well as in-tissue

lesions with mixed properties (visual features, surface geometry). The colon model

used considers lesions with visual surface features and two types of lesions: hyperplastic

polyps or adenoma sessile polyps. In the first type, the are visual features that allow

suspicion from surgeons, which are evaluated by the OCT scanning tool. In the second

type, the surface of the polyp is elevated and the lesion requires to be scanned and

analysed to have a diagnosis. Further details of the colon model and the polyps can be

found in Zulina et al. (2021).

The colon model allows geometry modification to evaluate multiple scenarios, e.g. using

different orientations of the colon model. The different orientations allow the targeting

of multiple lesions at different locations. A lesion has visual features that could allow

visual identification by the surgeon but require a biopsy to assess the tissue. In the case

of the considered experiments, multiple OCT scans can assess the tissue. The properties

of the colon allow to have both visual and in-tissue unique properties properties that

could be evaluated.

The three objectives defined in section 5.3.3 are validated individually and simultane-

ously. The colon model is modified in its orientation to evaluate multiple locations of
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(a) (b)

Figure 5.9: Overview of the colon model. (a) shows the view from the outside of the
surface oriented to build the colon model (b) inside view of the model with the different

lesions (normal lesions and polyps).

the largest abnormal tissue, with up to 6 unique poses of the polyp. Placing the body

of the STRAS at different locations allows for increasing the 6 unique poses, allowing

for at least 2 different starting positions, creating 12 unique colons to be analysed. This

allows for unique cases presented in each of the experiments reported in this chapter.

During the experiments (as depicted in fig. 5.7), a computer running a real-time Linux

operating system handles the low-level control. The low-level controller PC governs the

follower side of the STRAS system by commands of a high-level controller PC using RJ45

cable by a TCP/IP socket. Another PC handles the visual module. The analogue signal

of the endoscopic camera is grabbed via a PCI grabber card. The image is segmented

by a Python script running the local model with the U-Net outputting the positions of

the arm pO, lumen m and lesion s. The outputted positions are then passed through

the average filter and the visual tracker during the training period at the start of the

experiments. The positions are sent to the high-level controller via ROS (Quigley et al.,

2009) which uses the QP controller and new positions are commanded to the follower.

During the experiments, when the translation of the follower’s arm is within the desired

value of translation, the values of the gammas and k are set as table 5.1. When the

translation is outside the desired valued, B3 is active, the γ1, γ2 and γ3 are modified to

0.4, 0.3, 0.3 respectively.
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Table 5.1: Parameters used in the experimental setup for assisted colonoscopy. Values
of the weights γ and the proportional gains k for each objective active during semi-

autonomous control mode.

Variable γ1 γ2 γ3 k1,2,3

Value 0.5 0.5 0 0.1

5.5 Results

The proposed control framework is tested using the synthetic colon model. The results of

two main experiments conducted are reported, one by individually testing the objectives,

while the other tests the completed surgical scenario.

5.5.1 Individual validation of each of the tasks

Each of the tasks is evaluated individually, fig. 5.10. The tasks are evaluated individually

to validate that constraints of the physical control are handled by the control approach in

real-time, due to the slack and non-linearities present in the control of FSIR. Objectives

B1 , B2 (eqs. (5.5) and (5.6)) are validated individually in fig. 5.10, while B3 (eq. (5.7))

is validated in the next subsection. The lumen alignment B1 is performed without the

arm being in the scene. Multiple abnormal tissues are present on the screen and detected

by the visual detection module. The image centre is aligned to the lumen centre, from

the initial detected positions until a threshold of 7 pixels is fulfilled. In Figure 5.10(a),

the distances of the different objectives are presented for one experiment. The distance

between the image centre and the detected lumen centre is shown. In Figure 5.10(b) the

tip of the OCT arm is aligned to a desired position in the image space. The distance

between the desired potion and the tip of the arm is shown. Jointly the two images of

fig. 5.10 present individual experiments on two cases for visual servoing in eye-in-hand

and eye-to-hand IBVS.

5.5.2 Lumen alignment and arm in largest abnormal tissue

As described in section 5.4.1, the body of the STRAS system is placed at the beginning

or the middle of the colon model B2 , such that reaching the lesion requires approaching.

The result of an experiment is shown in fig. 5.11. The green lime line depicts the distance

between the OCT arm tooltip and the lesion. The green olive line depicts the distance
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(a) Lumen alignment.

(b) Lesion reach.

Figure 5.10: Individual validation of the B1 and B2 objectives.

between the image and the lumen centres. The normalized translation of the body and

arm are depicted in red and blue correspondingly. In fig. 5.11, the cyan highlight depicts

when the arm set with the OCT scanning tool is deployed after lumen alignment, while

the state compensating for arm translation is depicted in orange. Reaching the lesion is

reported in fig. 5.11 as depicted by the orange highlight.

As shown in the individual results section 5.5.1, the separate control of the arm or body

is performed correctly during the segments that are not highlighted. During the state

that compensates for the translation of the arm and the body, it is shown that when

the endoscope (red line) has a positive increment the arm (blue line) has a negative

increment. A compensation in translations allows to effectively remain at the same

distance from the surgical target, while incrementing the available workspace for the

arm, effectively avoiding joint limits.

Figure 5.12 shows the results of another experiment performed with multiple objectives



110

active. During the OCT deployment, it is especially noted the issues for state estimation

of the arms. During the state that compensates for translation, it is shown that the body

translation is activated when the state is active, furthermore, the arm is retracted. After

such movements, the arm translation is not activated as heavily during the rest of the

experiments, while the distance towards the target is reduced, showing that rotation

and bending are used to reach the target.

In the experiments reported on Figures 5.11 and 5.12 it is shown that the multiple

targets (B1 , B2 and B3 ) are active and collaborate to fulfil the expected behaviour

during assisted colonoscopy. Two experiments are reported in figs. 5.11 and 5.12. The

experiments show an average duration of 4.98s for the translation compensation which

presents several increments in the two errors in both figures. In fig. 5.12 this increments

of the distances depicted by the green-coloured lines in the orange highlight. The control

framework acts on the arm and body which increases the errors to then be slowly reduced

until the desired threshold is reached. Despite the instabilities of the visual module and

the robot state, the errors performed during the translation compensation are handled

correctly since backslash and non-linearities are present on the physical follower side.

Figure 5.11: Experiment 1: Tracking errors during the experiment. In lime: distance
of lumen to the image centre. In green: distance from the OCT tool to the centre of the
region of interest. Orange highlight compensates for the translation in the arm (after
reaching the maximum translation). Cyan highlight then the OCT is taken out of the

channel to reach the desired image position.
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Figure 5.12: Experiment 2: Tracking errors during the experiment. In lime: distance
of lumen to the image centre. In green: distance from the OCT tool to the centre of the
region of interest. Orange highlight compensates for the translation in the arm (after
reaching the maximum translation). Cyan highlight then the OCT is taken out of the

channel to reach the desired image position.

5.6 Discussions and future work

The proposed approach developed in this chapter validates the control framework pro-

posed in chapter 4 which enables coordinated control for flexible steerable intraluminal

robots during the colonoscopy and biopsy to screen, detect and analyse the tissue in situ.

The control framework is validated on the physical follower side of an FSIR platform,

the STRAS system. The control framework in chapter 4 was extended to enable visual

servoing for navigation and in-situ scanning in a colon model. This section presents and

discusses the major outcomes of the study.

The control framework developed in chapter 4 formulates a QP controller that enables

coordinated control in the dissection stage of ESD. In this chapter, the QP controller

is reformulated to enable coordinated control during colonoscopy and biopsy, enabling

simultaneous simultaneous eye-in-hand and eye-to-hand visual servoing. Visual servoing

for the two modes is validated individually and simultaneously to enable coordinated

control. Integration of the visual detection module and the QP controller enables the user

to correctly reach the lesion that will be then analysed by OCT scanning. The control

framework takes command of the 7DoFs required to perform coordinated control during

colonoscopy and biopsy to require only user supervision.
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Due to known non-linearities in the control of FSIR, some of the limitations of the

approach are considered.

First, the control framework is evaluated under free space. The visual serving approach

is tested only in free space, as tissue contact is complex to perform during visual serving

due to the inherent challenges of estimating the robot’s state. The limitations of this

study are also present in other related works. Scanning via OCT has been performed

previously performing automatic pull-back movements that ensure covering the tissue

multiple times due to the automatic movements performed by the arm. The prior works

have used downgraded scenarios to account for the complex real scenarios –physiological

movement, visual obstructions and unwanted artefacts– and the challenges of the phys-

ical follower side –non-linear friction, backlash behaviour and interaction forces from

arm-tissue interaction. Caravaca-Mora et al. (2020) tested a real-time OCT scanning

tool mounted in the arm of a flexible steerable intraluminal robot. Zhang et al. (2020)

used markers to track the position in the image space integrating the OCT scanning tool

in one of the arms of FSIR to perform scanning while considering visual and orientation

constraints. Furthermore, Caravaca-Mora et al. (2023) explores the capabilities of the

scanning OCT tool developed for the STRAS system. Overall, the control framework

proposed and tested uses a more realistic scenario because of the realistic colon model

than other approaches with limited validation due to the difficult state estimation. The

experiments, partially validate the control framework initially proposed in chapter 4 and

chapter 5, the control framework proposed in chapter 4 is used with IBVS and allows

assisted coordinated control. In the experiments, limits of the translation are avoided

while maintaining the arm between a range of desired translations. This range is set by

the maximum translation allowed and a lower bound, effectively setting a constraint in

the arm translation. Jointly with the rest of the experiments, this approach allows to

assist in the majority of the colonoscopies.

A second limitation of this study is that colonoscopy is not assisted during the com-

pleteness of the colonoscopy. The last step of the colonoscopy, assessing the tissue

–benign or not– depends on an accurate estimation of the state of the OCT arm. The

current approach lacks validation of this step due to the poor model estimation. Cur-

rent approaches that used markers (Zhang et al., 2020) or that consider a controlled

environment with a static background and no robot movement (Caravaca-Mora et al.,

2023) have been published in the past. Prior works (Poignonec et al., 2020, 2023; Porto
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et al., 2019) have an extensible look into precise control of the flexible structures of

FSIR. Current works aim to use the visual features of arms (Sestini et al., 2021; Cabras

et al., 2017) to accurately obtain the state of the arm of FSIR, improving control by

high-level approaches as the one presented in chapters 4 and 5. The current state es-

timation provided by the visual detection module is not reliable enough to provide a

stable input for the controller, and an updated state estimation provided by works such

as Sestini et al. (2021) could allow using the proposed control framework to assist during

the completeness of the colonoscopy. Automatic visual detection in surgical images is a

complex task due to the ever-changing surgical environment originated from the insula-

tion (Church, 2002; Yoshida et al., 2014; Dik et al., 2014) and the breathing (Fennerty

et al., 1990; Waye et al., 1996; Saltzman et al., 2015). The current control framework

integrates information from the multiple sensors available. The control framework al-

lows assistance during complex procedures in colonoscopy and would be beneficial when

a stable and reliable robot state can be obtained. By performing OCT pull-back with

the current proposed approach the entire colonoscopy procedure will be carried out by

flexible steerable intraluminal robots.

The third limitation of this approach is the static environment. Similar to the state-

ment developed in section 4.8, the surgical environment is dynamic and will introduce

unwanted interaction between the arms and body with the tissue. The visual detec-

tion of a module will require stable detection of the different elements of the control

framework. A correct segmentation allows correct detection of the different actors, and

correct tracking of the objects depends on the correct segmentation. Alongside this,

accurate tracking allows for correctly performing the assisted colonoscopy. In the cur-

rent experiments, the environment is controlled yet the accurate correct performance of

the complete colonoscopy is difficult due to the high dependency on the multiple steps.

Experiments not reported in this thesis include several cases where the detection was

lost and handled by the filters and the control framework. This drawback is required

to be considered in the future to provide stable output from the vision mode. As ini-

tially described in section 4.8, state estimation of the arm could improve the current

kinematics and enable accurate control of the arm, yet tool-tissue interaction must be

considered. In the case of complex surgical procedures such as ESD, the interaction

might require more robust state estimation, e.g. electromagnetic tracking (Song et al.,

2015) or multi-core Fiber Bragg Grating (FBG) (Ha et al., 2022). Providing a reliable
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and accurate state for the arms and body will allow reliable and robust assistance during

complex surgical procedures.

A fourth limitation of the approach is regarding the implementation. A computer han-

dles the low-level control of the follower, while the vision module is handled by another

computer and the high-level control is performed by another computer. Everything is

orchestrated by ROS and the low-level controller. The control output is only active

when the last command output has been reached or when the control output is above a

given threshold, to not overflow the implemented position control in the low-level PC.

This limitation was made due to taking extra precautions in the OCT due to the limited

availability. The limitation could be solved by implementing a low-level controller in the

high-level PC that manages the logic.

Another limitation is that the current experiments do not consider extended navigation.

As navigation is present in just a small portion of the digestive system. The movements

performed by the endoscopy body are only considered as re-position movements. This is

due to two factors, one being the mobility capabilities of the STRAS system. The STRAS

system sets a length of 900m with only 100mm of motorised translation, to extend this

range the system is required to be manually inserted, to be mounted in the robotised

cradle. This procedure is going to be solved in a new version with increased capabilities

and improved dimensions. The second factor is the difficulty of performing navigation in

the colon due to the complex environment and the multiple intricate direction changes.

The colon changes direction after the rectum, the descending colon and the transverse

colon, these changes in direction require users to master fluid management to properly

navigate the GI tract. Correctly performing navigation of the colon through FSIR

requires reducing unnecessary interaction between the bodies of FSIR and the surgical

environment while improving available FSIR devices.



Chapter 6

Conclusion

Telemanipulating flexible steerable intraluminal robots is a mentally demanding task

that requires users to deal with the C1: coupled architecture and C2: high

amount of degrees of freedom. Due to the complexity of the FSIR systems, users

avoid coordinated control of the arms and body, preferring single sub-system control.

This means that instead of performing parallel control of the subsystems, the user ex-

ecutes sequential actions, which breaks the workflow of the surgical procedure. The

sequential control of FSIR has several detrimental aspects. Sequential control may re-

duce awareness of the subsystems that are not being controlled at the moment, limiting

patients’ safety by unwanted contact between the arms and body with the lumen. Fur-

thermore, sequential control increases the number of movements the body and arms have

to perform due to the under- or over-shooting caused by unwanted movements due to

the coupled architecture of the FSIR, which in turn calls the user’s manual compensa-

tion. Sequential control hinders the correct performance of the surgical task by requiring

users to perform extra arms and body movements, which are unnecessary and increase

the amount of times tools interact with the tissue, increasing the risks associated with

high amounts of tool-tissue interactions. The detrimental aspects of sequential control

should be avoided by coordinated control. Coordinated control is especially required

during complex surgical procedures increasing the cognitive load for surgeons due to the

challenges of FSIR control (C1 and C2). Surgeons’ performance suffers under high men-

tal demand, leading to longer procedure times and increased error risk due to stress and

fatigue-induced impairment affecting control precision. As such, control algorithms for

the FSIR surgical system should be designed to avoid hindering surgeon performance or
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diverting their attention to more important tasks instead of struggling with the system

control.

In this thesis, the research question (initially defined in section 1.5, together with the four

main objectives O2, O1, O3, O4) is formulated as: How can a control framework

assist users to manage the multiple degrees of freedom, coupled architecture,

and complex tool-tissue interaction to enable accurate execution of demand-

ing surgical procedures?. This question is answered by modelling the problem (O2)

based on a QP-based controller that assists (O1) users during technically difficult surgi-

cal procedures which involves multiple coupled end-effectors. The approach governs the

movements of an FSIR platform in a safe manner that correctly (O3) and safely (O4)

performs the required surgical gestures during specific times. The control framework

proposed in this thesis focuses on coordinated control during the dissection stage of

ESD and during colonoscopy and biopsy primarily (although it could also be useful for

less complex surgical tasks, e.g. marking during ESD or OCT pullback which require co-

ordinated control involving multiple DoFs). Similarly to Zhang et al. (2021), the control

framework developed in this thesis is designed using the task-function approach using

a weighted QP formulation, which is an efficient solution for handling multiple tasks

and constraints in various frames of reference. The main contributions of this thesis

are then to model the clinical features of each of the two problems and formulate them

as optimization objectives and constraints in the proposed framework. The proposed

solution is then implemented on the STRAS robot ( described in chapter 3) to validate

the proposed approach. For the dissection stage of ESD (chapter 4), this is done through

a user study in simulation, with a thorough statistical analysis showing an advantage

of the proposed control scheme over manual telemanipulation. In the colonoscopy and

biospy case (chapter 5), validations are performed in a realistic colon model and auto-

matic execution of the task using visual servoing, again formulated using a QP-based

task function approach1.

The control framework developed for the first surgical scenario, the dissection stage

of ESD, considers multiple reaching tasks for all of the subsystems that are satisfied

in parallel —which will be mentally demanding and require high numbers of training

hours to be performed by manual telemanipulation. During the dissection stage of

ESD, coordinated control of the 10 DoF is required and thanks to the developed control

1a list of this thesis publications can be found in chapter 7
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algorithm, the user needs only to take care of 3 DoFs out of the 10 DoFs, while the

others are regulated automatically to accommodate the task. In comparison to manual

telemanipulation, the control framework allows users to correctly perform the dissection

stage of ESD which is represented by multiple reaching objectives for the two arms.

In order to evaluate the two control modes, non-assisted teleoperation and assisted

control mode in a controlled environment, a simulator of an FSIR platform, the STRAS

system, is developed. The virtual simulator simulates the colon model and the STRAS

system. Both control modes are tested by non-experts that carry out the experiments,

after a short training time in which users get familiar with both control modes and

the simulator. The experiments –and the training period– required users to perform

multiple reaching tasks that emulate positions the arms will reach during the dissection

stage of ESD. The user experiments were followed by an evaluation of performance, where

several metrics were evaluated. Statistical tests were conducted to find the statistical

difference between the performance of the manual and the assisted mode. The metrics

were separated into three categories: duration, surgical and kinematic metrics. Results

show that the surgical and kinematic metrics perform better with the assisted mode at a

duration cost. The assisted mode enables correct coordinated control with overall better

results –with regards to the number of movements of the body, and smoother movements

of all subsystems– while being able to correctly perform the surgical task –by the non-

violation of the reaching task. In addition, the participants were asked to fill in the

NASA TLX questionnaire to provide a subjective evaluation of users’ opinions, which

pointed out that users didn’t find a large difference between the assisted and manual

modes. Given the fact that novice users with and without clinical backgrounds perform

the experiments, the lack of added complexity to the control is a successful outcome

from the experiments.

Metrics and user opinion also highlight some shortcomings. While the overall perfor-

mance of the assisted control mode outperforms in the surgical and kinematic metrics it

is performed at a penalty cost. The user takes longer to perform the experiments with

the assisted mode, which is due to several factors. First, the user sets unreachable posi-

tions of the arms at the current body position. This is a limitation of the approach which

does not have context about the target positions and if they are reachable, such cases

increased the duration of outlier cases that overall affect the duration metrics. Another

limitation is regarding the lack of awareness of the surgical target (reaching positions)
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which can lead users into performing unwanted movements, which impact the overall

duration and some of the kinematic metrics. The lack of awareness in the system can

cause undesired body movements (false positives), increasing the user’s frustration. Due

to the false positives and lack of economy of movement, users are not able to improve

the duration metrics. The second factor is regarding the user frustration in the NASA

TLX questionnaire. This is because the short period of training and experiments pre-

vents users from reaching the plateau of performance and the lack of expertise frustrates

the user-assisted control. The frustration under the NASA TLX has to be carefully

considered, as the reaching task emulates the basis of the surgical task and it is not as

mentally demanding as ex- or in-vivo experiments in which bleeding and safety play a

huge role in the user’s cognitive load. The proposed framework performs better in the

surgical and kinematic metrics, yet the duration metrics have an area of opportunity.

Another solution to the shortcoming could be path prediction for the tip of the arms

(Pasini et al., 2023; Amini Khoiy et al., 2016; Kossowsky and Nisky, 2022). Predicting

the approximate path of the arms (Wagner et al., 2021) to better suit arm-body move-

ments can be implemented to anticipate imminent body movements, as tools get close

to the limits of the operational workspace or specific regions in the task space. Path

prediction can be considered by the awareness or by feature vectors (position, speed, ori-

entation, the position of the targets, distance to the target, among others) (Kossowsky

and Nisky, 2022) that allow to predict if the tool will be leaving the desired area or not,

reducing the number of false-positive cases. Context-dependent tasks and awareness

could link specific behaviours to different steps of the surgical task, e.g. how tension

evolves over the entire dissection or how the tool approaches certain lesions based on

their location. Another case of context-awareness could be the estimated distance be-

tween the objectives and the tip of the arms. If the tip of the arm and the target are

within reach, no body movement should be triggered and the user has free telemanip-

ulation of the arms. Future work requires dealing with the optimal level of awareness

that enables correct assistance to better suit complex surgical procedures. Close con-

sideration of how the context information impacts false positives without increasing the

false negatives and without impacting the surgical, kinematic and duration metrics must

be taken. An interesting concept will be to consider the level of training2 with respect

2since multiple users have tested one or more versions of the control approach of chapter 4
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to the level of assistance that better suits them, and how they can impact the training

performance to better stabilise the learning plateau.

The control framework also requires physical validation on the follower side of FSIR. The

proposed control framework chapter 4 is translated into the second surgical scenario,

colonoscopy and biopsy and it is a physical validation of the essence of the control

framework. The assistance for colonoscopy and biopsy relies on a visual detection module

that segments and detects the lumen, the lesion and the OCT probe arm to enable visual

servoing inside a colon model. The control framework deals with multiple objectives and

performs individual and simultaneous eye-in-hand and eye-to-hand visual servoing while

managing the challenges of FSIR platforms. Simultaneous visual servoing is analogous

to coordinated control and serves as a validation of the control framework. The high-

level control framework commands a low-level controller that governs the follower side.

The user is not required to take any action during the experiment, allowing for increased

assistance. The approach developed in chapter 5 uses the information of the screen and

the current state of the robot for driving the control framework. The visual detection

module is the first approach to context awareness in the telemanipulation of FSIR.

Consideration of the limitations (Poignonec et al., 2020; Barrientos-Diez et al., 2021;

Poignonec et al., 2023; Cursi et al., 2022) for precise control of FSIR should be taken in

future works.

Furthermore, special effort has to be considered to develop a solution that includes

the context of the surgical task, and visual and kinematic information, e.g. when the

positions of the arms are in contradictory directions or when a position for the arms is

only reachable at specific body positions. Open research questions in regards to path

planning for the arms with respect to the next position of the body is set to be a

hard problem due to inherited dependencies of the subsystems. Estimating how the

interactions affect the state of the robot could be included to increase the accuracy of

the tools. Accurate state estimation through added sensors to the channels of FSIR

robots could improve the state estimation and could even allow 3D registration. The

information from the OCT tool and an accurate body and arm state could be used to

estimate the position of the lesion, which increases the amount of information the system

is capable of generating and analysing in situ.
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Jointly, the two main contributions of this thesis reduce the gap between manual tele-

manipulation and autonomous surgery by means of multiple levels of assistance. The

developments of chapter 4 explore assistance by autonomously controlling the system

on specific circumstances and user commands. While chapter 5 explores autonomous

and assisted tasks to enable colonoscopy and biopsy through autonomous tasks with

user supervision. The control framework developed handles the challenges of telema-

nipulating FSIR by modelling complex surgical procedures into reaching tasks for the

subsystems. To enhance the duration metrics and reduce the mental demand the control

frameworks developed require including context-awareness by visual detection modules

or registration information that allows moving the body as required.
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Appendix B

Extra concepts

B.1 Smoothness by spectral arc length

The spectral arc length (SPARC) smoothness is a revised and improved version of

the spectral arc length measure (SAL) (Balasubramanian et al., 2011) which estimates

smoothness by calculating the arc length of the Fourier magnitude spectrum within the

frequency range 0 to 20 Hz of a given speed profile v(t). To compute the smoothness

(Balasubramanian et al., 2015) via spectral arc length (SPARC) metric for measuring

smoothness multiple steps are required.

1. Segment speed profiles, {v[n], n ∈ {0, . . . , N − 1}}.

2. Compute Fourier magnitude spectrum. Compute the K-point fast Fourier trans-

form (FFT) magnitude spectrum of the speed profile by padding (K − 1) zeros to

the speed profile. V [k] = |FFT (Vzp[np])|, k ∈ {0, . . . ,K − 1}

vzp[n] =


v[n] 0 ≤ n ≤ N − 1

0 N ≤ n ≤ K − 1

K = 2roundup(log2 N)+4

3. Normalize Fourier magnitude spectrum with respect to its DC value.

V̂ [k] ≜ V [k]
V [0]

4. Choose the cut-off frequency.

Kc ≜ min
{
Kmax

c ,min
K

{K|V̂ [r] < V̄ ∀r > K}
}
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5. Compute smoothness. The formula of smoothness is applied.

SPARC ≜ −
Kc−1∑
k=1

√( 1

Kc − 1

)2
+

(
∆V̂ [k]

)2
(B.1)

An implementation code is available at https://github.com/siva82kb/smoothness as part

of the work described in Balasubramanian et al. (2015).

B.2 Effect size

Effect size (Kelley and Preacher, 2012) is a value that measures the strength of the

relationship between two variables in a population, or a sample-based estimate of that

quantity. Effect size completes statistical hypothesis testing and is an essential compo-

nent when evaluating the strength of a statistical claim.

The common language effect size Aw is used for nonparametric distributions, and its

equation expresses effect size on the basis of the probability that a random observation

of population p scores higher than a random observation of population q—that is,

Aw =

np∑
i=1

nq∑
j=1

[#(pi > qj) + 0.5#(|pi − qj | ≤ ε)]

mn
(B.2)

where # is the count function, p and q are vectors of scores for the two samples, and

ni is the sample size in the group i = p, q. ε is a small threshold which allows handling

the case of continuous data (Vargha and Delaney, 2000). Let’s consider an example

with p = {5, 7, 6, 5} and q = {3, 4, 5, 3}. In this case, it is straightforward to compute

A = (3.5 + 4 + 4 + 3.5)/16 = .9375, meaning that there is a 93.75% chance that the

observation would be higher for a randomly selected member of group p than for a

randomly selected member of group q. Ruscio (2008) found that the nonparametric Aw

was generally accurate and suggested that researchers and practitioners should report

this measure.

Further details about the correct use for the effect size can be found in Li (2016); Vargha

and Delaney (2000); Fritz et al. (2012).



Appendix C

Résumé en français

C.1 Introduction

Le cancer colorectal (CCR) occupe le quatrième rang mondial des cancers en termes

d’incidence (19,5 %) et de mortalité (9,0 %). Le cancer colorectal provient généralement

d’amas anormaux de cellules appelés polypes. Les polypes peuvent se développer dans

le système digestif jusqu’à former des métastases, puis se propager à d’autres organes

et systèmes du corps. Pour prévenir les métastases, les polypes colorectaux (PRC) sont

détectés aux premiers stades de leur développement grâce à une coloscopie. La coloscopie

permet d’inspecter visuellement les parois du côlon à la recherche de polypes. Lorsque

les gastro-entérologues soupçonnent la présence d’un tissu malin, ils en prélèvent un

échantillon qui sera analysé dans le cadre d’une biopsie. L’analyse détermine le degré

de malignité et des procédures d’ablation des polypes sont effectuées le cas échéant, ce

qui permet d’enrayer efficacement le développement du cancer colorectal.

Pour éviter les taux élevés d’incidence et de mortalité du RCC, les chirurgiens peuvent

utiliser des endoscopes flexibles qui permettent d’inspecter le système digestif. Des

prototypes récents d’endoscopes flexibles permettent de monter des outils chirurgicaux

sur leur extrémité, ce qui permet aux chirurgiens d’interagir avec les tissus et d’enlever

les tissus suspects. Les endoscopes flexibles munis d’outils à leur extrémité nécessitent

que plusieurs utilisateurs contrôlent leur corps et leurs bras. Leur contrôle peut être

mentalement exigeant pour les chirurgiens. Le stress et les exigences mentales peuvent

nuire aux performances des chirurgiens et à la santé des patients.
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Par le passé, le standard pour l’ablation des polypes était l’accès via la cavité abdom-

inale. De petites incisions sont réalisées dans la paroi abdominale pour y introduire

des instruments chirurgicaux qui sont utilisés pour procéder à l’ablation des parties du

colon contenant des polypes. Ces interventions sont très inconfortables pour le patient,

elles présentent un risque élevé d’infection en raison des multiples incisions et elles re-

quièrent l’ablation inutile de larges portions du côlon. Les patients doivent également

rester longtemps à l’hôpital et faire l’objet d’une surveillance continue. Pour pallier ces

inconvénients, il est possible de traiter les polypes en passant par les orifices naturels

du patient. Des endoscopes flexibles peuvent être insérés par l’anus du patient pour

atteindre le PRC.

Des capacités robotiques ont été développées pour les endoscopes flexibles. Les robots

intraluminaux flexibles et orientables (De l’anglais, flexible steerable intraluminal robots,

FSIR) sont l’évolution des endoscopes flexibles dotés de capacités robotiques. Les robots

intraluminaux flexibles et orientables permettent à un seul utilisateur de contrôler le

corps et les bras du robot. L’utilisateur unique doit prendre en compte tous les mouve-

ments de ces plates-formes. La complexité de ces plateformes et les procédures chirur-

gicales complexes sont les deux principaux défis à relever. Lors de la télémanipulation

manuelle de robots intraluminaux flexibles et orientables, les chirurgiens doivent relever

les défis afin d’exécuter correctement les procédures chirurgicales complexes.

L’objectif de cette thèse est d’aider la télémanipulation de robots intraluminaux flexibles

et orientables à relever les défis tout en permettant une exécution correcte des procédures

chirurgicales.

C.2 Robots intraluminaux flexibles et orientables

Ces plateformes sont télémanipulées dans une architecture leader-suiveur. Le côté

suiveur est placé à l’intérieur du corps du patient tandis que le côté leader se trouve

dans la salle d’opération. Les bras et le corps sont les deux principaux sous-systèmes

qui constituent le côté suiveur de la FSRI.

Les robots intraluminaux flexibles et orientables sont composés d’un corps principal

avec 4 degrés de liberté ou plus (de l’anglais, degree of freedom, DOF). À l’extrémité

du corps, deux canaux sont dotés de bras chirurgicaux avec des instruments à leur
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Figure C.1: Architecture commune aux plateformes FSIR.

extrémité. Chaque bras a 3 DOF et la pointe qui est montée par des outils chirurgicaux

peut être activée. À l’extrémité du corps, ces plateformes sont dotées d’une caméra qui

permet de visualiser les bras. Les plateformes représentent au moins 10 DOF. Plusieurs

plateformes, telles que STRAS (Nageotte et al., 2020), MASTER Hwang and Kwon

(2020b), K-FLEX (Schuler et al., 2015), suivent cette architecture.

Ces plateformes sont contrôlées par les utilisateurs au moyen de l’interface leader. Le côté

leader est constitué de poignées, de joysticks et de pédales qui traduisent les commandes

du chirurgien au côté suiveur dans le système digestif.

C.3 Problème

L’architecture robotique complexe du FSIR est difficile à contrôler pendant les procédures

chirurgicales complexes qui nécessitent de contrôler le corps et les bras (fig. C.4(a)).

Le contrôle simultané du bras et du corps est appelé contrôle coordonné. Lors des

procédures d’ablation, telles que l’étape de dissection de la sous-muqueuse endoscopique

(de anglais, endoscopic submucosal dissection, ESD), le contrôle coordonné est parti-

culièrement nécessaire. Au cours de ces procédures, le bras et le corps doivent être

contrôlés simultanément afin d’effectuer correctement les tâches chirurgicales.

Le contrôle coordonné d’un bras et du corps exige des chirurgiens qu’ils contrôlent 7

DOF, les deux bras et le corps nécessitant 10 DOF. Lors de procédures complexes, il

est difficile de contrôler tous les DOF et d’effectuer correctement la tâche chirurgicale.

Afin de préserver la sécurité du patient, les chirurgiens évitent le contrôle coordonné
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et préfèrent le contrôle séquentiel. Le contrôle séquentiel peut nécessiter davantage de

mouvements de la part des bras et du corps et interrompt le flux de travail chirurgical.

Ces interruptions augmentent la quantité d’interaction entre l’outil et les tissus, ce qui

n’est pas souhaitable et accrôıt l’inconfort du patient.

L’assistance peut permettre de réduire le nombre total de DOF pendant la commande

coordonnée, tout en maintenant les mêmes mouvements du côté suiveur. Un mode assisté

doit contrôler les multiples DOF tout en tenant compte de la tâche individuelle exécutée

par chaque sous-système. Les tâches de tous les sous-systèmes doivent permettre au

chirurgien de passer en douceur à l’exécution des tâches chirurgicales. Le mode assisté

nécessite de contrôler plusieurs DOF qui sont couplés dans une base mobile.

(a) (b) (c)

Figure C.2: Exemples de structures robotiques bras-corps similaires tirés de la
littérature. a) Robot humanöıde à deux bras dans le haut du corps (Tarbouriech et al.,

2022), b) simulation de robot spatial (Cai et al., 2022) c) STRAS robot

Dans d’autres plateformes robotiques dotées de bras indépendants et d’une base mobile,

l’assistance ou l’automatisation a été réalisée de multiples façons. Deux approches prin-

cipales sont évaluées. Les tâches multiples pour les multiples effecteurs finaux peuvent

être gérées par la projection dans l’espace nul. Dans la projection dans l’espace vide, les

tâches multiples sont évaluées avec une hiérarchie stricte.

Une autre proposition consiste à utiliser des approches d’optimisation. Avec les ap-

proches d’optimisation, il n’y a pas de hiérarchie stricte. Une solution efficace pour

traiter les tâches consiste à utiliser l’approche tâche-fonction. Cette approche permet de

définir des tâches positionnelles qui sont traitées par des fonctions d’optimisation pou-

vant être résolues par des solveurs numériques. Pour gérer les comportements conflictuels
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Figure C.3: Vue d’ensemble du robot STRAS. Le côté leader est à gauche de l’image,
le côté suiveur est à droite.

entre les tâches, des pondérations peuvent être introduites. Une approche pondérée per-

met d’éviter la hiérarchie et d’imposer à la place des mouvements des multiples sous-

systèmes qui permettent un comportement global de tous les effecteurs finaux.

Le cadre contrôlé proposé est développé sous le robot STRAS (fig. C.3) qui partage une

architecture similaire entre plusieurs plateformes. Le robot STRAS a 10 DOF dont 4

DOF pour le corps, avec déflexion dans deux directions, rotation et flexion. Les bras

peuvent se plier, pivoter et être insérés. Les 10 DOF du système sont augmentés par les

pédales et les actionneurs des outils chirurgicaux à l’extrémité des bras. Les 10 DOF

sont mappés sur la console leader, qui est mappée pour émuler les positions des bras du

chirurgien (fig. C.4(b)).

C.4 Proposition

La proposition de cette thèse est de créer un cadre de contrôle qui permet l’assistance

à la télémanipulation de FSIR. Le cadre de contrôle commande tous les sous-systèmes

(bras et corps) tout en réduisant le nombre total de DOF qui doivent être contrôlés par

le chirurgien. L’approche agit sur des cas spécifiques lors de procédures chirurgicales

complexes qui nécessitent un contrôle coordonné. Deux cas chirurgicaux principaux

sont envisagés. Le premier est celui où un contrôle coordonné est nécessaire pour assister

la télémanipulation. Dans ce cas, les mouvements de la poignée latérale du leader sont

transmis au corps tandis que le cadre de contrôle commande l’ensemble de la plate-forme,

ce qui facilite la transition entre l’assistance et le contrôle par l’utilisateur. L’autre cas
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chirurgical est celui d’une automatisation complète. Dans ce cas, un contrôle coordonné

est nécessaire pour accomplir des tâches chirurgicales spécifiques. Le cadre de contrôle

est développé dans le cadre de l’architecture commune du FSIR. Le cadre de contrôle

est évalué pour assister ou effectuer des tâches chirurgicales autonomes.

(a) (b)

Figure C.4: Vue d’ensemble des bras à partir de la caméra corporelle. À gauche :
vue de la caméra endoscopique. A droite : Vue d’ensemble du bras du côté du suiveur

et du leader.

En règle générale, la solution proposée repose sur une formulation basée sur l’optimisation

en utilisant l’approche de la fonction de la tâche. Des poids sont introduits pour

équilibrer l’approche coordonnée pour les multiples sous-systèmes. La tâche est in-

terprétée comme la définition de positions objectives pour les effecteurs au cours des

tâches les plus complexes. Les pédales de la plateforme robotique sont utilisées pour

assister le chirurgien lors des multiples étapes de ces procédures complexes. Les pédales

permettent au chirurgien de déplacer la plate-forme et d’ancrer la position sur un bras.

Plusieurs poids sont définis pour les différents comportements favorisant les multiples

objectifs définis.

Figure C.5 présente une vue d’ensemble du cadre de contrôle proposé. Dans le cas

chirurgical de l’étape de dissection de l’ESD, le mode de contrôle assisté est régi par un

leader virtuel qui commande le corps et le bras, tandis que le cadre de contrôle prend

en charge les DOF du suiveur dans le simulateur. Dans le scénario chirurgical de la

coloscopie et de la biopsie, le nombre total de DOF est contrôlé par le mode assisté.
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q̇r, q̇l, q̇e q̇r, q̇l, q̇e

q̇r, q̇l q̇r, q̇l, q̇e

Figure C.5: Aperçu du cadre de contrôle. En haut, télémanipulation manuelle
(eqs. (3.23) and (3.25)), sur le bas, télémanipulation assistée par le mode de contrôle
semi-autonome bras-corps. Lorsqu’il n’y a pas de mouvement du corps dans le mode
de contrôle semi-autonome bras-corps, cas 0, les bras q̇r, q̇l sont régis par la console
du chef q̇r, q̇l. Lorsque les cas 1 et 2 sont actifs, l’ensemble de la plate-forme est
contrôlé par le mode assisté, qui déplace le corps indirectement par les mouvements des
bras, comme indiqué ci-dessous eq. (4.26). Dans le cas 1, le bras non dominant n’est
pas ancré q̇r, q̇e as the output comme sortie du contrôleur QP. Dans le cas 2, les deux
bras seront contrôlés, en ancrant le bras non dominant comme le souhaite la traction
pendant la phase de dissection de l’ESD, tout en contrôlant en toute sécurité la position

du bras dominant.

C.5 Résultats

Expériences réalisées dans le cadre des deux scénarios chirurgicaux. Le premier scénario

chirurgical, l’étape de dissection de l’ESD, est testé dans un simulateur avec le système

de chef physique. Dans le simulateur, l’utilisateur doit atteindre des positions qui repro-

duisent celles que les bras atteindraient pendant la procédure chirurgicale réelle. Trois

tâches d’atteinte sont définies. L’utilisateur contrôle le système simulé avec l’approche

assistée pour déplacer les sous-systèmes et atteindre le premier objectif avec le bras

non dominant. Ensuite, sans enfreindre le premier objectif, l’utilisateur atteint les deux

objectifs restants, ce qui nécessite de déplacer les sous-systèmes simultanément. La

procédure complexe est assistée par le cadre de contrôle. Pendant la télémanipulation

manuelle, l’utilisateur doit tenir compte de l’architecture couplée, des multiples DOF et

des multiples tâches pour les effecteurs finaux. Les paramètres relatifs à la performance

et au temps sont enregistrés au cours des essais des deux modes de contrôle. Le mode

de contrôle assisté donne de meilleurs résultats en ce qui concerne les paramètres de

la tâche chirurgicale, avec une trajectoire plus douce et une légère pénalité en termes

de temps (fig. C.6). En mode de commande assistée, la tâche du bras non dominant
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n’est pas violée comme en mode manuel. Dans le scénario réel, cela nécessiterait des

mouvements supplémentaires des bras, ce qui augmenterait le nombre de fois où le tissu

est saisi.

Pour le scénario de la coloscopie, l’automatisation complète de la tâche est mise en œu-

vre, en envisageant de s’approcher de la zone suspecte et de déployer un outil de balayage

pour évaluer le tissu. La procédure nécessite le contrôle coordonné de plusieurs sous-

systèmes, le bras et le corps, tout en effectuant un suivi visuel. L’utilisateur doit suivre la

lumière, le tissu suspect et les bras pour approcher et déployer l’outil de balayage. Dans

les expériences réalisées, l’approche de contrôle segmente et suit visuellement la lumière,

le bras et le tissu pour effectuer un asservissement visuel à l’aide de la position de l’image.

L’outil de balayage est ensuite déployé à proximité du tissu et l’expérience est terminée.

Le contrôleur gère l’architecture couplée et définit des problèmes d’optimisation sim-

ilaires pour le contrôleur, de sorte que de multiples expériences ont été réalisées de

manière autonome par le contrôleur (figs. C.7 and C.8).

Les résultats obtenus dans le cadre des deux scénarios chirurgicaux ont permis d’évaluer

le cadre de contrôle proposé dans le cadre d’un suivi physique et d’un simulateur.

C.6 Conclusion

Le contrôleur basé sur le QP permet d’assister et d’effectuer des tâches automatiques

par une interprétation géométrique d’une tâche chirurgicale complexe. L’architecture

couplée et le grand nombre de DOF sont gérés, ce qui permet aux utilisateurs de

se concentrer sur la tâche chirurgicale tandis que le contrôleur relève les défis de la

télémanipulation FSIR.

Les travaux futurs devront inclure des tests plus réalistes avec le côté suiveur, au lieu de

se contenter d’une évaluation sur le simulateur. Ces tests devraient reformuler l’approche

de contrôle pour tenir compte de l’état imprécis du robot et traduire la tâche de posi-

tionnement en contrôle de force. Les non-linéarités du robot FSIR rendent la traduction

du cadre proposé difficile, en particulier lorsque les bras et les tissus interagissent. Des

approches visuelles ont été développées pour estimer l’état du robot. Une intégration

correcte devrait incrémenter la précision du modèle et utiliser à la fois l’état cinématique

et l’état de l’image pour agir avec précision sur le suiveur physique.
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(a)

(b)

Figure C.6: Exemple de distances entre les bras et les objectifs en mode manuel (en
haut) et en mode semi-autonome de contrôle bras-corps (en bas). a) et b) sont des essais
réalisés par deux utilisateurs différents. Les mouvements du corps sont représentés en
gris. dl est la distance entre le bras non dominant et son objectif wp

l
d, dr1 (resp. dr2 )

est la distance entre le bras dominant et son premier objectif wp
r
d1 (resp. deuxième

objectif wp
r
d2). Les distances ne sont représentées que pour les étapes pertinentes. Les

seuils de réalisation des tâches d’atteinte sont représentés par la ligne horizontale en
pointillés roses, de 3 mm. La ligne verticale en pointillés représente la transition entre
le stade I et le stade II de la dissection. Les pointes de flèches rouges représentent la vi-
olation de la tâche chirurgicale après l’intervention chirurgicale wp

l
d a été atteint (après

la ligne verticale en pointillés noirs).La pointe de flèche verte indique une augmentation
de la distance de wp

l
d mais avant que l’objectif d’atteinte par le bras non dominant ne

soit atteint.

L’interprétation géométrique des tâches chirurgicales permet de définir des objectifs

pour le contrôleur, qui sont activés par la commande de l’utilisateur. La prévision
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Figure C.7: Expérience 1 : Erreurs de suivi pendant l’expérience. En vert : distance
de la lumière au centre de l’image. En vert : distance entre l’outil OCT et le centre de
la région d’intérêt. La surbrillance orange compense la translation du bras (après avoir
atteint la translation maximale). La surbrillance cyan indique que l’OCT est sorti du

canal pour atteindre la position d’image souhaitée.

Figure C.8: Expérience 2 : Erreurs de suivi pendant l’expérience. En vert : distance
de la lumière au centre de l’image. En vert : distance entre l’outil OCT et le centre de
la région d’intérêt. La surbrillance orange compense la translation du bras (après avoir
atteint la translation maximale). La surbrillance cyan indique que l’OCT est sorti du

canal pour atteindre la position d’image souhaitée.

de la position de l’outil et la détection de la phase chirurgicale permettraient d’agir

automatiquement. Il est ainsi possible de passer du mode assisté à la téléopération libre.
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Aertbeliën, E. and De Schutter, J. (2014). etasl/etc: A constraint-based task speci-

fication language and robot controller using expression graphs. In 2014 IEEE/RSJ

International Conference on Intelligent Robots and Systems, pages 1540–1546. IEEE.

Agustinos, A., Wolf, R., Long, J.-A., Cinquin, P., and Voros, S. (2014). Visual servoing

of a robotic endoscope holder based on surgical instrument tracking. In 5th IEEE

RAS/EMBS International Conference on Biomedical Robotics and Biomechatronics,

pages 13–18. IEEE.

Ahn, J., Kim, J., Lee, H., Hwang, M., and Kwon, D.-S. (2021). A highly intuitive and

ergonomic redundant joint master device for four-degrees of freedom flexible endo-

scopic surgery robot. The International Journal of Medical Robotics and Computer

Assisted Surgery, 17(1):1–14.

Aimaq, R., Akopian, G., and Kaufman, H. S. (2011). Surgical site infection rates in

laparoscopic versus open colorectal surgery. The American surgeon, 77(10):1290–1294.

136



Bibliography 137

Al-Bander, B., Mathew, A., Magerand, L., Trucco, E., and Manfredi, L. (2022). Real-

time lumen detection for autonomous colonoscopy. In MICCAI Workshop on Imaging

Systems for GI Endoscopy, pages 35–44. Springer.

Alexander III, A. D. (1972). Impacts of telemation on modern society. On Theory and

Practice of Robots and Manipulators, pages 121–136.

Allen, P. K., Timcenko, A., Yoshimi, B., and Michelman, P. (1993). Automated tracking

and grasping of a moving object with a robotic hand-eye system. IEEE Transactions

on Robotics and Automation, 9(2):152–165.

Amini Khoiy, K., Mirbagheri, A., and Farahmand, F. (2016). Automatic tracking of

laparoscopic instruments for autonomous control of a cameraman robot. Minimally

Invasive Therapy & Allied Technologies, 25(3):121–128.

Atallah, S., Hodges, A., and Larach, S. (2018). Direct target notes: prospective applica-

tions for next generation robotic platforms. Techniques in Coloproctology, 22:363–371.

Athiniotis, S., Srivatsan, R., and Choset, H. (2019). Deep q reinforcement learning for

autonomous navigation of surgical snake robot in confined spaces. In Proceedings of

the The Hamlyn Symposium on Medical Robotics, London, UK, pages 23–26.

Attanasio, A., Scaglioni, B., De Momi, E., Fiorini, P., and Valdastri, P. (2021). Au-

tonomy in surgical robotics. Annual Review of Control, Robotics, and Autonomous

Systems, 4:651–679.

Attanasio, A., Scaglioni, B., Leonetti, M., Frangi, A. F., Cross, W., Biyani, C. S., and

Valdastri, P. (2020). Autonomous tissue retraction in robotic assisted minimally in-

vasive surgery–a feasibility study. IEEE Robotics and Automation Letters, 5(4):6528–

6535.

Avellino, I., Bailly, G., Arico, M., Morel, G., and Canlorbe, G. (2020). Multimodal and

mixed control of robotic endoscopes. In Proceedings of the 2020 CHI Conference on

Human Factors in Computing Systems, pages 1–14.

Azizian, M., Khoshnam, M., Najmaei, N., and Patel, R. V. (2014). Visual servoing in

medical robotics: a survey. part i: endoscopic and direct vision imaging–techniques

and applications. The international journal of medical robotics and computer assisted

surgery, 10(3):263–274.



Bibliography 138

Azizian, M., Najmaei, N., Khoshnam, M., and Patel, R. (2015). Visual servoing in

medical robotics: a survey. part ii: tomographic imaging modalities–techniques and

applications. The international journal of medical robotics and computer assisted

surgery, 11(1):67–79.

Babenko, B., Yang, M.-H., and Belongie, S. (2009). Visual tracking with online mul-

tiple instance learning. In 2009 IEEE Conference on computer vision and Pattern

Recognition, pages 983–990. IEEE.

Balasubramanian, S., Melendez-Calderon, A., and Burdet, E. (2011). A robust and sen-

sitive metric for quantifying movement smoothness. IEEE transactions on biomedical

engineering, 59(8):2126–2136.

Balasubramanian, S., Melendez-Calderon, A., Roby-Brami, A., and Burdet, E. (2015).

On the analysis of movement smoothness. Journal of neuroengineering and rehabili-

tation, 12(1):1–11.

Bardou, B., Nageotte, F., Zanne, P., and de Mathelin, M. (2009). Design of a telema-

nipulated system for transluminal surgery. In 2009 Annual International Conference

of the IEEE Engineering in Medicine and Biology Society, pages 5577–5582. IEEE.

Bardou, B., Zanne, P., Nageotte, F., and de Mathelin, M. (2010). Control of a multiple

sections flexible endoscopic system. In 2010 IEEE/RSJ International Conference on

Intelligent Robots and Systems, pages 2345–2350. IEEE.

Barrientos-Diez, J., Dong, X., Axinte, D., and Kell, J. (2021). Real-time kinematics

of continuum robots: modelling and validation. Robotics and Computer-Integrated

Manufacturing, 67:102019.

Bateux, Q., Marchand, E., Leitner, J., Chaumette, F., and Corke, P. (2017). Visual

servoing from deep neural networks. arXiv preprint arXiv:1705.08940.

Bateux, Q., Marchand, E., Leitner, J., Chaumette, F., and Corke, P. (2018). Training

deep neural networks for visual servoing. In 2018 IEEE international conference on

robotics and automation (ICRA), pages 3307–3314. IEEE.

Batmaz, A. U., Falek, M. A., Zorn, L., Nageotte, F., Zanne, P., De Mathelin, M.,

and Dresp-Langley, B. (2017). Novice and expert haptic behaviours while using a



Bibliography 139

robot controlled surgery system. In 2017 13th IASTED International Conference on

Biomedical Engineering (BioMed), pages 94–99. IEEE.

Battaglia, E., Boehm, J., Zheng, Y., Jamieson, A. R., Gahan, J., and Fey, A. M. (2021).

Rethinking autonomous surgery: focusing on enhancement over autonomy. European

urology focus, 7(4):696–705.

Bénard, F., Barkun, A. N., Martel, M., and von Renteln, D. (2018). Systematic review

of colorectal cancer screening guidelines for average-risk adults: Summarizing the

current global recommendations. World journal of gastroenterology, 24(1):124.

Berthet-Rayne, P., Leibrandt, K., Kim, K., Seneci, C. A., Shang, J., and Yang, G.-Z.

(2018). Rolling-joint design optimization for tendon driven snake-like surgical robots.

In 2018 IEEE/RSJ international conference on intelligent robots and systems (IROS),

pages 4964–4971. IEEE.

Bhurwal, A., Bartel, M. J., Heckman, M. G., Diehl, N. N., Raimondo, M., Wallace,

M. B., and Woodward, T. A. (2016). Endoscopic mucosal resection: learning curve

for large nonpolypoid colorectal neoplasia. Gastrointestinal endoscopy, 84(6):959–968.

Bihlmaier, A. (2016). Endoscope robots and automated camera guidance. In Learning

Dynamic Spatial Relations, pages 23–102. Springer.

Bodenstedt, S., Padoy, N., and Hager, G. (2012). Learned partial automation for shared

control in tele-robotic manipulation. In 2012 AAAI Fall Symposium Series.

Bonjer, H., Hop, W., Nelson, H., Sargent, D. J., Lacy, A. M., Castells, A., Guillou,

P. J., Thorpe, H., Brown, J., Delgado, S., et al. (2007). Transatlantic laparoscopi-

cally assisted vs open colectomy trials study group. laparoscopically assisted vs open

colectomy for colon cancer: a meta-analysis. Arch Surg, 142(3):298–303.

Bouyarmane, K., Chappellet, K., Vaillant, J., and Kheddar, A. (2018). Quadratic pro-

gramming for multirobot and task-space force control. IEEE Transactions on Robotics,

35(1):64–77.

Bouyarmane, K. and Kheddar, A. (2011). Using a multi-objective controller to synthesize

simulated humanoid robot motion with changing contact configurations. In 2011

IEEE/RSJ international conference on intelligent robots and systems, pages 4414–

4419. IEEE.



Bibliography 140

Buhl, J. F., Grønhøj, R., Jørgensen, J. K., Mateus, G., Pinto, D., Sørensen, J. K.,

Bøgh, S., and Chrysostomou, D. (2019). A dual-arm collaborative robot system for

the smart factories of the future. Procedia manufacturing, 38:333–340.

Cabras, P., Nageotte, F., Zanne, P., and Doignon, C. (2017). An adaptive and fully

automatic method for estimating the 3d position of bendable instruments using endo-

scopic images. The International Journal of Medical Robotics and Computer Assisted

Surgery, 13(4):e1812.

Cai, P., Yue, X., Wang, M., and Cui, Y. (2022). Hierarchical motion planning at the

acceleration level based on task priority matrix for space robot. Nonlinear Dynamics,

107(3):2309–2326.

Cao, C. G., MacKenzie, C. L., and Payandeh, S. (1996). Task and motion analyses

in endoscopic surgery. In ASME International Mechanical Engineering Congress and

Exposition, volume 15281, pages 583–590. American Society of Mechanical Engineers.

Cao, Y., Liao, C., Tan, A., Gao, Y., Mo, Z., and Gao, F. (2009). Meta-analysis of

endoscopic submucosal dissection versus endoscopic mucosal resection for tumors of

the gastrointestinal tract. Endoscopy, 41(09):751–757.

Caravaca-Mora, O., Zanne, P., Liao, G., Zulina, N., Heroin, L., Zorn, L., De Mathe-

lin, M., Rosa, B., Nageotte, F. P., and Gora, M. J. (2023). Automatic intraluminal

scanning with a steerable endoscopic optical coherence tomography catheter for gas-

troenterology applications. Journal of Optical Microsystems, 3(1):011005.

Caravaca-Mora, O., Zanne, P., Zorn, L., Nageotte, F., Zulina, N., Gravelyn, S., Mont-

gomery, P., De Mathelin, M., Dallemagne, B., and Gora, M. J. (2020). Steerable oct

catheter for real-time assistance during teleoperated endoscopic treatment of colorec-

tal cancer. Biomedical optics express, 11(3):1231–1243.
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K., and Bruyninckx, H. (2007). Constraint-based task specification and estimation for

sensor-based robot systems in the presence of geometric uncertainty. The International

Journal of Robotics Research, 26(5):433–455.
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Résumé

D�s robots intraluminaux fl�xibl�s �t ori�ntabl�s ont été mis au point pour navigu�r, insp�ct�r �t
�ff�ctu�r d�s procédur�s chirurgical�s compl�x�s à l'intéri�ur du systèm� dig�stif du pati�nt,
réduisant ainsi l'incid�nc� él�vé� �t l� taux d� mortalité du canc�r color�ctal. C�s robots sont
général�m�nt composés d� d�ux bras à l'�xtrémité du corps, formant un� archit�ctur� cinématiqu�
couplé� av�c jusqu'à 10 d�grés d� lib�rté. C�tt� thès� s� conc�ntr� sur l� dév�lopp�m�nt d'un�
assistanc� robotiqu� pour r�l�v�r l�s défis (l'archit�ctur� couplé� �t l� nombr� él�vé d� d�grés d�
lib�rté) d�s robots intraluminaux fl�xibl�s �t ori�ntabl�s dans d�s �nvironn�m�nts chirurgicaux
compl�x�s, �n réduisant l�s risqu� associés à d�s procédur�s chirurgical�s compl�x�s, t�ll�s qu�
l'étap� d� diss�ction d� la diss�ction sous-muqu�us� �ndoscopiqu� �t l� cas d� la coloscopi� �t d�
la biopsi�. Un� modélisation d�s tâch�s chirurgical�s �st proposé� afin d� l�s formul�r sous form�
d'obj�ctifs �t d� contraint�s dans un� command� basé� optimisation. Un� étud� d� validation av�c
10 suj�ts pour l� cas d� la diss�ction montr� un� m�ill�ur� p�rformanc� d� la tâch� chirurgical�
av�c un� légèr� pénalité t�mpor�ll�, �n comparaison av�c l� mod� manu�l dans un �nvironn�m�nt
simulé. Dans l� cas d� la coloscopi� �t d� la biopsi�, l�s résultats montr�nt qu� pour un modèl� d�
côlon réalist�, la tâch� chirurgical� p�ut êtr� �xécuté� automatiqu�m�nt grâc� au contrôl�
coordonné proposé. L�s travaux futurs d�vront réalis�r un� validation approfondi� d�s approch�s d�
command� proposé�s �n vu� d'un transf�rt précliniqu� �t cliniqu�.

Résumé �n anglais

Fl�xibl� st��rabl� intraluminal robots hav� b��n d�v�lop�d to navigat�, insp�ct and p�rform
compl�x surgical proc�dur�s insid� th� pati�nt's dig�stiv� syst�m, r�ducing th� high incid�nc� and
mortality rat� of color�ctal canc�r. Fl�xibl� st��rabl� intraluminal robots ar� typically compos�d of
two arms at th� tip of th� body, forming a coupl�d kin�matic archit�ctur� with up to 10 d�gr��s of
fr��dom. This th�sis focus�s on th� d�v�lopm�nt of robotic assistanc� to handl� th� chall�ng�s (th�
coupl�d archit�ctur� and th� high numb�r of d�gr��s of fr��dom) of Fl�xibl� st��rabl� intraluminal
robots in compl�x surgical �nvironm�nts, r�ducing th� risk of corr�ctly p�rforming compl�x surgical
proc�dur�s, such as th� diss�ction stag� of �ndoscopic submucosal diss�ction and th� colonoscopy
and biopsy cas�. W� mod�l th� surgical tasks and formulat� th�m as obj�ctiv�s and constraints in
an optimization-bas�d control fram�work bas�d on th� task-function approach. A validation study
with 10 subj�cts for th� diss�ction cas� shows a b�tt�r p�rformanc� of th� surgical task at a tim�
p�nalty, in comparison with th� manual mod� in a simulat�d �nvironm�nt. In th� colonoscopy and
biopsy cas�, r�sults show that for a r�alistic colon mod�l, th� surgical task can b� p�rform�d
automatically by coordinat�d control in a b�nchtop �xp�rim�nt. Futur� work should p�rform in-d�pth
validation of th� propos�d control approach�s for pr�clinical and clinical transf�r.
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