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Aperçu

Titre : Récolte d’énergie par les moteurs quantiques spintroniques

MotsClés : Spintronique, ThermodynamiqueQuantique, JonctionsMagnétiques Tunnel, Démon
deMaxwell, Boites Quantiques, Fluctuations Quantiques, Mesure Quantique, Intrication, Cohérence
Quantique, Électronique Stochastique, Blocage de Coulomb, Magnétorésistance, Memristance.

Résumé : Cette thèse a pour but d’apporter
des éléments de compréhension sur le fonction-
nement des moteurs quantiques spintroniques.
Le moteur quantique spintronique est un dis-
positif novateur qui a récemment présenté la
génération spontanée d’un courant électrique
associé à une tension à vide et semble donc
générer une puissance électrique sans apport ex-
terne d’énergie. Ce comportement contre intu-
itif qui semble aller à l’encontre de la seconde
loi de la thermodynamique reste encore inex-
pliqué sur le plan théorique et mérite que les
expériences soient reproduites et développées
afin de confirmer cette génération d’énergie et
d’identifier lesmécanismes à l’oeuvre qui perme-
ttent l’émergence de ce phénomène. L’objectif de
cette thèse est donc double. D’abord, pour le vo-
let expérimental, l’enjeu était de répéter des ex-
périences de magnéto-transport sur de nouvelles
jonctions tunnel MgO présentant des impuretés
de carbone dans le but d’identifier les signatures
électroniques déterminantes pour le fonction-
nement du moteur. Puis, pour le volet théorique,
le but était de proposer des modèles permet-
tant de rendre compte de la génération d’énergie,
en identifiant notamment les ressources hors-
équilibre utilisées par le dispositif afin d’assurer
la production constante d’énergie dans le cadre
des limites thermodynamiques.

Le manuscrit est divisé en trois parties. La
première partie consiste en une revue de l’état de
l’art relatif à la fois à la spintronique et aux mo-
teurs quantiques en vue d’introduire le moteur

spintronique et son fonctionnement. Le Chapitre
1 rend compte des fondations de la physique
décrivant le transport spintronique au travers
des jonctions magnétiques tunnel. Le Chapitre
2 décrit les bases de la thermodynamique quan-
tique, qui apparaît comme le cadre adéquat à la
description fine des ressources consommées par
le moteur. Le Chapitre 3 fait état des princi-
pales pistes de recherche en cours concernant le
développement à la fois théorique et expérimen-
tal des moteurs quantiques. Enfin, en s’appuyant
sur les concepts décrits dans ces trois mises en
bouche, le Chapitre 4 expose l’architecture du
moteur spintronique, les résultats expérimen-
taux obtenus précédemment sur ces dispositifs
et les idées générales qui aspirent à expliquer la
génération d’énergie permise par ce moteur.

La seconde partie est consacrée aux expéri-
ences réalisées pour ce travail de thèse. Le
Chapitre 5 présente brièvement les méthodes
expérimentales utilisées pour la fabrication et
l’analyse des échantillons étudiés. Le Chapitre
6 dévoile les résultats des expériences et mon-
tre comment les jonctions magnétiques tunnel
étudiées peuvent servir de système de stock-
age d’information. Le Chapitre 7 discute de
l’interprétation de ces résultats et identifie les
mécanismes atomiques à l’origine des signaux
électroniques observés lors des expériences.

La troisième partie est dédiée aux travaux
théoriques effectués en vue de comprendre le
fonctionnement des moteurs spintronique. Le
Chapitre 8 propose un modèle quantique du
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transport au travers d’impuretés atomiques lo-
calisées dans la barrière isolante de jonctions fer-
romagnétiques qui prédit correctement la puis-
sance délivrée par le moteur spintronique ali-
menté naturellement par une différence de po-
tentiel de spin. Le Chapitre 9 établit ensuite un
modèle diffusif mésoscopique dans lequel une
diode de spin permet de rectifier les fluctua-
tions thermiques du courant pour produire de
la puissance et de récolter l’énergie du champ
magnétique d’interface maintenu par la non-
colinéarité de l’aimantation des deux électrodes
ferromagnétiques. Puis le Chapitre 10 présente
un modèle électronique macroscopique qui rend
compte de la génération d’énergie permise par
deux diodes de spin connectées à des réservoirs

d’aimantation différentes. Enfin le Chapitre 11
discutent des perspectives qu’ouvrent le présent
travail de recherche et esquisse les pistes à suivre
pour répondre aux questions qui restent en sus-
pens.

L’Appendice A1 recueille des résultats
d’expérience additionnels utilisés pour sup-
porter l’interprétation des signatures électron-
iques avancées au Chapitre 7. L’Appendice
A2 contient le détail des calculs nécessaires à
l’établissement de la théorie du moteur spin-
tronique quantique présentée au Chapitre 8.
L’Appendice A3 est rempli de données de sim-
ulation supplémentaires servant de support à la
preuve numérique du fonctionnement du mo-
teur quantique développé au Chapitre 8.
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Outline

Title: Quantum Spintronic Energy Harvesters

Keywords: Spintronics, Quantum Thermodynamics, Magnetic Tunnel Junctions, Maxwell’s De-
mon, QuantumDots, QuantumFluctuations, QuantumMeasurement, QuantumEntanglement, Quan-
tum Coherence, Stochastic Electronics, Coulomb Blockade, Magnetoresistance, Memristance.

Outline : This thesis aims at bringing new
elements towards the understanding of the in-
ner workings of quantum spintronic engines.
The quantum spintronic engine is a cutting edge
device which recently behaved as an electri-
cal current generator featuring a built-in volt-
age such that it delivers a constant power out-
put without requiring any external energy in-
put. This counter-intuitive result which seems
to go against the second law of thermodynamics
remains unexplained on the theoretical footing
and deserves additional experiments to repro-
duce and improve this result so that the mecha-
nisms responsible for this energy generation be
identified. The objective of this thesis is thus
double. First, for the experimental part, the stake
is to repeat the magneto-transport experiments
on newMgOmagnetic tunnel junctions contain-
ing carbon impurities in order to identify the
electronic signatures that are required for the
engine to work. Then, for the theoretical part,
the goal is to propose different models able to
explain this active behavior and in particular
identify the non-equilibrium resources used by
the device to produce a constant energy output
within the limits of thermodynamics.

The manuscript is divided into three parts.
The first part gives an overview of the state-of-
the-art related to both spintronics and quantum
thermodynamics in order to introduce the spin-
tronic engine and its inner mechanisms. Chap-
ter 1 introduces the underlying physics that gov-
ern spintronic transport across magnetic tun-

nel junctions. Chapter 2 describes the basis
of quantum thermodynamics, which appears as
the adequate framework to study the resources
consumed by the engine. Chapter 3 presents
the main ongoing research leads regarding both
the theoretical and experimental development of
quantum engines. Chapter 4 showcases the ar-
chitecture of the spintronic engine, the previous
experimental results obtained on those devices
and the general ideas that explains the energy
generation observed in this engine.

The second part focuses on the experiments
performed during this laboratory thesis. Chap-
ter 5 briefly presents the experimental methods
used to fabricate and analyze the samples studied
in this work. Chapter 6 reveals the results of the
experiments and shows how themagnetic tunnel
junctions can be used as an information storage
device. Chapter 7 discusses the interpretation
of these results and identifies the atomic mecha-
nisms that generate the observed electronic sig-
nals.

The third part is dedicated to the theoretical
work performed in order to understand the elec-
trical power generation of spintronic engines.
Chapter 8 studies a quantum model of trans-
port across atomic impurities localized inside the
insulating barrier of ferromagnetic tunnel junc-
tions and correctly predicts the output deliv-
ered by the spintronic engine, structurally pow-
ered by a spin potential. Chapter 9 proposes
a diffusive mesoscopic model in which a spin
diode is rectifying current fluctuations to pro-
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duce electronic power and harvests the mag-
netic energy stored in the vicinity of an inter-
face, self-sustained by the magnetization differ-
ence between the two electrodes. Then, Chap-
ter 10 presents a macroscopic electronic model
that shows the generating ability of a device con-
sisting of two spin diodes connected to two spin
reservoirs with differentmagnetizations. Finally,
Chapter 11 discusses the perspectives opened by
this research work and addresses the leads to an-

swer the questions that remain after this work.
Appendix A1 gathers additional experimen-

tal results used to support the interpretation of
the electronic signatures presented in Chapter
7. Appendix A2 contains the calculation details
necessary to establish the atomic theory of the
quantum spintronic engine presented in Chap-
ter 8. Appendix A3 is filled with simulation data
supporting the numerical proof of energy gener-
ation of the model presented in Chapter 8.
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Résumé

Les moteurs quantiques génèrent beaucoup d’entrain car ils promettent de réaliser des
sources d’énergie abondantes, denses, microscopiques, non-intermittentes, économes en
matériaux et respectueuses de l’environnement. Cette thèse tente d’abord de reproduire les
expériences ayant démontré la récolte d’énergie par un moteur spintronique reposant sur
des jonctions ferromagnétiques tunnel contenant des impuretés magnétiques sujettes à des
fluctuations électroniques. Cette étude n’a pas permis de mettre en évidence des disposi-
tifs actifs, néanmoins les jonctions considérées ont présenté des caractéristiques physiques
remarquables pour le stockage de l’information.

Dans une seconde partie, ce travail propose trois modèles théoriques qui permettent
d’expliquer l’origine de la génération d’énergie observée dans ces dispositifs. Le premier
est un modèle quantique microscopique dans lequel une chaîne de spin connectée à deux
réservoirs électroniques polarisés et prédit correctement l’ordre de grandeur de la puissance
mesurée dans ces moteurs. Le second est un modèle phénoménologique mésoscopique qui
repose sur une diode de spin rectifiant les phénomènes magnétiques localisés à l’interface
entre deux électrodes ferromagnétiques désalignées. Et le troisième est un modèle électron-
ique macroscopique qui étudie la caractéristique de deux diodes de spin orientées dans le
sens inverse et connectées à deux réservoirs d’aimantations opposées.

Les conclusions similaires de ces trois approches montrent donc la possibilité de ré-
colter l’énergie magnétique provenant de l’alignement progressif de deux électrodes fer-
romagnétiques grâce aux propriétés d’une interface microscopique rectifiant le transport
spintronique. Cette recherche ouvre la voie à de nouvelles expériences en vue d’étudier
le micromagnétisme de ces interfaces et posent de nouvelles questions théoriques quant à
l’exploitation de phénomènes quantiques non-linéaires hors équilibre pour développer de
nouvelles sources d’énergie potentiellement illimitée.
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Abstract

Quantum engines have attracted extensive research as they provide a glimpse of abun-
dant, continuous, dense, microscopic, material-efficient, and environmentally friendly power
sources. The first intent of this thesis is to reproduce the experiments that proved the
concept of energy harvesting using a spintronic engine based on ferromagnetic tunnel
junctions containing magnetic impurities undergoing electronic fluctuations. Although
the present study does not report any active device, the considered junctions presented
remarkable physical characteristics for information storage.

In a second part, this work proposes three theoretical models that explain the energy
generation observed in these spintronic devices. The first is a microscopic quantum model
in which a spin chain is connected to two spin-polarized electronic reservoirs and correctly
predicts themagnitude of the output powermeasured in the experiments. The second one is
a phenomenological mesoscopic model based on a spin diode rectifying the magnetic phe-
nomena at the interface between two misaligned ferromagnetic electrodes. And the third
one is an electronic macroscopic model which studies the characteristic of two spin diodes
in the antiparallel configuration connected to two reservoirs with different magnetizations.

The concomitant conclusions of those three approaches thus show the possibility of
harvesting the magnetic energy that originates from the slow alignment of two ferromag-
netic electrodes due to the quantum properties of a microscopic interface able to rectify
the spin current. This research paves the way to new experiments that aim at probing the
micromagnetism of those interfaces and opens up to new theoretical questions regarding
non-linear, out-of-equilibrium quantum phenomena which could be leveraged to develop
new potentially unlimited energy sources.
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« La nature, même dans le chaos, ne peut procéder autrement que régulière-
ment et selon l’ordre. »

Emmanuel Kant
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Avant-propos

Cette thèse est le prolongement naturel du stage de fin d’étude que j’ai effectué à l’IPCMS
dans le cadre de la quatrième année de formation d’ingénieur de l’Ecole Polytechnique,
passée au sein du master ICFP de l’Institut Polytechnique de Paris, hébergé par l’Ecole
Normale Supérieure.

Étant très concerné par les perspectives de déclin civilisationnel dans cette période post-
moderne caractérisée par une société en crise permanente, j’ai un intérêt très fort pour
tout ce qui concerne les problématiques environnementales. Convaincu que le plus grand
défi de l’humanité sera de faire face à la raréfaction des ressources et à la destruction des
écosystèmes dans un monde au climat instable et soulevé par des conflits géopolitiques
d’intensités grandissantes, le sujet de l’adaptation à des conditions matérielles de vie dé-
gradées est pour moi central si nous voulons ensemble maintenir notre confort et garantir
la stabilité de notre organisation collective. Face à ces enjeux colossaux, je me suis fixé
comme objectif de vie la quête de nouvelles façons innovantes et résilientes de produire et
de manipuler l’énergie. Cette aspiration, en conjonction avec mon profond désir d’explorer
les mystères du monde quantique m’ont de suite mené vers ce projet, dès le début de mon
master. Parmi tous les sujets de physique fondamentale ou appliquée qui se proposaient à
moi lors de mes études, aucun autre ne me paraissait s’aligner aussi bien avec à la fois ma
quête de sens et mon attrait pour la plus contre intuitive des physiques. C’est donc tout
naturellement que je me suis orienté très tôt vers ce projet qui s’accorde parfaitement avec
mes valeurs morales en ce qu’il promet de réaliser à terme des dispositifs qui pourraient
être au cœur d’une prochaine révolution industrielle.

Ayant beaucoup apprécié le travail de recherche effectué lors du stage, j’ai alors cherché
un financement pour continuer sur ce même sujet, et j’ai eu la chance de voir mon dossier
retenu pour l’obtention d’une bourse au travers du programme AMX de l’Ecole Polytech-
nique. C’est ainsi que j’ai été recruté initialement afin d’effectuer un travail expérimental
sur une implémentation des moteurs quantiques spintroniques. Mon désir initial était ef-
fectivement de mener des expériences en laboratoire car j’avais le désir de me détacher des
écrans, des équations et du monde des idées après ces longues années d’études afin de pou-
voir enfin décoller de ma chaise et travailler avec mes mains pour avoir un impact matériel
dans le monde réel. L’objectif initial était donc de fabriquer des jonctions ferromagné-
tiques tunnel oxide présentant des impuretés magnétiques et des interfaces polarisées puis
d’analyser leur réponse électronique et magnétique en vue de reproduire pour valider les
résultats d’expériences de mes prédécesseurs et de gagner plus d’intuitions sur leurs struc-
tures et leur fonctionnement afin d’améliorer la reproductibilité et d’orienter la recherche
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vers l’établissement de dispositifs plus performants.

Après plus d’un an à travailler sur ce volet expérimental, je me suis alors trouvé face à
plusieurs difficultés. D’une part, bien que les dispositifs étudiés présentaient des caractéris-
tiques intéressantes à la fois en termes fondamentaux et applicatifs, encore peu répertoriés
dans la littérature, je ne parvenais pas à observer l’effet de génération d’énergie recher-
ché et je commençais alors à me décourager face aux centaines d’heures de travail que je
mettais dans la fabrication et l’analyse de ces échantillons et qui se traduisaient souvent
par des échecs : lithographies défaillantes, gravures incertaines, connexions au circuit élec-
trique hasardeuses et fastidieuses pour finir avec l’essentiel des jonctions sans intérêt : soit
ohmiques, soit en circuit ouvert. Au début de ma deuxième année de thèse, alors que je
commençais à me questionner sur ce projet de laboratoire, le compresseur utilisé pour les
expériences de transport a cessé de fonctionner, ce qui a interrompu mon travail expéri-
mental, pour une durée indéterminée estimée à au moins quelques mois. J’avais alors déjà
commencé à réfléchir à un modèle afin d’expliquer le fonctionnement du moteur, en lien
avec tous les articles de recherche sur les machines thermiques quantiques que j’avais par-
courus jusqu’à lors. L’impossibilité pour moi de continuer les expériences m’a donc amené
à me concentrer sur l’identification théoriques des ressources nécessaires au moteur et à la
mise en équation de ces dispositifs. Il s’est ensuite rapidement avéré que je tenais unmodèle
quantique intéressant, novateur et prometteur qui pourrait permettre d’expliquer les résul-
tats et, avec mon tuteur, nous avons donc naturellement convenu que mon sujet de thèse
se réorienta entièrement sur la théorie relative à ces moteurs quantiques spintroniques.

Je me suis dès lors attelé à développer en premier le modèle quantique microscopique
que je présente dans ce manuscrit et qui montre comment récupérer l’énergie de la co-
hérence quantique induite par thermalisation au moyen de la mesure quantique. Étant le
seul théoricien dans une équipe principalement formée d’expérimentalistes, je me suis alors
trouvé face à un manque d’interlocuteurs aptes à évaluer, critiquer et valider ou corriger
mon travail. Je me suis alors tourné vers Cyril Elouard de l’Université de Nancy, qui m’a
alors beaucoup aidé pour affiner mon modèle microscopique jusqu’à la publication de mon
article sur le sujet.

Après ce premier travail, je me suis alors rendu compte de la difficulté et de l’importance
de lier les différentes communautés de spintronique et de thermodynamique quantique en-
tre elles afin de pouvoir fédérer autour de ce sujet que je juge crucial et j’ai donc entrepris de
formuler un modèle plus simple qui pourrait permettre de simplifier mon discours afin de le
rendre plus abordable auprès de chacune de ces deux branches. J’ai alors eu l’idée dumodèle
électronique macroscopique reposant sur deux spin diodes branchées en parallèles et étudié
grâce au formalisme de thermodynamique stochastique. Suite à cette première ébauche,
j’ai alors pris conseil auprès de Jean-Eric Wegrowe de l’Ecole Polytechnique qui m’a ori-
enté vers le troisième modèle que je présente basé sur une approche phénoménologique
essentiellement spintronique.

Finalement, je m’estime fier du travail que j’ai pu réaliser tout au long de cette thèse
transdisciplinaire thèse très riche qui m’a permis de gagner une expertise certaine dans des
branches très variées de la physique tout en m’initiant à un premier travail expérimental
d’envergure.



Introduction

The rapid advancement in fields like communication, computing, transportation, clean
energy, among others, is largely driven by the transformative impact of semiconductors.
These materials, often dubbed as the nerve center of modern electronics, enable the cre-
ation of progressively complex products at reduced costs. Examples of these advancements
include neuromorphic computing, Internet of Things (IoT), energy harvesting devices, au-
tomation, energy-efficient sensors, robotics, and artificial intelligence (AI). These technolo-
gies have the potential to drastically change society. Among these emerging fields, spin-
tronics, an area focusing on electron spin-based electronics, offers significant support.

In particular, recent progress has showcased the ability to leverage spintronics as a
powerful platform to develop new kinds of energy devices, either behaving as engines that
harvest the surrounding thermal [1, 2, 3, 4] or electromagnetic radiations [4, 5, 6], or as
batteries that store energy as a form of magnetic structures embedded within the devices
[7, 8, 9].

In parallel, the emerging field of quantum thermodynamics has risen from the possi-
bility to design quantum thermal machines [10], able to produce work at the nanoscale by
harnessing additional resources that are specific to the quantum world such as quantum
coherence [11, 12, 13] or quantum measurements [14, 15, 16].

From this perspective, A. Auffèves, one of the leaders in the field, recently argues [17]
that quantum technologies must urgently plan for the creation and structuration of a trans-
verse quantum energy initiative, connecting quantum thermodynamics, quantum informa-
tion science, quantum physics, and engineering. Such an initiative is the only path towards
energy-efficient, sustainable quantum technologies, and to possibly bring out an energetic
quantum advantage.

In this context, my team at IPCMS is currently working on bridging the field of spintron-
ics with quantum thermodynamics in the hope of designing groundbreaking technologies
that challenges this issue of energy and our impact on the environment. Initially focused
on building new spintronic information devices, the story behind my team’s project be-
gan in 2019 [18] when the group found a surprising electrical behavior in a fairly standard
magnetic tunnel junction, a device made with two ferromagnetic electrodes separated by
a tunnel barrier. This junction behaved as an engine, generating a continuous electrical
current and voltage at ambient temperature with no direct energy input.

Since then, the team has tried to reproduce those results in different setups and give
thermodynamical explanations of this so-called spintronic engine. In particular, they achieved
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to engineer a much more powerful device generating up to 100 nW of power (represent-
ing a 1000x increase compared to the original implementation) by using molecular instead
of oxide magnetic tunnel junctions [19]. Although these experiments are exciting, much
progress remains to be made in order to make these proof-of-principles a real technology
and understand completely the physics behind these results.

The origin of such an active behavior remains largely unexplained yet, but several cru-
cial ingredients have been highlighted. The architecture of the spintronic engine must be
composed of three main elements: a pair of ferromagnetic electrodes, a barrier containing
atomic centers magnetically oriented, and a spintronic selector at the interface between
the ferromagnets and the barrier which acts as a spintronic filter mediating the interaction
between the atomic centers and the electrodes.

To gain significant traction in the scientific community, the research first needs to be
directed towards the development of systematic and reliable protocols that would facilitate
the routine production of these spintronic engines. An accumulation of proofs and working
devices would indeed be a convincing argument that such an abundant and dense energy
source can be practically realized and is not a mirage originating from a faulty experimen-
tal setup. Secondly, a convincing description of the device operation is still lacking; impor-
tantly, according to the laws of thermodynamics, the resource, the fuel which the engine
needs to consume in order to produce this electrical power has not been clearly identified
yet. A comprehensive, consistent, economic framework able to explain the inner-working
of the spintronic engine is therefore missing to demystify the results of the experiments and
give predictive insights on the efficiencies of these machines so as to guide their conception.

The work presented in this thesis aims to address these two challenges. The original
main objective was experimental, with a preliminary goal of first reproducing the experi-
ments on oxide junctions and improving their reliability and fabrication process. Then, as
new conceptual ideas were being investigated and integrated on the theory side, the interest
shifted towards building minimalist models, with as few out-of-equilibrium assumptions as
possible, able to quantitatively predict an active device delivering a sizable output power
using ingredients of spintronics and quantum thermodynamics.

This manuscript is organized in three parts. In Part I, we present the concepts needed
to understand the technical details of this work and review the science that led to the spin-
tronic engine. In Part II, we report on the experimental results obtained on oxide junctions
and in Part III, we develop three complementary approaches that describe the engine at
different scales and reveal the essential features of the device which allow for its generative
behavior.
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Chapter 1

Spintronic transport across Magnetic
Tunnel Junctions

The electron spin, a quantum mechanical property, is a crucial aspect of quantum devices’
functionality and underlines permanent magnetism. This has led to the development of
a new branch of electronics known as spintronics, which operates based on the connec-
tion between spin degrees of freedom and electron charge, unlike conventional electronics
which operate based on the motion and charge properties of electrons. Spintronics is also
closely linked to magnetism. Recent advancements in the field of spintronics have the po-
tential to impact key areas of information technology and microelectronics, including non-
volatile memories, magnetic sensors, microwave devices, beyond-CMOS logic, and more.
Spintronic devices promise to enhance the speed and storage capacity of devices and have
the potential to bring quantum physics to application.

The discovery of "giant magnetoresistance" (GMR) by Albert Fert [20] and Peter Grün-
berg [21] in 1988 is the origin of the development of spin-based electronics. This technology
involves a mechanism called a spin valve, which controls current flow based on the magne-
tization direction of layers within a thin film stack. The GMR effect has been widely used
in magnetic recording for computer hard drives, revolutionizing the data storage industry.
The first commercial use of GMR-based sensor technology was by IBM in 1997, which re-
leased a hard disk drive with a storage capacity of 16.8 Gb. In 2007, Fert and Grünberg were
awarded the Nobel Prize in Physics for their contributions [22].

Spintronics has evolved over time, and now hard disk read heads primarily employ tun-
neling magneto-resistance (TMR) instead of GMR. TMR devices are based on extremely
thin insulating barriers, mere nanometers thick, placed between ferromagnetic electrodes.
This thin insulator results in a spin-conserved tunneling of the electrons from one ferro-
magnetic element to another that is very sensitive to interface changes. These TMR devices
are typically referred to as magnetic tunnel junctions (MTJs).

This Chapter first reviews the physics ofMTJs to see the typical behaviors one can ob-
tain in magneto-transport experiments on those devices. This work focuses on two kinds of
devices: MgO oxide junctions containing atomic impurities and molecular junctions based
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on phthalocyanine molecules, which are considered as promising candidates to build spin-
tronic engines. A particular emphasis will also be given on the properties of interfaces
with a ferromagnetic metal as their fine tuning seems to be a crucial ingredient towards
engineering powerful engines.

1.1 Tunneling Magnetoresistance in Magnetic Tunnel
Junctions

1.1.1 Tunneling Magnetoresistance

Tunneling magnetoresistance (TMR) is a quantum mechanical phenomenon that describes
the dependence of the resistance of the MTJ on the relative orientation of the magnetiza-
tions in the two ferromagnetic layers. When the magnetizations are parallel, the resistance
is generally low, and when they are antiparallel, the resistance is generally high [23] (see
Figure 1.1). This allows the MTJ to be switched between high and low resistance states. The
magnitude of the TMR effect is measured by the ratio between the resistance in the par-
allel and the anti-parallel states. It is related to the spin polarization of the ferromagnetic
electrodes, such that higher spin polarization leads to larger TMR ratios.

Figure 1.1: TunnelMagnetoresistance. Sketch of the density of states of the left and right
ferromagnetic electrodes in the parallel case in (a) and in the anti-parallel case in (b).

The Julliere model is a simple model used to estimate the magnitude of the TMR in
MTJs. It is based on two main assumptions:

• The spin of electrons is conserved during the tunneling process. Tunneling of up-
spin and down-spin electrons are independent processes, so the conductance occurs
through two independent spin channels.

• The conductance for a particular spin orientation is proportional to the product of the
effective density of states of the two ferromagnetic electrodes, which corresponds to
the Fermi golden rule.
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According to these assumptions, the TMR ratio can be expressed as:

TMR :=
RAP −RP

RP

=
2P1P2

1− P1P2

(1.1)

where RP and RAP are the resistances of the parallel and anti-parallel states, and P1 and
P2 are the spin polarizations of the two ferromagnetic electrodes. The spin polarization is
defined as P = (N↑ − N↓)/(N↑ + N↓), where N↑ and N↓ are the densities of states at the
Fermi level for majority andminority spins, respectively. The Julliere model provides a sim-
ple way to estimate TMR from the known values of spin polarization of the ferromagnetic
electrodes obtained in experiments on superconductors. However, it does not take into ac-
count the details of the tunneling process and the properties of the insulating barrier, it
does not accurately describe the magnetoconductance of free electrons tunneling through
a barrier and the band electrons shows features not well described by any free electron
picture [24, 25]. Henceforth, more sophisticated descriptions of spin-dependent tunneling
like the Slonczewski model are generally needed [26, 25]. In the limit of thick barriers, this
model gives an expression for TMR similar to Julliere’s, but with a different definition of
the spin polarization [27].

1.1.2 Experimental advances in Magnetic Tunnel Junctions

The first MTJ devices were introduced in 1995 by Moodera [28] and Miyazaki and Tezuka
[29], who independently used amorphous alumina Al3O3 as barrier material. This produced
a TMR amplitude of about 10% at room temperature. Efforts to improve the TMRmagnitude
involved enhancing the device interfaces with Al3O3 films to improve homogeneity and
roughness and decrease defects. The major advancement in MTJs was the switch from an
amorphous tunnel barrier (AlOx) to a crystalline Magnesium Oxide (MgO) barrier layer
which helped preserve the electron’s orbital character, leading to higher TMR values [30,
31], with a present record of 600% TMR at 295 K [32].

Since then, MTJs have seen significant experimental advances in recent years:

• Ion beam etch processes have been used for forming MTJ structures, resulting in
improved performance and reliability.

• Nanoscale skyrmions have been directly observed in CoFeB/MgO-based MTJ devices
at room temperature [33].

• MTJs with amorphous AlOx tunnel barriers have exhibited significant TMR ratios of
nearly 100% at room temperature [34, 35].

• Synthetic antiferromagnet structures with the reference layer have been used to can-
cel stray magnetic fields in MTJs, mitigating their effect on device performance [36].

These advances in materials, fabrication techniques, and device architectures have led to
improved performance, reliability, and energy efficiency of MTJs, enabling their use in a
wide range of applications. Latest developments include:
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• Magnetic Random Access Memory (MRAM): MTJs are the core storage elements in
MRAM, a non-volatile memory technology that combines the speed of SRAM, density
of DRAM, and non-volatility of flash memory [37, 38]. MRAM offers high-speed
read/write, low power consumption, and unlimited endurance.

• Spin-Transfer Torque MRAM (STT-MRAM): MTJs can be switched on/off using a
spin-polarized current flowing across the junction, enabling STT-MRAM which has
higher density and lower power consumption compared to conventional MRAM [37,
38].

• Spin-Orbit Torque MRAM (SOT-MRAM): By utilizing spin-orbit torques generated
by a current flowing across one of the MTJ electrodes, SOT-MRAM achieves ultrafast
switching (sub-ns) of MTJs with narrow statistical distributions, which is promising
for high-performance embedded memories [39, 40, 41, 42].

• Magnetic Sensors: The tunneling magnetoresistance effect in MTJs allows them to be
used as highly sensitive magnetic field sensors, e.g. in hard disk read heads [38].

• Random Number Generators (RNGs): The stochastic switching behavior of super-
paramagnetic MTJs can be harnessed for true random number generation, useful in
cryptography and probabilistic computing [37].

• Analog-to-Digital Converters (ADCs): MTJs exhibit a linear resistance response to
applied voltage, enabling their use in high-resolution ADCs with low power con-
sumption [37].

• Neuromorphic Computing: The tunable resistance states of MTJs can emulate the
weighted connections in artificial neural networks for energy-efficient cognitive com-
puting [37].

While MTJs have shown promise in various applications, overcoming limitations through
advancements in materials, fabrication techniques, and device architectures is crucial for
their widespread adoption in next-generation spintronic devices. Challenges involve:

• Achieving low dimensions and scalability: Maintaining bit stability while downscal-
ing the magnetic volumes of MTJs is a challenge due to spontaneous switching of
magnetization at smaller dimensions [43]. The present record holds for 2 nm lateral
size junctions [44].

• Fabricating high-quality MTJs at extremely small scales is difficult. Long-term re-
liability and endurance: MTJs can suffer from reliability issues over time, such as
degradation of the tunnel barrier, leading to a decrease in TMR ratio and device per-
formance [45, 46, 47].

• Energy efficiency: While MTJs offer lower power consumption compared to some
technologies, further improvements in energy efficiency are needed, especially for
high-density memory and computing applications [48].
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• Fabrication challenges: Achieving good quality MTJ structures with high TMR ra-
tios requires precise control over the fabrication process, including the deposition of
ultrathin tunnel barriers and control of interfacial properties [45, 48].

• Integration challenges: Integrating a large number of highly coherentMTJs with con-
trol and readout electronics is a fundamental challenge, especially for scaling up to
practical applications [48].

• Addressing and switching challenges: Proper addressing of MTJs without disturb-
ing neighboring cells and achieving reliable, low-power switching are ongoing chal-
lenges, particularly for high-density memory arrays [43].

1.1.3 Phenomenological theory of Magnetic Tunnel Junctions

The canonical theory explaining GMR and TMRwas initially proposed by Thierry Valet and
Albert Fert in the early 1990s [49]. The model is a theoretical framework used to describe
spin-dependent transport and magnetoresistance effects in magnetic multilayers and spin-
valve structures. The key aspects of the Valet-Fert model are:

• Diffusive transport regime: the model assumes that the electron transport in the fer-
romagnetic and non-magnetic layers occurs in the diffusive regime, where the mean
free path of electrons is much shorter than the layer thicknesses.

• Spin accumulation: The model considers the spin accumulation that occurs at the
interfaces between ferromagnetic and non-magnetic layers due to the difference in
conductivities for majority and minority spin electrons.

• Spin-dependent scattering: It incorporates spin-dependent scattering parameters, such
as the spin asymmetry coefficients and spin diffusion lengths, to account for the dif-
ferent scattering rates of majority and minority spin electrons in the ferromagnetic
layers.

• Current-perpendicular-to-plane (CPP) geometry: The Valet-Fert model is particularly
useful for describing the GMR effect in the CPP geometry, where the current flows
perpendicular to the plane of the multilayer structure.

• Magnetoresistance calculation: By solving the diffusion equations for spin-up and
spin-down electrons, the model allows for the calculation of the magnetoresistance
ratio in magnetic multilayers and spin-valves, providing insights into the dependence
on layer thicknesses, interface properties, and spin-dependent scattering parameters.

While originally developed for GMR in metallic multilayers, the Valet-Fert model has been
extended and adapted to describe spin-dependent transport in other spintronic devices,
such as MTJs [50, 51]. Some key modern extensions include:
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• Spin-Dependent Interfacial Effects: Extensions have been made to incorporate the in-
fluence of the insulating barriermaterial and the quality of the ferromagnetic electrode-
barrier interfaces on the TMR effect. The spin polarization and density of states at
the interfaces play a crucial role in determining the TMR [52].

• Spin-Transfer Torque (STT): The Valet-Fert model has been combined with the Slon-
czewski equation of motion to describe spin-transfer torque effects in MTJs. This is
essential for understanding and optimizing STT-MRAM devices [53].

• Half-Metallic Electrodes: The model has been adapted to account for the use of half-
metallic ferromagnetic electrodes in MTJs, which can exhibit 100% spin polarization
and enable true "on-off" switching behavior [54, 55].

• First-Principles Calculations: Modern extensions involve integrating first-principles
calculations based on density functional theory (DFT) to accurately model the elec-
tronic structure, spin polarization, and interfacial properties of MTJs with different
materials and configurations [52, 56, 57, 55].

The theoretical descriptions of MTJs are divided into phenomenological models akin to
the Valet-Fert model, and ab-initio numerical approaches. Challenges in these approaches
aim at accounting for disorder, randomness [58], interfacial effects [59], complex material
system [59], 2D materials [48], spin-transfer torque [60], scaling and size effects [59].

1.2 Transport through nano-objects trapped in tunnel
junctions

1.2.1 Resistive switching

The resistive switching (RS) effect is observed in capacitor-like devices such as tunnel junc-
tionswhere a dielectric barrier material, typically a transitionmetal oxide, exhibits a sudden
and non-volatile change in its electrical resistance when subjected to an external electrical
bias (voltage or current pulse). The resistance change is reversible and can be switched
between a high resistance state (HRS) and a low resistance state (LRS) by applying appro-
priate voltage or current pulses [61, 62, 63]. the controlled switching behavior can be used
to write, read, and erase bits by simple voltage pulses and hence employ these devices as
memory element [64, 62, 65]. This effect thus allows the fabrication of novel non-volatile
resistive random-access memories (ReRAMs) that can be engineered in bothMTJs ormolec-
ular junctions [61, 62, 65, 66].

Several physical mechanisms that can lead to resistive switching behavior:

• Redox Reactions: Oxygen ion migration and redox reactions at the electrode in-
terface, forming conductive filaments or modifying the interfacial barrier height can
induce local changes in the electronic structure and modify the transport properties
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through those defects [67, 68, 62, 69, 70, 71, 72, 73, 74, 66]. In particular, oxygen
vacancies migration have been attributed to bistable states in oxide MTJs [75].

• Phase Transitions: Structural phase changes in the barrier material, such as crys-
talline to amorphous transitions ormetal-insulator transitions, induced by Joule heat-
ing or electric field can change the properties of the material and lead to RS [62, 76].

• Spin-Polarized Tunneling: In MTJs, spin-dependent tunneling leads to resistance
states that depend on the relative magnetization orientation of the electrodes. The
switch can therefore be triggered directly by an external magnetic field or indirectly
via spin-transfer torque (STT) [77], spin blockade effects [78] or other kinds of spin-
tronic interactions [79].

• Ferroelectric Polarization: Resistance modulation in ferroelectric materials due to
the polarization state and associated changes in the Schottky barrier height at the
electrode interface can result in sudden current jumps [80].

• Conformal Transformations: The piezoelectric effect or strain-related phenomena
can change the structure of the tunneling material in molecular junctions, leading to
different resistance states [64, 63, 81, 82].

• Charge deposition: Voltage-induced charge deposition on an impurity trappedwithin
the tunnel barrier can thus directly change the conductivity of a transport channel
or indirectly via a capacitive coupling [63, 83, 84, 85, 86]. This charging effect is
reminiscent of the Coulomb blockade effect (see Section 1.2.4).

• Polaron formation: electron-boson interactions can give rise to resistive switching
akin to the Franck-Condon blockade mechanism in electronic quantum systems in-
teracting with vibrational modes (see Section 1.2.4). Polaron formation can lead to
hysteretic switching and NDR [87, 88].

1.2.2 Resonant Tunneling

Resonant tunneling is a quantum mechanical phenomenon where electrons can tunnel
through a potential barrier with near-perfect transmission probability at certain specific
energy levels. This occurs in tunnel junctions with multiple potential barriers, such as a
double-barrier structure [89, 90, 91, 92]. This effect is therefore characteristic of electron
transport through quantum dots, quantum wells [93], and more generally through the lo-
calized states of defects or impurities trapped within tunnel junctions [94, 89, 95].

Due to their quantum wave-like nature, electrons can tunnel through a potential bar-
rier even when their energy is less than the barrier height. Resonant tunneling thus occurs
commonly in a double-barrier structure, forming a quantum well between the barriers and
results in inelastic electron transport, which translates into non-linearities in the conduc-
tance spectrum of the junction. A characteristic of this process is that, as temperature or
voltage increases, the dominant contribution to the conduction comes from channels with
larger and larger numbers of localized states leading, to a resistance with an increasing
slope [94, 95], and a decrease in in conductance and magnetoresistance [89, 96, 95].
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In a double-barrier structure, the transmission probability of electrons exhibits sharp
peaks at certain "resonant" energies, where the electron wave function constructively in-
terferes inside the potential well between the barriers. At these resonant energies, the
transmission probability can approach 100%, allowing the electrons to pass through the
double-barrier structure with minimal reflection [93]. The resonant energies are deter-
mined by the geometry and material properties of the double-barrier structure, which cre-
ate the quantized energy levels in the potential well [92]. Resonant tunneling can lead to
negative differential resistance (NDR) in the current-voltage characteristics of devices like
resonant tunneling diodes, enabling high-speed electronic applications. NDR has been ex-
perimentally observed in many nanoscale structures such as QDs [97] or MTJs [95, 92],
although this effect is not always due to resonant tunneling. For example, in molecular
junctions, it can be linked to oxidation/reduction reactions of the molecule, resulting in a
closure of transport channels with increasing bias, and thus a drop in conductance [98].

Of particular interest to us in the quest for energy harvesting devices, rectennas are
a special type of receiving antenna that can directly convert electromagnetic energy into
direct current (DC) electricity thanks to a diode that rectifies the AC current induced in
the antenna into DC power [93]. Rectennas were invented in 1964 by American engineer
William C. Brown, who demonstrated powering a model helicopter using microwaves re-
ceived by a rectenna and proposed to power small wireless devices by beaming microwaves
to them [99]. Optical rectennas, which use nanoantennas to capture light and heat and
convert it to electricity [100], have recently been demonstrated with record-breaking effi-
ciencies of up to 90.6% at 2.45 GHz [101]. This is a major advance towards practical energy
harvesting applications. Challenges in creating efficient optical rectennas include fabricat-
ing antennas small enough to couple with optical wavelengths, and developing ultrafast
diodes capable of rectifying the high frequency oscillations [102].

1.2.3 Kondo Effect

The Kondo effect is a phenomenon observed in materials containing magnetic impurities,
where the electrical resistance shows a characteristic minimum at low temperatures. It
arises due to the scattering of conduction electrons by localized magnetic moments (spins)
of the impurities. At high temperature, the scattering of electrons by the impurity spins
is incoherent, leading to an increase in resistance with decreasing temperature (see Fig-
ure 1.2(a)). However, at sufficiently low temperatures, the conduction electrons start to
screen the impurity spins through an antiferromagnetic exchange interaction, forming a
spin-singlet state known as the Kondo cloud or Kondo resonance (see Figure 1.2(b)). This
screening process enhances the scattering of electrons, causing the resistance to increase
again as the temperature is lowered further, resulting in a resistance minimum at a charac-
teristic Kondo temperature TK (see Figure 1.2(a)).

The canonical model that predicts the Kondo resistance peaks is the Anderson impurity
model [105] (see Figure 1.2(c)). The corresponding Hamiltonian can be split into three
terms:

HA =
(
ϵ↑d

†
↑d↑ + ϵ↓d

†
↓d↓+Ud†↑d↑d

†
↓d↓
)
+
∑
αkσ

ϵαkσc
†
αkσcαkσ +

∑
αkσ

(γαkσc
†
αkσdσ +h.c.), (1.2)
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Figure 1.2: Kondo effect. (a) Temperature-dependent near-Fermi conductance spectra
showing the the Kondo effect taken at various temperatures (in red) and the corresponding
Fano lineshape fit (in black). Adapted from Reference [103]. (b) Schematic of an impurity
model. Taken from Reference [104] . (c) Energy-level diagram showing the tunneling of a
spin through a virtual state of the impurity.

where the first term represents the Hamiltonian of the impurity (with d†σ the creation op-
erator of a spin σ on the impurity), the second term represents the Hamiltonian of the
two left and right leads α ∈ {L,R} (with c†αkσ the creation operator of an electron of
momentum k and spin σ in the lead α), and the third term represents the hybridization
operator that allows for the tunneling of the fermions. The parameters of the model are
fully contained within the bare energy levels of the impurity ϵσ and the Coulomb repulsion
term U , the energy levels of the leads ϵαkσ encompassed in the Fermi distribution function
fα(ϵ) =

∑
kσ δ(ϵ− ϵαkσ) = [eβα(ϵ−µα) − 1]−1, and the tunneling coefficients γαkσ gathered

in the coupling function Γασ(ϵ) = π
∑

k |γαkσ|2δ(ϵ− ϵαkσ).

The Kondo effect was first explained theoretically by Jun Kondo in 1964 using pertur-
bation theory, predicting the logarithmic increase in resistivity as T approaches 0 K [106].
Later, the description of the phenomenon was completed by Fano [107], Frota [108] and
subsequent works [109], who predicted the shape of the Kondo resonance in more details.
Nowdays, numerical ab-initio methods modeling extensions of the Anderson model aim at
refining these analytical results to more complex cases, taking into account tunneling from
interferences [110, 111] and exotic couplings [112, 113, 114] such as interactions with vi-
brations [115, 116, 117], notably through numerical renormalization group (NRG) methods
[118, 119, 120, 121, 104] which reveal a particular importance in regards to spin polarization
within MTJs [121, 104, 122].

The Kondo effect was first observed in metals doped with magnetic impurities, then in
a variety of systems such as single-electron transistors (SET) [123, 120], superconductors
[111], molecular junctions or single atoms probed by scanning tunneling microscopy (STM)
and scanning tunneling spectroscopy (STS) techniques [112, 124, 113, 115, 125, 110, 119,
126], The Kondo effect is also observed in quantum dot systems, where the localized spin
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is provided by an unpaired electron on the quantum dot [127, 128, 122]. It has played a
crucial role in understanding strongly correlated electron systems, such as heavy fermion
materials and Kondo insulators, which involve lattices of magnetic impurities.

Kondo screening can also give rise to the zero-bias anomaly (ZBA) which refers to a
situation where there is an anomalous increase or decrease in conductance around zero
bias voltage in certain nanostructures. Although the ZBA may not always be due to Kondo
physics, the zero-bias anomaly is found to be strongly related to electron correlation effects
and the spatial distribution of the density of states, usually localized by interfaces [129] or
nano-objects within a junction [130, 131, 132, 133, 134]. For example, in Co atoms deposited
on noblemetals, the anomalymay be caused by spin-excitations and the formation ofmany-
body bound states called "spinarons", rather than Kondo screening [135]. The zero-bias
anomaly has been observed in STM setups [135], disordered two-dimensional films [136],
quantum point contacts [137] and tunnel junctions [129, 131, 132, 91, 133]. This zero-
bias anomaly usually results in a conductance peak around zero bias in magnetic tunnel
junctions whose intensity depends on the magnetic alignment of the electrodes, which
produces a TMR signal that decreases when one increases the bias voltage [129, 131, 91,
133].

1.2.4 Blockade effects

Coulomb Blockade

In a single-electron transistor (SET), a small conductive island (QD) is sandwiched between
two tunnel junctions connected to the source and drain electrodes. The electrical potential
of the island can be tuned by a gate electrode that is capacitively coupled to it (see Figures
1.3(a) and (b)). The Coulomb blockade is a phenomenon observed in such small electronic
devices where the flow of electrons is suppressed at low bias voltages due to the electrostatic
charging energy required to add or remove an electron from the device. It arises from the
quantization of charge and the strong Coulomb repulsion between electrons in small, low-
capacitance devices. When the device is small enough, the Coulomb repulsion prevents
additional electrons from flowing, leading to a suppression of electrical conductance at low
bias voltages (see Figure 1.3(d)). The current-voltage characteristic exhibits a staircase-
like behavior, with regions of zero conductance (Coulomb blockade) separated by sharp
increases in conductance when the bias voltage overcomes the charging energy (see Figure
1.3(d)). This phenomenon gives rise to Coulomb blockade oscillations with the gate voltage,
which describe the periodic oscillations of the conductance of the device produced as higher
and higher discrete energy levels of the island are filled because of the gate potential [138].
The condition for Coulomb blockade is that the bias voltage must be lower than the energy
required to add one electron from the source to the drain. This charging energy is given by
EC = e2/2C , where e is the electron charge and C is the self-capacitance of the device.

When plotting the conductance of a SET as a function of the gate voltage VG and the
source-drain voltage VSD, the characteristic structures of Coulomb blockade, also known as
Coulomb diamonds, emerge (see Figure 1.3(c) and (e)). The regions with Coulomb blockade
are located around VSD = 0. At zero temperature, there is no current and one state with
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n electrons is stable. The stability changes with the gate voltage and at high enough bias
voltage, the stability is lost at the degeneracy edges, when one energy level of the QD
enters in resonance with the Fermi energy of one lead. The degeneracy points, forming the
vertices of the diamonds, correspond to configurations where two energy levels of the dot
are in resonance with the chemical potential of both electrodes. The slopes of the edges
defining the Coulomb diamond can directly depend on the capacitances of the source, the
drain and the gate (see Figure 1.3(c)).

First principles studies of the Coulomb blockade effect usually deal with extensions of
the previous Anderson model to a larger set of impurities, leading to more capacitively-
coupled energy levels. The corresponding model, named the Anderson-Hubbard model
[139], has been substantially studied within the literature for single [140], double [141, 142,
134, 143, 144] or triple quantum dots [145, 146], and revealed interesting spintronic results
such as TMR oscillations [147, 141, 148, 140, 146, 144], non-linear response regimes [147,
141, 139], spin accumulation [147, 139, 140, 146] or inverse currents [149].

Experiments onQDs [148], SETs [150] andMTJs [151, 152, 131, 153, 154] have confirmed
the qualitative features of the theory, in particular the null intensity plateau close to zero
source-drain voltage, intensity steps associated with conductance peaks and the peculiar
shape of the Coulomb diamonds [150] (see Figure 1.3(e)).

Franck-Condon Blockade

The Franck-Condon blockade is a phenomenon that occurs in molecular electronics and
nanoelectromechanical systems, where strong coupling between electronic and vibrational
degrees of freedom leads to a suppression of current flow at low bias voltages [150, 156].
During an electronic transition in a molecule, the most likely vibrational transitions are
those where the vibrational wavefunctions of the initial and final states have a significant
overlap (see Figure 1.4(a-c)) [157, 158]. This implies that electronic transitions are much
faster than the timescale of nuclear motion.

In molecular junctions or suspended nanostructures like carbon nanotubes, the elec-
tronic states can be strongly coupled to quantized vibrational modes (vibrons) of the nanos-
tructure [150]. When this electron-vibron coupling is strong, it leads to the formation of
polaronic quasi-particles consisting of an electron dressed by a cloud of vibrons. The theo-
retical description of this phenomenon usually involves the study of an Anderson-like im-
purity model (Equation 1.2) with a bosonic mode, leading to the Anderson-Holstein model
[159, 166, 158, 157, 167, 168, 169, 170, 171, 160, 161, 159, 162, 163, 164, 165, 87] which is
usually studied via the polaron or Lang-Frisov transformation [171, 163, 164, 87].

The Franck-Condon blockade occurs when the energy required to add an electron to
the system is much larger than the thermal energy, due to the large polaronic distortion
caused by the strong electron-vibron coupling. This effectively blocks electron tunneling
at low bias voltages, leading to a suppression of current [150, 158] (see Figure 1.4(g)).

Franck-Condon blockade induces a low-bias current suppression due to the large po-
laronic distortion energy [150, 173, 174, 175] (see Figure 1.4(d)). Transport proceeds via
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Figure 1.3: Coulomb blockade. (a) Schematic and (b) corresponding electrical circuit of a
single-electron transistor. (c) Representation of the Coulomb oscillation of the intensity and
the corresponding Coulomb steps of the conductance accompanied with energy diagrams
illustrating the tunneling mechanisms at each step. (d) Representation of the Coulomb
diamonds and the corresponding energy diagrams illustrating the tunneling at the borders
of the diamonds. (e) Differential conductance, dI/dVSD, as a function of the bias VSD and
the back gate voltage VBG in InAs/InP nanowire heterostructure quantum dots. Adapted
from Reference [155]

.

avalanches of multiple electrons interrupted by long waiting times, leading to enhanced
shot noise and power-law noise spectra [173, 172, 158, 176, 177, 160, 175, 162] (see Figure
1.4(h)). These avalanches may thus lead to an oscillation of the resistance of the junction
between multiple discrete resistance states, which translates into a telegraphic noise in the
electronic response [178, 172, 167, 177, 170, 171, 179, 162, 87] (see Figure 1.4(e)). This multi-
stability induces a hysteretic behavior that can be controlled by electrical modulation [167,
170, 179, 87]. Coupling to the vibrational degrees of freedom can also lead to negative dif-
ferential conductance [178, 168, 169, 179, 87] and vibrational sidebands in the Coulomb
blockade regime, which translates into additional conductance maxima within a Coulomb
diamond in a SET [173, 172, 158, 176, 181, 174, 160, 161, 159, 165, 180] (see Figure 1.4(g)).

Franck-Condon blockade has been experimentally observed in suspended carbon nan-
otube quantum dots [166, 181] and many organic [150, 172, 173, 178, 174, 177, 182, 175,
183, 180] or inorganic [184] molecular junctions and transistors, providing a quantitative
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Figure 1.4: Franck-Condon Blockade in graphene-fullerene single-molecule tran-
sistors. (a-c) Energy diagram illustrating avalanche transport. (d-f) Current-time traces at
Vb = 9, 12, and 14 mV and Vg = 10.15 V. (g) Differential conductance stability diagram of
the N + 1 to N + 2 transition. Excited states are indicated by the white and green arrows.
(h) IV traces at Vg = 10.1 V. The current noise extends over an applied bias corresponding
to ℏω/βe. Adapted from Reference [172].

.

understanding of vibron-assisted transport in the strong electron-vibron coupling regime.
It highlights the remarkable potential of nanoelectromechanical systems for studying and
exploiting electron-vibration interactions at the single-molecule level.

Spin Blockade

Pauli spin blockade (PSB) and other kinds of spin blockades are phenomena observed in
quantum dot systems, where the transport of electrons through the nano-object is blocked
due to spin selection rules and the Pauli exclusion principle, which states that two identical
fermions cannot occupy the same quantum state. It occurs when two electrons with oppo-
site spins occupy different quantum dots, forming a spin-triplet state. In this configuration,
the transition to a spin-singlet state, required for further electron transport, is forbidden by
spin conservation rules [185, 186, 187, 78]. This blockade of current can be lifted by either
spin relaxation or spin flip processes, allowing the transition to the spin-singlet state. PSB
provides a way to initialize and read out spin states in quantum dots, making it a crucial
phenomenon for spin-based quantum computing [188, 189, 190].
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The canonical theoretical description of this effect involves an Anderson-like impurity
model with at least two spin-split QDs and aim at identifying different regimes of conduc-
tion depending on the spin-states of the dots and the external constraints such as a potential
bias, a gate voltage or an external field [191, 192, 189, 193].

PSB is extensively used to investigate the coherence of single-spin and two-spin states
in quantum dots [194, 187, 191]. It can give rise to NDR [194, 193], current rectification
[187, 191, 193], enhanced current fluctuation and shot noise [193], reversible switching
associated with dramatic changes in conductance depending on the spin state of the QDs
[81, 187, 195, 193, 78], and spin-to-charge conversion, allowing the readout of spin states
by monitoring the current through the double quantum dot [196]. PSB is a key mechanism
for manipulating and reading out spin qubits in various quantum dot systems, including
GaAs, silicon, and graphene [186, 188, 197].

1.3 Magneto-transport in MgO oxide junctions

The different phenomenon presented in the next section will be of use in Part II for the ex-
perimental study of the junctions tested during this thesis. In this next part, we investigate
on MgO MTJs which are considered as promising candidates to build a spintronic engine
for their wide use in the field of spintronics, their industrializable fabricating procedure,
along with their recently discovered energy generation capabilities [18].

1.3.1 Structure and properties the MgO/Fe interface

Figure 1.5:
MgO/Fe crystal
structure.

Magnesium oxide (MgO) is an ionic oxide that consists of magnesium
and oxygen ions with +2 and -2 charges respectively. The crystal struc-
ture of MgO is face-centered cubic (fcc), with each atom having six
connections. The lattice constant is 4.207 Åat absolute zero [198].The
electron system comprises a filled valence band, mostly composed of
oxygen states, and an empty conduction band, primarily made of mag-
nesium states. The creation of the crystal triggers an electron transfer
from theMg 3s2 orbital to the 2p4 orbital of Oxygen, resulting inMgO’s
insulating properties [199]. Reflectance spectroscopy measurements
reveal that the band gap of MgO is 7.8 eV [200].

Crystalline barrier materials, such as the MgO crystal, inevitably
have defects. These can be dislocations or vacancies in the crystal’s
atomic structure. One key defect is known as a point vacancy. Recent
research into MgO vacancies has revealed intriguing optical, catalytic,
and transport properties [201]. Types of lattice vacancies that may oc-
cur in MgO include cationic or anionic vacancies, which can be neutral
or charged. Oxygen vacancies, with the lowest formation energy, are
the most likely to occur [199].
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Iron (Fe) is a ferromagnetic transition metal which typically crystallizes in a body-
centered cubic (bcc) structure with a lattice constant of 2.867 Å[202]. To achieve structurally
ordered magnetic hetero-junctions, the lattice constants of both materials need to be simi-
lar. This can be observed in bcc(001) Fe electrodes and fcc(001) MgO barriers through a 45◦
in-plane rotation, resulting in only a small 3.8% lattice mismatch [203]. Experimental evi-
dence shows that oxygen atoms are placed on top of iron atoms during the Fe/MgO growth
process [204].

The Julliere and free-electron models accurately represent the magneto-resistive char-
acteristics of inorganic junctions with amorphous tunnel barriers (see Section 1.1.1), but
crystal tunnel junctions are more complex due to the influence of crystal structures on
electron wave functions. The wave functions can be categorized by symmetry and each
reacts differently to states in a crystalline barrier. The symmetry of the wave function,
along with electron spin, is preserved during transport. Butler et al. [30] and Mathon et
al. [31] provided a theoretical model for the Fe/MgO/Fe system, predicting high TMR for
crystalline MTJs. This is based on the match between the Bloch states for the majority
and minority spins of ferromagnetic (FM) electrodes and the tunnel barrier’s evanescent
wave functions. The TMR value is also heavily influenced by the electron’s direction, the
coupling of Bloch states during tunneling, and the decay rate of the channels. Iron Fe in
the bcc(001) direction has four bands crossing the Fermi energy: ∆1,∆2 and∆5 (see Figure
1.6(a)). In the P state, the fully spin-polarized∆1 band is the dominant transport channel for
majority spins, while for the minority spins∆1 has no matching electrons in the receiving
electrode so ∆5 becomes the dominant transport channel, justifying the spin-polarization
of the current [205] (see Figures 1.6(b) and (c)). By comparing Figures 1.6(b) and (c) to their
AP counterparts from Reference [205], the TMR can also be qualitatively explained.

1.3.2 Properties of MgO Magnetic Tunnel Junctions

The development of TMR technology has been accelerated by advances in manufacturing
and materials. In 2001, Bowen et al. [207] first reported MgO MTJs with a 60% TMR, and
breakthroughs have led to the achievement of a 600% TMR signal in CoFeB/MgO/CoFeB
MTJs at room temperature [32] (see Figure 1.6(d)). This has allowed for significant improve-
ments in storage technology, particularly in hard disk read heads [208, 206, 25]. Efforts to
improve TMR ratios and reduce the size of MTJs have met with challenges related to in-
terfacial anisotropy, but solutions have been found by using shape anisotropy materials
and magnetization switching [44]. Despite these advances, the theoretical TMR amplitude
of over 1000% at room temperature [31] has not been achieved, likely due to defects and
structural issues in tunnel junctions [32].

When Magnesium Oxide (MgO) is deposited onto an Iron surface, a layer of Iron (II)
Oxide (FeO) forms [212], significantly altering the spin-dependent tunneling [213]. It is
challenging to create a nearly defect-free interface that prevents Fe oxidation such as to
favor coherent tunneling. Studies suggest that Mg or Au layers could maintain the primary
symmetry state during tunneling [214, 215].
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Figure 1.6: MgO Magnetic Tunnel Junctions Properties. (a) Band dispersion of bcc Fe
in the (001) (Γ–H) direction. Adapted from Reference [205]. (b) and (c) Tunnelling DOS of
majority andminority spin states for k∥ = 0 in Fe(001)/MgO(001)(8ML)/Fe(001) with parallel
magnetic state. Adapted from Reference [30]. (d) TMR ratio as a function of annealing
temperature for MTJs having CoxFe80−xB20 electrodes with x = 0% − 60% and tCoFeB =

4.3 nm. The MgO thickness of the MTJs is 1.5 nm except for the open circles (2.1 nm).
Adapted from Reference [32]. (e) Relation between bias voltage V and the normalized TMR
ratio at room temperature of Fe(001)/MgO(001)/ Fe(001) tunnel junctions with various MgO
thicknesses tMgO. Adapted from [206].

Tunneling is also influenced by perpendicular magnetic anisotropy (PMA) in Fe/MgO
interfaces. Theory suggests PMA at these interfaces results from spin-orbit coupling (SOC),
with varying levels dependent on factors such as Fe and MgO thickness and iron-oxygen
orbital hybridization [216]. Experiments have also found Fe-O bonding and anisotropic
orbital magnetic moments to be contributors [217]. The presence of both PMA and Bloch
state symmetry filtering has been found in FM/MgO interface which contribute to robust
electrical spin injection in certain materials [218]. From these works, optimum anisotropy
and reduced damping in MTJs seems to be reached with a balanced CoFeB composition
along with an interfacial layer [203, 219, 220]. CoFeB/MgO films have been found to exhibit
high spin polarization, making them suitable for industrial use in spintronic selectors [220,
18] but controlling defect species, such as oxygen vacancies, is necessary for managing the
transport path across and deliver useful spintronic devices [221, 222].

Oxygen vacancies inMgO tunnel barrier MTJs can lead to structural changes, electronic
modifications, and increased reactivity, leading to incoherent tunneling [223]. Annealing
has been found to be a crucial step in the fabrication of the junctions in order to miti-
gate the formation of those defects and increase the TMR signal [208, 221, 222, 32]. These
defects can be manipulated by adding oxygen to the Argon plasma when growing the sam-
ples, which impacts the spectral peaks related to various oxygen defects in the MgO and
can increase barrier heights by up to 10% [224]. This increased O2 concentration could re-
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Figure 1.7: Impact of defects inMgOMagnetic Tunnel Junctions. (a) Ab initio densities
of states of MgO (001) comprising (top) F and (bottom) M centers, calculated for a MTJ stack
as the interface is switched from bcc Fe (001) (black) to FeCo (001) (red) to Co (001) (green).
Adapted from Reference [209]. (b) Formation energies of defects created at different regions
in the CoFe/MgO/CoFe MTJ (model of CoFe/MgO interface shown in inset). Adapted from
Reference [210]. (c) Spin up ∆1 scattering state distribution along the transport direction
z for various vacancy configurations of Fe/F-MgO(5ML)/Fe and Fe/M-MgO(5ML)/Fe in the
MTJ’s P magnetic state. Adapted from Reference [211].

move defects created by hotspots. It was found experimentally that these oxygen defects
can significantly affect magneto-transport in CoFeB/MgO MTJs [225]. On the theory side,
multiple studies have examined the band structure of MgO barriers with FeCo as ferro-
magnetic electrodes for MTJs [226, 227]. The studies found that double oxygen vacancies
lower the barrier height, which can enhance spintronic performance relative to the case
with single oxygen vacancies. Following experiments then showed that CoFeB/MgO-based
MTJs made through a process involving sputtering and oxidation with annealing favored
those defects and increased TMR despite a lower barrier height [226]. Additionally, it was
found that Boron atoms from the CoFeB electrode migrated into the adjacent layers, in-
ducing crystallization of FeO and interstitial defects in Ta or MgO [228, 229, 210] such as
it was theoretically suggested that Carbon impurities could be a better dopant that Boron
and increase the TMR [210]. These works determined a strong correlation between layer
quality, interface nature, defect roles, and MTJs’ magnetoresistance. These findings indi-
cate the need for comprehensive experimental analysis to fully comprehend the properties
of defects in MgO MTJs, and their effects on tunneling transport. Unfortunately, study-
ing these nanoscale impurities has remained marginal given the trajectory of the industry
which is focused on technologies that can accommodate those defects, such as the field of
MgO MTJs lacks connections with quantum technologies.

1.4 Magneto-transport inPhthalocyaninemolecular junc-
tions

1.4.1 Tunneling in molecular junctions

Research in molecular spintronics includes using single-molecule organic semiconductors
(OSC) as an efficient functional circuit component, essentially miniaturizing devices. Or-
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ganic semiconductors are molecular materials composed of carbon-based compounds, typ-
ically containing conjugated π-electron systems. Initial studies have shown the possibility
of using single-molecule junctions to make rectifiers [230], then experiments demonstrated
the successful incorporation of organic semiconductors into spintronic devices, leading to
spin injection and transport [231]. Further studies reported varying levels of magneto-
resistance at different temperatures using different materials initiating deeper investigation
of effects at the metal/molecule interface [232, 233, 234] and revealing exceptionally high
TMR ratios exceeding 103% in theory [235] and magnetoresistance of 770% in experiments
[19].

Organic molecules, due to their numerous and variable sizes, offer unlimited potential
for designing organic semiconductors, an advantage over inorganic semiconductors. While
inorganic materials are made up of a continuum of energy states with delocalized electrons,
organic materials have discrete energy levels. In organic semiconductors, electrons partic-
ipate in a p-bond, increasing their delocalization, which results in molecular energy levels.
These levels give rise to the highest occupied molecular orbital (HOMO) level and lowest
unoccupied molecular orbital (LUMO) level, similar to the valence and conduction bands
of inorganic solids [236, 237]. The conductivity of these semiconductors results from the
overlapping of delocalized p-electrons when a p-conjugated molecular system is bound to
a solid. The cohesion of molecular layers is due to weak van der Waals interactions, giv-
ing electrons a free path nearly equivalent to the semiconductor’s inter-molecular distance
[236, 237].

OSCs present unique advantages for spintronics, including weak electron-spin and or-
bital momentum coupling [238], a low coupling strength between electron spin and nu-
clear magnetic moments [238] leading to the capability to preserve and transport spin in-
formation over microscopic length scales [239]. Additionally, OSCs potentially facilitate
the exploration of molecular scale limit device dimensions and offer the ability to adjust
the molecules’ chemical and physical properties thanks to multiple deposition techniques
[240]. Despite drawbacks, such as a low charge mobility [241], OSCs are being actively re-
searched, with potential applications including use as tunnel barriers in organic magnetic
tunnel junctions [242, 243].

1.4.2 Properties of phthalocyanine molecules

Metal phthalocyanine (MPc) is a family of planar aromatic molecules composed of four
isoindole units with a metal ion or two hydrogen atoms in the center (see Figure 1.8(a)).
They are chemically and thermally stable, with low vapor pressure, making them suitable
for use in heterostructures and ultra-high vacuum environments. The spatial geometry of
MPc molecules is determined by the van der Waals forces and π-π interactions between
them. They occur in polymorphic phases and the most common metastable forms are the
α- and β-phases [244] (see Figure 1.8(b)). The difference between these two phases is the
stacking angle of the molecule within the columns and their arrangements in the crystalline
structure. The MPc’s central metal atom’s electronic states and the properties of metal
phthalocyanines are defined by its molecular stacking geometry and the electronic ground
states at the metal site which impact its conductivity. Various substrates and deposition
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techniques can be used to achieve unique polymorphic phases of MPcs [245, 246].

Figure 1.8: Cobalt Phthalocyanine molecular structure. (a) Schematic of the molecular
stacking geometry in CoPc crystals. Co atoms are in blue, N in light blue, C in black and
H atoms are not shown. The orange line corresponds to the Co–Co distance and forms
an angle ϕ (stacking angle) with the molecular plane. Its projection on the plane (orange
dashes) and the Co–N axis (red dashes) define the sliding angle ψ. (b) Spin densities of
CoPc in the α- and β-configurations. (c) Energy levels for CoPc; the levels with mainly d-
orbital contribution are in red, the single spin is symbolized in green, and the dotted arrow
represents the HOMO-LUMO gap. Adapted from Reference [246].

The CoPc molecule is a paramagnetic atom with a 4-fold rotational symmetry and com-
plex multiplet structure (see Figure 1.8(c)). Its magnetic state is determined by the higher d
state (dz2), which points out of themolecular plane. Antiferromagnetic ordering of the CoPc
molecular layers occurs due to the superexchange mechanism [247]. This process magnet-
ically links two adjacent Co2+ metal ions of stacked CoPc molecules, thereby forming a
spin chain (see Figure 1.9(a)). The standard STM and STS and inelastic electron tunneling
spectroscopy (IETS) allowed for temperature-dependent studieswhich suggested strong an-
tiferromagnetic exchange coupling interaction between 80 K to 100 K [248]. X-ray diffrac-
tion on CoPc thin films shows strong anti-ferromagnetic coupling in the α-phase and weak
coupling in the β-phase [249]. A magnetic phase transition is observed at 100 K for CoPc
molecules [246]. Imperfections in the spin chains can weaken exchange interactions.

Additionally, magneto-transport experiments allowed to probe the differential conduc-
tance of this spin chain and demonstrated that the conductance showed three distinct steps
under an external magnetic field [248, 250] (see Figure 1.9(b)). The steps indicate transitions
from the singlet ground state to the excited triplet state due to the magnetic field’s effect.
Subsequent work showed that these states could also be addressed electronically such as to
encode information within the magnetic state of the spin-chain within the junction [251].
The electrically driven TMR can be used to switch the sign of MR using low-voltage ad-
dressing (see Figures 1.9(c-d)), and to transmit spin-wave encoded information across an
OSC using AFM pulsed voltage approach. These studies of cobalt phthalocyanines’ struc-
tural and electronic properties has provided essential data on electron spin distribution and
spin chain coupling. This research is crucial in understanding how these molecules can
stimulate unique phenomena when used as spacers in a spintronic device.

– 25 –



Chapter 1

Figure 1.9: Encoding information in the spin state of a molecular spin chain in a
CoPc molecular junction. (a) CoPc molecular spin chain on top of a Fe electrode. (b)
R(H) loops at 17 K for 20 < V (mV) < 80 and associated fits also represented in panel (d)
for ±20 T. (c) Temperature dependencies of the two spin-states of the molecular junction.
Adapted from Reference [251]

.

1.4.3 Spinterfaces

When a single molecule is brought near a metal, the molecular orbitals hybridize with the
metal’s electronic energy levels, leading to spin injection at the interface. This hybridization
results in two phenomena: the lifetime of the molecular level becomes finite as the charge
can escape to themetal, resulting in energy broadening [252]; and a shift in the energy of the
molecular level due to the interaction with the metal [253]. This leads to spin polarization
and spin splitting [254]. The coupling between the metal and first molecular layer is called a
"spinterface" [255, 256]. The spinterface induces two typical effects: a high spin polarization
and an inversion relative to the surface layer depending on the intensity of the coupling
between the ferromagnet and the molecule [257] (see Figure 1.10(a)). This spin-dependent
hybridization can alter the magnetic and electronic properties of the surface such as to
act as spin filters [254]. Experimental evidence of such phenomena has been observed in
several types of molecules, making them potential candidates for spintronic applications
[258, 259, 260, 261, 262, 263].

In particular, evidence for inverse spin polarization was discovered in phthalocyanines
deposited on a ferromagnetic surface, with high spin polarization of about 80% observed
for MnPc deposited on a cobalt surface [264] (see Figures 1.10(c-d)). Additional studies
suggests that high spin polarization at the interface is a common phenomenon, regardless
of the molecule involved [262, 257] .

Then, in a follow-up study, my group showed spin-dependent hybridization at the in-
terface of Fe/C60 molecules, with a 89.1% spin polarization at Fermi energy [257]. This high
level of spin polarization could be beneficial in energy harvesting applications. Changes
in electronic properties due to spin-dependent hybridization can affect the magnetic prop-
erties of ferromagnetic surfaces, changing the easy axis of the FM layer from in-plane to
out-of-plane [265]. Furthermore, it has been discovered that C60 molecules can induce per-
manent ferromagnetism in diamagnetic metals such as copper [266].
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Figure 1.10: Properties of spinterfaces. (a) Typical density of states of the Fe/MnPc inter-
face showing an inversion of spin polarization. (b) Graphical representation of the hystere-
sis loop along with the spin configurations of a coupled FM/AFM system at different stages
of field cooling. HC1 and HC2 are the coercivities while HEB represents the exchange bias
field. (c–d) Spatial charge density maps show how the numerous C and N sites of MnPc
exhibit a highly spin-polarized density of states at EF hybridized with Co states and thus
contribute to conduction. The maps are in units of eÅ−3. Adapted from Reference [264].

Spinterfaces are essential to exchange bias, a magnetic coupling phenomenon that oc-
curs due to interface exchange coupling between ferromagnetic (FM) and anti-ferromagnetic
(AFM) layers [267, 268, 269]. Exchange bias, which is key in spintronics, allows the AFM
layer to remain unchanged by small magnetic fields while shifting the hysteresis loop of the
FM layer in one field direction [270]. This leads to a unidirectional anisotropy, essential in
pinning themagnetization direction of one of the FM layers. The exchange bias effect can be
established using a field cooling procedure on the FM/AFM system, leading to shifts in the
hysteresis loop along themagnetic field axis. The exchange bias field H⃗EB := 1

2
(H⃗C1+H⃗C2)

and coercivity H⃗C := 1
2
(H⃗C2 − H⃗C1) are calculated from the coercive fields H⃗C1 and H⃗C2

obtained from the hysteresis loop (see Figure 1.10(b)). Factors like interface roughness, de-
fects, and domain structures in the AFM play crucial roles that are not fully captured by
simple theories such as understanding this phenomenon remains a challenge [271]. For
AFM structures made of molecular spin chains, ab-initio density functional theory (DFT)
simulations have been particularly used to predict the magnetism of these structures [272,
262, 266] suggesting a mechanism based on magnetic hardening of the metal atoms, owing
to electron transfer [266].

Magneto-transportmeasurements onCo/CoPc/CoMTJs showed inverse tunnelingmag-
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netoresistance and exhibit a lower coercive field amplitude for higher bias values [273]. Ex-
periments also showed that exchange bias could be achieved on cobalt layers by depositing
MnPc molecules [272]. Other molecules such as CoPc, FePc, and ZnPc when deposited on a
Co film also exhibit exchange bias effects [274, 275, 276, 277, 278]. Understanding and con-
trolling the magnetic exchange interaction at the FM metal/molecule interface is crucial to
achieving multi-functional spintronic devices [251].

1.5 Framing summary

This Chapter introduced the basic concepts necessary to study the transport properties
of magnetic tunnel junctions, with a particular emphasis on effects that can be used for
memory applications such as resistive switching and tunnel magnetoresistance, along with
phenomena that can be leveraged for energy harvesting applications such as rectification
or negative differential resistance.

This introduction shed light on quantum mechanisms that may be at the center of an
upcoming quantum revolution in technology that aims at drastically reducing the power
consumption and the size of electrical components, and lead to efficient nanoscale energy
converters. To this end, many efforts must be channeled in order to improve the repro-
ducibility, the reliability and the fabrication process of these new devices so as to push
forward the commercial industrialization.

In line with this objective, the experimental work at the center of this thesis, detailed in
Part II, aimed at understanding in more depth the transport mechanisms occurring inside
standard MgO MTJs, enriched with spinterfaces and controlled impurities in the hope of
finding active devices or memories presenting the benefit of being routinely fabricated.

The mechanisms presented in this Chapter will therefore be necessary to analyze the
results of the experiments presented in Part II. In the next Chapter, we present the necessary
notions of thermodynamics which will be of use in Part III of this thesis devoted to the
theoretical modeling of the spintronic engine.
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Quantum Thermodynamics

Quantum thermodynamics is an emerging field that aims to understand how the principles
of thermodynamics emerge from quantum mechanics and how they apply to quantum sys-
tems. Quantum thermodynamics studies the thermodynamic behavior of small quantum
systems, even down to the single particle level, that are coupled to a reservoir or environ-
ment [279]. It investigates how thermodynamic quantities such as energy, entropy, and
temperature arise from the underlying quantum dynamics and quantum statistical proper-
ties of open quantum systems far from equilibrium [280]. Rather than being defined phe-
nomenologically as in classical thermodynamics, in some cases, thermodynamic quantities
can emerge from the underlying quantum mechanical laws [279].

Quantum thermodynamics differs from classical thermodynamics in several key ways.
Quantum thermodynamics accounts for intrinsically quantum phenomena like superposi-
tion, entanglement, and quantum coherence, which do not have classical analogs. These
quantum effects can lead to new thermodynamic phenomena and possibilities beyond clas-
sical bounds such that quantum systems, enabled by the use of engineered quantum reser-
voirs or coherent control over the system dynamics. Harnessing quantum resources such
as coherence and entanglement may thus allow quantum thermal machines like engines
and refrigerators to outperform their classical counterparts in efficiency or work extraction
under certain conditions. Moreover, while classical thermodynamics deals primarily with
systems near equilibrium, quantum thermodynamics can describe the full non-equilibrium
dynamics of open quantum systems that are strongly coupled to environments and can po-
tentially describe the thermodynamics of individual quantum trajectories i.e. not be limited
to statistical ensembles.

Quantum thermodynamics promises to deliver new technologies in the fields of quan-
tum computing, electronics, sensing, and energy devices. One of the most promising areas
is the development of quantum heat engines, refrigerators, and other thermal machines that
can outperform classical counterparts by harnessing quantum resources like coherence, en-
tanglement, and quantum correlations, eventually extend limits like the Carnot efficiency.
Quantum thermodynamics could also enable development of quantum batteries and power
cells with enhanced energy storage and transfer capabilities.

This Chapter aims at presenting the basic notions of quantum thermodynamics that
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will be of use in Part III of this thesis, devoted to the description of the quantum spintronic
engine. The following presentation will be centered on tools that are of particular use in
the study of quantum engines, which are the main focus of this work. These concepts will
be utilized in the next Chapter to review the current prospects of quantum heat engines.

2.1 Dynamics of open quantum systems

Open quantum system techniques are crucial for quantummechanics studies because closed
quantum systems are an idealization; everything in nature interacts with some environ-
ment. Open Quantum Theory addresses this problem by dividing the whole system into
the ’system of interest’ and ’an environment’, providing a means to effectively remove the
environment from the equations of motion [281]. The objective is to make the reduced
equations of motion easier to solve than the comprehensive dynamics of the system. In
this aspect, open quantum systems serve as a basis for quantum thermodynamics, which
deals with quantum systems in interaction with macroscopic heat baths.

2.1.1 Dynamics of closed quantum systems

Before presenting the tools of open quantum systems, let us refresh the main concepts
of quantum mechanics. Quantum theory is based on a Hilbert space H whose elements
|ψ⟩ ∈ H of unit norm are called state vectors or pure states. The Hilbert space is built as
the minimal set containing all physical states of the system. In this regard, a composite
system of N subsystems can be constructed by taking the tensor product of each subspace
H = H1 ⊗ · · · ⊗ HN , in which case states of the form |ψ⟩ = |ψ1⟩ ⊗ · · · ⊗ |ψN⟩ are called
separable while other states are called entangled.

A possible measurement is described by a Hermitian operator O which we call an ob-
servable. Due to the spectral theorem, each observable O can be decomposed in an eigen-
basis such that O =

∑
i oiPi where the (oi) are the eigenvalues, corresponding to the

measurement outcomes and the (Pi = |oi⟩⟨oi|) are orthonormal projectors that map any
state onto the post-measurement state |oi⟩.

The dynamics of a closed system are contained within the Hamiltonian H , which is a
Hermitian operator representing the total energy of a system. The time evolution |ψ(t)⟩
of any initial unit state |ψ(0)⟩ ∈ H is then determined by two processes. First, the state is
driven by the deterministic, Markovian, continuous-time, linear, causal Schrödinger equa-
tion iℏd|ψ⟩

dt
= H|ψ⟩, called "Process 2" by Von Neumann [282]. Then, at some moment in

time, the operator measures the system via an observable O, triggering a second discrete-
time, stochastic, non-linear, non-causal process called "Process 1" [283], which returns a
particular measurement outcome oi and a measurement state |oi⟩. This process is deter-
mined by the Born rule which states that the probability of measuring the state |oi⟩ is
simply given by P (oi) = ⟨ψ|Pi|ψ⟩ = |⟨oi|ψ⟩|2, such that the output state |ψi⟩ after the
measurement is |ψi⟩ = Pi|ψ⟩√

⟨ψ|Pi|ψ⟩
. Summing up the probabilities, we also obtain the average

value of the observable as ⟨O⟩ = ⟨ψ|O|ψ⟩.
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However, in most cases, we have only imperfect information about the state so that we
may only know that a quantum system can be in one state of an ensemble of pure states
{|ψi⟩}with probabilities pi. If more than one pi is different from zero, we have amixed state
that is described by the density matrix ρ =

∑
i pi|ψi⟩⟨ψi|. The density matrix is hermitian,

positive and has a unit trace. The purity Tr(ρ2) is 1 iff ρ represents a pure state. In an
arbitrary basis, the diagonal elements of ρ are called the populations and the off-diagonal
elements are the coherences.

The dynamics for the pure states can be easily generalized formixed states. Schrodinger’s
equation for pure states thus transforms into the Von Neumann equation for mixed states
and others correspondences are written in Table 2.1. For density matrices, the formalism
allows for a third process called unselective measurements. Unlike selective measurements
which are stochastic and non-linear, one can consider not to look at the result of a measure-
ment so that the post-measurement density matrix will be transformed into the weighted
average of the post-measurement states for all possible measurement outcomes. The re-
sulting linear map ρ →

∑
i PiρPi is called a quantum channel and corresponds to some

projection of the density matrix onto the measurement basis relative to the observable O.
Such a map is completely positive and trace-preserving (CPTP) such as it conserves the
properties of the density matrix, which is a requirement for consistent operations on quan-
tum states.

To eliminate some degrees of freedom, the total density matrix may be studied on a
subspace Ha of the total bipartite Hilbert space H = Ha ⊗ Hb. The resulting reduced
density matrix of the subsystem a is defined by the partial trace ρa = Trb(ρ).

pure states mixed states

tensor product |ψ1⟩ ⊗ · · · ⊗ |ψN ⟩ ρ1 ⊗ · · · ⊗ ρN

time evolution iℏd|ψ⟩
dt = H|ψ⟩ iℏdρ

dt = [H, ρ]

Born rule P (oi) = ⟨ψ|Pi|ψ⟩ P (oi) = Tr(Piρ)

observable average ⟨O⟩ = ⟨ψ|O|ψ⟩ ⟨O⟩ = Tr(Oρ)

projection |ψi⟩ = Pi|ψ⟩√
⟨ψ|Pi|ψ⟩

ρi =
PiρPi

Tr(Piρ)

unitary operation |ψ′⟩ = U |ψ⟩ ρ′ = UρU†

Table 2.1: Table of correspondence between pure states and mixed states.

From now on, we adopt a system of natural units such that ℏ = kB = 1.

2.1.2 Master equations

The time evolution of closed quantum systems is governed by unitary operators. However,
this approach is inaccurate for open systems due to the interaction between the system
and its environment. To determine the time evolution of open quantum systems, effective
equations of motion or so-called master equations are used [281]. Exact solutions of these
equations are challenging due to the size and complexity of the environment so the theory
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of open quantum systems attempts to simplify the dynamics of the system and its observ-
ables, like energy and the robustness of quantum coherence. To overcome the difficulty
in solving the master equations, various techniques have been developed, often aiming to
derive a reduced description of the system’s dynamics [284]. The basic assumption is that
the whole system-environment combination is a large closed systemwith its time evolution
governed by a unitary transformation under a global Hamiltonian. The usual assumption
consists in decomposing the total Hamiltonian as H = HS + HB + HSB , where HS is
the Hamiltonian of the system alone, HB is the Hamiltonian of the bath and HSB is the
Hamiltonian of the system-bath interaction.

Non-Markovian equations

By tracing out the Von-Neumann equation for the density matrix ρ of the whole system
dρ
dt

= −i[H, ρ] ≡ L(ρ), one obtain the Nakajima-Zwanzig equation for the reduced density
matrix of the system ρS [285, 286, 287]:

∂tρS = PLρS +
∫ t

0

dt′K(t′)ρS(t− t′), (2.1)

whereP = 1−Q is a projection operator that projects the total density operator ρ onto the
subspace of the system of interest, and K(t′) is a complicated memory kernel that captures
the effects of the bath on the system over the time interval from (0, t), reflecting non-
Markovian dynamics where the system’s history influences its future evolution.

While the Nakajima-Zwanzig equation is an exact equation, it can be very difficult to
solve due to its non-Markovianity [287]. This means that approximations generally need to
be introduced to reduce the complexity of the problem into something more manageable.
For example, a bath with a fast relaxation time-scale leads to a time local equation.

Markovian equations

To simplify the previous master equation, assumptions need to be considered so as to re-
cover a Markovian equation. Various approaches can be considered depending on the ap-
proximate dynamics of the bath and the system-bath coupling, which lead to different equa-
tions [288, 289]. The main issue with most of those approaches is that they often lead to
equations that do not conserve the trace of the density matrix or its positivity, such that
their results must be taken with care. For example, the Redfield equation does not preserve
positivity [288, 289].

In this Thesis, we will mainly focus on the approach of the Lindbladian, which is a
general type of master equation that has the advantage of preserving all properties of the
density matrix. The derivation of this master equation usually relies on three hypotheses
[287], although newer approaches allow some generalizations [289, 290]. First, it assumes
that the system and the bath are initially uncorrelated: ρ(0) = ρS(0) ⊗ ρB(0). Then, the
weak-coupling or Born approximation is used, stating that correlations between the system
and the environment develop slowly, which corresponds to a perturbation to HSB . Next,
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the Markov approximation is considered, such that excitations caused by the system on
the environment decay quickly, which usually results in considering the invariance of the
reduced density matrix of the bath ρ(t) = ρS(t)⊗ρB(0). And finally, the secular or rotating
wave approximation is often used so as to discard the fast-oscillating contributions that do
not interfere with the timescale of the system.

These assumptions lead to the Gorini–Kossakowski–Sudarshan–Lindblad (GKSL) or
Lindblad equation [287] (see Appendix E for complete details of the derivation on a special
case):

ρ̇S = −i[HS +HLS, ρS] +D(ρS) ≡ L(ρS), (2.2)
where the first term describes the unitary evolution of the system and the second term
corresponds to the dissipative part. The dissipator D is a superoperator that can usually be
cast under the form:

D(ρS) =
∑
i,ω

(
Li(ω)ρSL

†
i (ω)−

1

2

{
Li(ω)L

†
i (ω), ρS

})
, (2.3)

where Li(ω) are called Lindblad or jump operators. The additional unitary contribution
HLS is called the Lambd shift and its role is to renormalize the system energy levels due to
the interaction with the environment.

For a time-independent Hamiltonian, the kernel ρss of the Lindbladian solvingL(ρss) =
0 is called the steady-state and corresponds to a fixed point of the evolution to which the
system may converge at infinite time. Solving this time-independent equation to find the
steady-state is essential in quantum thermodynamics as it corresponds to the thermalized
state of the system, in contact with thermal baths. For time-dependent Hamiltonians, un-
der the assumption of quantum adiabaticity, solving the equations L(t)(ρ) = 0 yields the
instantaneous steady-state ρss(t) of the evolution, which approximates the trajectory of
the system when the dynamics of the Hamiltonian are slow enough compared to the tran-
sient time-scale of the evolution of the system. The existence, unicity and attractivity of
the steady-state is not guaranteed in the general case, so that the system may reach an
asymptotic time-dependent final state [291], but some conditions may be checked to en-
sure the wanted properties [292]. In general, the reached steady-state will depend on the
initial condition [291, 293], revealing the need for a careful preparation of the system and
a fundamental link with the ergodic theorem [293].

Even if the Lindblad equation is Markovian, it can be very challenging to solve for very
large systems. Thus, other techniques are being developed to approximate and reduce the
amount of computations, such as Non-Equilibrium Green Functions (NGEF) plus Density
Functional Theory (DFT) [294, 295], keeping in mind that large systems will see a fast
emergence of partial equilibrium towards Boltzmann subspaces [296].

2.2 Quantum thermodynamic principles and quantities

Quantum thermodynamics aims to establish a consistent framework for describing thermo-
dynamic quantities and principles at the quantum scale. It investigates the role of quantum
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coherence and fluctuations in thermodynamic processes, which can lead to extensions of
classical thermodynamic relations. Different laws of thermodynamics thus emerge from
quantum phenomena and require the use of new quantities with no classical analogs, with
the hope of using them to build more efficient thermal machines.

2.2.1 Thermodynamic quantities

Entropy is at the center of the theory of thermodynamics. It quantifies the amount of
disorder of a system and is therefore crucial to quantify irreversibility, which is ruled by
the second law. Let us then start by defining this concept.

Entropy

Quantum information theory is deeply linkedwith quantum thermodynamics through their
extensive use of entropy as a measure of heat flow, extractable work and quantum infor-
mation [297, 298]. The famous thought experiment of Maxwell’s demon, able to separate
cold from hot using information, is a direct example of this connection in classical physics
(see Section 3.2).

There aremanyways to define the entropy of a quantum system [299], but the canonical
definition consists in adapting the Shannon entropy to the quantum state. The probability
of getting the outcome oi after measuring an observable O =

∑
i oiPi is pi = Tr(Piρ), so

we can define the entropy SO of the observable O as:

SO(ρ) = −
∑
i

piln pi, (2.4)

By minimizing this entropy for all observable, Von Neumann showed that the entropy
that bears its name S is the most informative quantity that does not depend on a particular
representation of the density matrix and is equal to the entropy of the Hamiltonian for
thermal states:

S(ρ) = −Tr
(
ρ ln ρ

)
. (2.5)

It has all the necessary properties one can expect from an entropy. The Von Neumann
entropy is invariant under unitary transformations, concave, null for pure states, maximal
for maximally mixed states, sub-additive, additive for independent systems, and strongly
sub-additive [300, 301].

From this definition, one can define a handful of additional quantities which may be of
use in different contexts. Let us list the most important ones.

The relative entropy S(ρ|δ) allows to compare the information between two states ρ
and δ:

S(ρ|δ) = Tr
(
ρ(ln ρ− ln δ)

)
. (2.6)
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The entropy of coherence C(ρ) quantifies the amount of information stored within the
off-diagonal components of the density-matrix:

C(ρ) = min
δ∈IH

S(ρ|δ) = S(δρ)− S(ρ), (2.7)

where IH is the set diagonal states in the energy basis called the incoherent states and δρ =∑
j⟨ϵj|ρ|ϵj⟩|ϵj⟩⟨ϵj| is the diagonal part of the density matrix in the energy basis.

Ergotropy

When operating an engine, one usually wants to apply a cycle of several strokes, during
which the system of interest, called the working substance (WS), will be connected to heat
baths and exchange energy with an operator that will use it to perform work. Thanks to
coherence, quantum states can be depleted of additional energy stored within the internal
correlations of the system. We therefore need ametric to quantify the amount of energy that
can be extracted from a system by applying a unitary cyclic process in a closed environment.

This leads to the concept of ergotropy E(ρ) theorized by Allahverdyan et al. [302], which
replaces the free energy for finite systems and reads:

E(ρ) = max
U∈Uc

W (ρ, U), (2.8)

where Uc is the set of unitary cyclic processes, meaning unitaries generated in a given
interval (0, τ) by a time-dependent Hamiltonian such that H(0) = H(τ). In this context,
W (ρ, U) = Tr

(
Hρ−HUρU †) is the work associated with this operation.

From this definition, one can discriminate from passive state with zero ergotropy, from
active states which can produce work by a unitary cyclic process.

By diagonalizing ρ =
∑

k rk|rk⟩⟨rk| with rk+1 ⩽ rk and H =
∑

k ϵk|ϵk⟩⟨ϵk| with ϵk ⩽
ϵk+1, we can calculate the ergotropy:

E(ρ) =
∑
k

ϵk(ρkk − rk), (2.9)

where ρkk =
∑

k′ rk′|⟨rk′ |ϵk⟩|2 is the population in the energy basis. The passive state
Pρ =

∑
k rk|ϵk⟩⟨ϵk| then results from the optimal cyclic process U =

∑
k |ϵk⟩⟨rk|. The

passive state is therefore the diagonal state in the energy basis with the same populations
as ρ but in decreasing order: the highest population fills the lowest energy state.

Francica et al. [13] then separate the contributions coming from coherent and incoher-
ent transformations:

E(ρ) = Tr
(
Hδρ −HPρ

)
+ Tr

(
Hσρ −HPρ

)
= Ei(ρ) + Ec(ρ). (2.10)

Here, σρ possesses the same coherence as ρ but less average energy. Ei is the incoherent
ergotropy when using only incoherent operations that reshuffle the energy basis up to a
phase or erase all coherence by dephasing maps, and Ec is the coherent ergotropy, which is
the maximum extractable work while keeping coherence unchanged.
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Ergotropy has been used to prove that it is possible to extract work from coherences. As
a first example, one can separate a bipartite quantum correlated system through suitably
chosen partial measurements [303]. As another example, a system of collectively coupled
qubits coupled to a thermal bath at a finite temperature can generate a steady state that has
coherences in the energy eigenbasis, such that we may extract ergotropic work from this
"thermal charging" [304]. The concept is therefore central in the study of quantum batteries
[305].

Temperature

Temperature is a fundamental concept in thermodynamics, but its definition and interpre-
tation in quantum systems have been the subject of ongoing research and debate. Tem-
perature in an out-of-equilibrium small quantum system is generally not defined, given
the intrinsically macroscopic nature of this quantity [306], although a local instantaneous
temperature may be identified in some contexts for different purposes. In quantum ther-
modynamics, temperature T and its inverse β usually refer to a property of a macroscopic
reservoir in a thermal state, represented by a Gibbs density matrix γ = e−βH/Z where
Z = Tr(e−βH).

When coupled to such a heat bath, a small-sized system can inherit temperature-like be-
haviors such as it may be useful to generalize this concept [307]. The ability of a quantum
system to heat up or cool down a thermal reservoir can be quantified by defining effective
temperatures for the system [307]. For example, the local temperature measurement of an
interacting quantum electron system arbitrarily far from equilibrium via a floating thermo-
electric probe can be developed such that the local temperature and chemical potential of
the probe are completely determined by the zeroth and first moments of the local energy
distribution in the system, just as it is in an equilibrium system [308, 309].

Recent research has explored the concept of negative absolute temperatures, which can
be realized synthetically by coupling positive temperature baths [310], for example by tai-
loring an attractive interaction in an ensemble of ultracold bosons [311]. Surprisingly, a
bath with a negative temperature is found to be "hotter" than any positive temperature
bath, requiring an amendment to the Kelvin-Planck statement of the second law [310].
However, the overall entropy production remains positive, obeying the Clausius statement
[310].

2.2.2 Separating work and heat, the challenge of the first law

The first law of quantum thermodynamics is a statement about the conservation of energy
in quantum systems and establishes the equivalence between work and heat [312].

– 36 –



Quantum Thermodynamics

Energy conservation during Process 2

Conservation of energy is trivial in closed quantum systems during the deterministic evo-
lution of the system given the unitarity of the Schrödinger and Von Neumann equations.
From the evolution of closed systems, energy and particle currents from/to the environ-
ment can be defined for non-unitary open systems driven by master equations in order to
verify global energy conservation. In the case of open quantum systems weakly coupled to
multiple reservoirs, a statement of energy conservation can be written. In the Lindbladian
framework, the dissipator D can be separated in different contributions coming from dif-
ferent reservoirs α such as D =

∑
αDα [313]. This separation makes it possible to define

the energy transfer rate from the system to the reservoir α as Ėα = Tr
(
HSDα(ρS)

)
, such

that the conservation of energy reads:

dE

dt
=
∑
α

Ėα, (2.11)

where E = Tr
(
HSρS

)
is the internal energy of the system.

In a more general approach, for a time-dependent, out-of-equilibrium system consisting
of interacting electronic and phononic degrees of freedom that are strongly coupled to an
environment of non-interacting electrons and phonons, Kumar and Stafford [314] are able
to derive a first law of thermodynamics reading:

d

dt
⟨U⟩ ≡ d

dt
Tr
(
ρS(t)(HS(t) +HSE)

)
= Ẇext(t)−

∑
α

µαI
N
α (t)−

∑
α

IQα (t), (2.12)

where Ẇext(t) = Tr
(
ρS(t)ḢS(t)

)
is the external power applied to the system by the time-

dependent Hamiltonian, µα are the electrochemical potentials of the reservoirs and INα and
IQα refer to average particle and heat currents to the reservoirα respectively. This formula is
intriguing compared to the classical case because this partitioning requires that the internal
energy operator U be identified as the sum of the System Hamiltonian HS(t) and the full
coupling Hamiltonian HSR describing the interface.

It is important to point out that this conservation of energy is only valid at a statistical
average level, such as it may not hold for single trajectories, which may only be observed
using a measurement involving Process 1. This observation is deeply linked with the curi-
ous nature of the time-energyHeisenberg uncertainty relation∆E∆t ⩾ ℏ

2
(which still lacks

a solid systematic mathematical justification, because time is not an operator in standard
quantum mechanics [315, 316, 317]).

Energy conservation during Process 1

Owing to the fact that the measurement process is considered as a black box in standard
quantum mechanics in the Copenhagen interpretation, energy conservation during Pro-
cess 1 is a matter of ongoing fundamental research and debate in the field. It is generally
believed that energy is conserved at least on average during this process through a trans-
fer between the measurement apparatus and the system, although no definitive framework
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is widely accepted within the community. We review briefly some attempts to model the
measurement process and its thermodynamics.

Kurt Jacobs [318] showed that it is only when a measuring device has access to a zero-
temperature reservoir (that is, never) that measurement requires no energy. To obtain a
given amount of information, all measuring devices must pay a cost equal to that which a
heat engine would pay to obtain the equivalent work value of that information.

Rogers et al. [319]. proposed two possible measurement implementations: one is a
quantum clockmodel with a completely time-independent Hamiltonian, while the other is a
Jaynes-Cummings model that is time-dependent but conserves the total excitation number.
They show that when a measurement is performed on the system, energy and heat are
transferred between the system and the measurement apparatus.

Figure 2.1: Modeling themea-
suring apparatus. (a) Von
Neumann chain model of the
objectification process. (b) The
model of measuring appara-
tus considered in the article
of Latune and Elouard [320].
Adapted from Reference [320]

Alternatively, Latune and Elouard [320] showed that
it is possible to perform thermodynamically reversible
measurements, thus reaching the minimal work expen-
diture using a special process modeling the measurement
apparatus (see Figure 2.1). For finite-time measurement
protocols, they illustrate the increasing work cost in-
duced by rising entropy production that is inherent to
finite-time thermodynamic processes. This highlights an
emerging trade-off between the velocity of the measure-
ment and the work cost, on top of a trade-off between
efficiency of the measurement and work cost.

The measurement problem may be the most critical
ontological issue in all of physics as it is deeply rooted
in the way reality is being constructed, so I guess that a
definite model of the thermodynamics of measurements
will only be settled once a final answer is given to the in-
terpretation problem of quantum mechanics through an
observer theory. This issue is profoundly linked with the
non-causal nature of measurements in quantum field the-
ories [321] and quantum gravity [322].

Defining work and heat

In classical thermodynamics, the first law states that the variation of the conservative inter-
nal energy of the system dU is linked to an infinitesimal change in work δW and heat δQ
such as dU = δW + δQ. This definition is therefore intrinsically contextual as it depends
on the specific trajectory of the system within a specific experimental setup.

In quantum thermodynamics, this work-heat separation is even less clear and depends
on the approach of the experiment. In the case of the spintronic engine, we are interested
in electrochemical work, so our main interest will be the particle current flowing from
one reservoir to the next, through the quantum system. Let us present briefly a couple of
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frameworks.

The first, trivial and widely used approach consists in differentiating the internal energy
of the system U and identifying the two terms as work and heat:

dU = dTr
(
HSρS

)
= Tr

(
dHSρS) + Tr

(
HSdρS

)
= dW + dQ, (2.13)

so that work is identified as the variation of the energy while heat corresponds to the varia-
tion of populations and coherences. This naive approach may have some relevance in some
contexts but needs to be used with precautions as work may be extracted from coherences
in particular setups. Indeed, Shi et al. [12] showed in the particular example of an XYmodel
that additional work from coherences may be extracted in this setup such as the differential
work and heat read:

dW = Tr
(
dHSρS

)
+ TdC and dQ = Tr

(
HSdρS

)
− TdC, (2.14)

where C is the entropy of coherence (Equation 2.7).

In many contexts such as the widely-used "two-measurement" approach [323, 324] and
other studies [323, 325], work is defined only like above, as the energy change of the system
due to an external driving force Wext (see Equations 2.12 and 2.13) incorporated through
a time-dependent Hamiltonian H(λ(t)), where λ(t) is the externally controlled work pa-
rameter. This definition is consistent with the classical definition of work as the energy
required to change a parameter of the Hamiltonian against a generalized force. However,
this approach requires an explicit time-dependence in the system Hamiltonian to extract
work.

An alternative view is that work can be extracted from a system by using another quan-
tum system as a "work storage" device, evenwith a time-independent Hamiltonian. The key
idea is that the interactions between the two systems can facilitate work extraction such
that non-equilibrium thermodynamic processes affecting the system S involve work ex-
change with its environment B, without needing an external time-dependent driving, but
merely due to the S −B interactions [326].

Any operational definition of work must therefore allow for two facts: first, that work
characterizes a process rather than an instantaneous state of a system and, second, that
quantum systems are sensitive to the interactionswith ameasurement apparatus, leading to
inevitable fluctuations around mean values [323]. Because of the intrinsic stochastic nature
of quantum physics, the first law of thermodynamics is shown to lead to an inequality, not
an equality, such that it corresponds to a maximum change in the local entropy as the
nonequilibrium state of the system is changed [309]. Some of these works also claim to
derive the second law of thermodynamics in a quantum context [313, 309, 325] from first
principles and minimal assumptions, which is the subject of the next section.

2.2.3 Deriving the second law from open system dynamics

The second law of thermodynamics in the context of quantum thermodynamics takes on
a more nuanced and generalized form compared to its classical thermodynamic definition.
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The traditional statement of the second law, which forbids heat flow from a cold to a hot
bodywithout the application of an external force, is still mostly valid in the quantum regime
on the largest scale. However, quantum mechanics imposes additional constraints on al-
lowed state transformations, often leading to a family of "second laws" rather than a single
one [327].

To highlight the difficulty in establishing a clear second law in quantum thermodynam-
ics, let us start by observing that the usual statement that entropy tends to a maximum for
closed isolated (that is, never) quantum system is questionable in the context of quantum
mechanics. Indeed, Process 2 is unitary so entropy is constant during the time-evolution
of a system, and Process 1 reduces the wave packet with a projection operator, so that en-
tropy is supposed to decrease from this localization. Let us then dissipate this apparent
contradiction.

Information transfer during Process 2

Let us proceed just as in the previous section and start by deriving the second law for
the continuous evolution ruled by Process 2 for open quantum systems weakly coupled to
reservoirs. In the context of the Lindbladian, if we assume that the grand canonical ensem-
bles are stationary states of the dissipators of each reservoirs α, meaning that Dα(ραeq) = 0
with

ραeq = eβα(HS−µαN)/Zα, Zα = Tr
(
eβα(HS−µαN)

)
(2.15)

then Spohn’s inequality [328]:

−Tr
(
Dα(ρS)

(
ln ρS − ln ραeq

))
⩾ 0 (2.16)

lead to the following partial Clausius inequalities for entropy production associated with
each dissipator [313]:

σ̇α = Ṡα − βαQ̇α = −Tr
(
Dα(ρS)ln ρS

)
− βαTr

(
Dα(ρS)(HS − µαN)

)
⩾ 0, (2.17)

where Ṡα is the rate of change of the entropy due to the dissipator α and Q̇α is the heat
current from reservoir α. Using the particle currentWα = µαTr

(
Dα(ρS)N

)
and the partial

free energy rate Ḟα = Eα−TαSα, this inequality also reads Tασα = Wα−Fα ⩾ 0. Summing
these all up we get the standard Clausius inequality:

σ̇ =
∑
α

Ṡα −
∑
α

βαQ̇α ⩾ 0. (2.18)

Although the above assumptions are fairly general, many systems with properties like
non-Markovianity may fall outside of these prerequisites such that they could falsify the
above derivation. Although some attempts could prove it with larger assumptions [325,
309], it appears more as an experimental phenomenological law than a consequence of first
principles. For example, microscopy experiments of an evolving quantum system indicate
that the full quantum state remains pure, whereas thermalization due to entanglement oc-
curs on a local scale, thereby creating entropy and justifying the use of statistical physics
for local observables [329].
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The second law appears as a symmetry-breaking selection principle, limiting the ob-
servables and density functions to the class that tends to thermodynamic equilibrium in
the future. By studying a large class of non-unitary transformations, Prigogine et al. [330]
deduced that the microscopic content of the second law appears as expressing a limit to
observations and manipulations, exactly as does the second law on the macroscopic level.
Correlations cannot be controlled to an extent that they undo the effect of collisions. The
probabilistic interpretation of entropy, which presupposes a direction of time, becomes only
possible as a consequence of this negative statement.

Information transfer during Process 1

Process 1 seems incompatible with the second law of thermodynamics since selective mea-
surements reduce the entropy of a system [331]. But the reduction of the wavepacket natu-
rally transfers information from the system to the measurement apparatus [331, 332, 333],
so that a measurement is never an operation on a closed system and entropy must increase
in the apparatus [331].

On the contrary, non-selective quantum measurements represented by quantum chan-
nels usually increase the entropy of a system since they introduce additional mixing due
to the consideration of all measurement outcomes [334], but they can also reduce it like
in the case of spontaneous emission such as it is difficult to characterize the information
exchange between the system and the measurement apparatus in the most general case.

These two measurement processes are deeply linked with the concepts of Maxwell’s
demon and Landauer erasure, which will be studied in Chapter 3. They reveal the crucial
importance of the thermodynamic work cost of acquiring, using and removing the memory
of a measurement stored within the apparatus. We will study the arguments that predict
the minimal work needed to perform a measurement and remove the memory in line with
the second law, along with their limitations.

Contemporary controversies with the second law

It seems that the second law is deeply rooted in the initial conditions, markovianity, ergod-
icity and linearity of a system, both in classical and quantum thermodynamics. In particular,
living systems are known to be non-ergodic, meaning that their phase space is changing as
they evolve, in direct violation of the second law if one does not account for the dissipated
energy they need to behave as feedback loops [335, 336].

In the context of this Thesis, Giorgio Parisi obtained the 2021 Nobel Prize in Physics
for his work [337] showing that spin glass systems below the freezing temperature present
instances trapped in a non-ergodic set of states: the system may fluctuate between several
states, but cannot transition to other states of equivalent energy. Intuitively, one can say
that the system cannot escape from deep minima of the hierarchically disordered energy
landscape [338]. Ergodicity breaking implies that the system cannot access all microstates,
which seems to contradict the idea of maximizing entropy [339]. However, recent studies
have shown that ergodicity breaking in spin glasses and other complex systems does not

– 41 –



Chapter 2

violate the second law [340, 341, 342]. The key point is that the entropy being maximized is
the total entropy, including both configurational and vibrational contributions, maximizing
entropy within a subset of microstates rather than over all possible phase-space [340].

Initial conditions can not only break the time-reversal symmetry of the otherwise re-
versible dynamics, but can also determine the direction of a process, so that the arrow of
time is not an absolute but a relative concept. Micadei et al. [343] emphasized the limita-
tions of the standard local formulation of the second law for initially correlated systems and
offer at the same time a mechanism to control heat on the microscale as they have observed
the reversal of the energy current for the case of two spins which never fully thermalize
due to their finite size, although they still obey a generalized second law.

This experiment shows that, given the atomic nature of matter, whose behavior is well
described by statistical physics, the second law could not hold unconditionally, but only
statistically. It is not an absolute law. There is yet no known fundamental physical law
to exclude its possible macroscopic violation but it has never been violated. And although
many proposals claimed to break this principle [344], all attempts were disproved when in-
cluding all processes in the equation [336], revealing the profound fact that at the statistical
level, an energy cost must always be consumed to decrease entropy in a finite temperature
equilibrium system.

In essence, the second law originates from the coarse-graining of reality, inherent to
the fact that observers, whether classical or quantum, are computationally bounded and
causally connected. This inaccessibility of the full counting of all degrees of freedom entails
that information is intrinsically inaccessible and hidden in the thermal and entanglement
degrees of freedom. As time evolves, chaos and causality imply that non-interacting ob-
servers are progressively losing track of the computations occurring during each collision,
thereby forcing a dilution of information into the inaccessible degrees of freedom. Compu-
tational simulations of billiard tables indeed show that, no matter the phase-space precision
of the recorded data, there exists a time after which the billiard becomes "quantum" such
that a statistical description becomes inevitable [345, 346]. Controversies around the sec-
ond law also reveal that entropy is observer-dependent [347, 348] since one can arbitrarily
choose the degrees of freedom relevant to this observer such that apparent violations of the
second law may be found: when one chooses to ignore an outside input of energy required
to fuel a non-linear or non-Markovian interaction building a feedback loop, a system can
be perceived as self-organizing, giving rise to permanent oscillations like in the Van der Pol
oscillator [349].

In the end, at the microscopic level, it would seem that information is conserved, but is
becoming less and less accessible tomacroscopic inert observers, that are forced tomake ap-
proximations which accumulate over time, thereby progressively reducing the knowledge
one has on a system and creating entropy. Inmy opinion, physicswould need a fundamental
informational and computational theory of the Universe containing a clear axiomatic de-
scription of an observer in order to firmly ground the second law on generalized principles.
I believe that such a framework would create big connections between the measurement
problem, entanglement, quantum gravity and thermodynamics. The Wolfram model is an
interesting first attempt towards this goal [350].
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2.3 Non-thermal baths and conserved charges

This section presents the quantum features of reservoirs with no classical analogues that an
operator can exploit to extract energy. These additional properties challenge the classical
laws of thermodynamics and can be used to extract work from a single heat bath or over-
come the Carnot efficiency limit, mainly by harvesting energy from quantum coherence.

2.3.1 Phaseonium

As a premise, let us first present phaseonium, which represents the simplest system that
exhibits quantum coherence effects on thermodynamic processes. This concept, first the-
orized by Scully et al. [351], was the first demonstration of the use of coherence as a fuel
to power an engine. They study a quantum Carnot engine in which the atoms in the heat
bath are given a small bit of quantum coherence. The induced quantum coherence becomes
vanishingly small in the high-temperature limit at which we operate and the heat bath is
essentially thermal. However, the phase, associated with the atomic coherence, provides a
new control parameter that can be varied to increase the temperature of the radiation field
and to extract work from a single heat bath.

This engineworks thanks to amirror cavity with a piston that hosts a three-level photon
bath that exhibits some small coherence between two nearly degenerate energy levels. This
bath is non-thermal as it does not appear in a Gibbs state but can be assigned a "hot" tem-
perature Th through the average number of photons in the cavity. Through a four-stroke
cycle, they are able to extract energy from this bath by depleting the bath of its coherence
and dumping the resulting entropy in a cold bath of temperature Tc. They demonstrate an
efficiency η of

η = 1− Tc
Th

(1 + 3ϵncosϕ) (2.19)

where n is the average number of photons in the cavity, ϵ is the magnitude and ϕ is the
phase of the coherence between the two nearly-degenerate ground states. We thus see that
for ϕ = π, work exceeds the Carnot limit and can be extracted even when Th = Tc.

Theoretical studies have then extended the phaseonium concept to multi-level systems
and explored engineering optimal quantum fuel states for thermodynamic tasks [352, 353].

2.3.2 Squeezing

The idea of the phaseonium has been generalized through the concept of squeezed thermal
baths. They correspond to stationary, nonequilibrium reservoirs that are characterized by
a temperature as well as further parameters. The nonequilibrium quantum nature of the
reservoir induces an entropy transfer with a coherent contributionwhilemodifying its ther-
mal part, allowing work extraction from a single reservoir, as well as great improvements
in power and efficiency for quantum heat engines [354].
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Usually, a squeezed bath represents a thermal reservoir of bosons with Hamiltonian
HR =

∑
k ωkb

†
kbk, with bk the bosonic ladder operator, that has been applied the squeezing

operator S(ξ) = exp
(
1
2
(b2kξ

∗ − b†2k ξ)
)
such that its state πR reads:

πR = S(ξ)e
−βHR

Z
S†(ξ), (2.20)

where β is the inverse temperature of the bath and Z = Tr(e−βHR) [354, 355]. Essentially,
squeezing thus changes the quadrature of two canonically conjugated variables.

By unsqueezing the bath, several processes have therefore shown how to extract me-
chanical work from a single squeezed thermal reservoir efficient, highly miniaturized en-
gines [356, 354], charge a quantum battery [357] and to surpass the classical efficiency
Carnot limit while still limited by an extended second law, bounding the maximum ex-
tractable work by the ergotropy [358, 355].

Other implications of this quantumproperty include quantum synchronization enhanced
by squeezing [359] or optimized control and reversed heat flow in optomechanical systems
[360].

2.3.3 Conserved charges

Finally, the concept of squeezing has recently been generalized further into the framework
of thermodynamics with conserved quantities. The concept was first proposed by Vaccaro
[361] in the specific case of systems of spins used to erase a memory at low cost (see Section
3.2.1) and later generalized by Guryanova et al. [362].

Let us first introduce the topic through an excursion in classical statistical physics by
observing that imposing symmetry restrictions diminishes the entropy of a system and de-
creases its temperature [363]. In the case of elementarymagnets made ofN non-interacting
spins, for example, imposing a symmetry axis reduces the number of possible configura-
tions, such that the Boltzmann entropy decreases by N

2
ln 2 when N is large [363]. More-

over, classical thermodynamics can accommodate the treatment of particle exchange and
chemical equilibrium through the concept of chemical potential, which appears as a La-
grange multiplier of the particle number in the definition of the internal energy differential
dU = TdS − PdV + µN .

In the context of quantum thermodynamics, these additional constraints one can impose
on a system by reducing its symmetry or by fixing a chemical filling are generalized to
the concept of charges, which translate into any conserved quantity a system may have
[362] and formally relate to dynamical symmetries of the system [364]. To each conserved
quantity is assigned both an operator Ai (like the HamiltonianH) and a charge βi (like the
temperature β for H), which acts as a Lagrange multiplier that statistically quantifies the
associated operator. The generalized thermal state τ thus reads:

τ =
eβ1A1+···+βNAN

Z
, Z = Tr

(
eβ1A1+···+βNAN

)
. (2.21)

Two things are important to note: first, the definition of the operatorsAi is very nonrestric-
tive, allowing them especially to not commute and not be functionally dependent on one
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another. Most importantly, energy need not be one of the conserved charges. In fact there
is no reason to single out energy, or any other quantity for that matter as it is possible to
conceive of situations in which everything is degenerate in energy, and thus where energy
plays absolutely no role.

The generalized thermal state may then be associated with a free entropy F reading:

F(ρ) =
∑
i

βiTr(Aiρ)− S(ρ), (2.22)

such that τ minimizes F . The free entropy thereby generalizes the usual free energy of
systems that conserve energy and other quantities in the framework of the grand canonical
ensemble.

The essential result involving generalized heat baths comes from the possibility to trade
one conserved charge with another at vanishing entropic cost, allowing a work-free con-
version of two quantities [362]. Taking a bath with two conserved charges A1 and A2 with
charge temperatures, a quantum system connected to the bath with initial state ρ = ρs⊗ τ
can exchange A1-type and A2-type work after a global unitary transformation U defined
as

∆WA1 = −∆As1 −∆Ab1 and ∆WA2 = −∆As2 −∆Ab2, (2.23)

where ∆Asi = Tr
(
Trb(Ai)(Trb(UρU

†) − ρs)
)
and ∆Abi = Tr

(
Trs(Ai)(Trs(UρU

†) − τ)
)
.

A generalized principle stating the minimization of the global state with respect to the free
entropy leads to a second law reading:

β1∆WA1 + β2∆WA2 ⩽ −∆Fs = F(ρs)−F(Trb(UρU
†)). (2.24)

Subsequently, by looking at the effects of small perturbations in the population of the states,
it is possible to prove that a reversible process exists in which one can trade one conserved
quantity with another, at zero free entropic cost [362]. This shows that we can extract
as much of any individual conserved quantity as desired, as long as the other conserved
quantities are appropriately consumed in the process, with the second law dictating how
much of the others are necessarily consumed.

The formalism of conserved charges also generalizes the squeezing effect since a squeezed
thermal reservoir can be cast under a generalized thermal state:

πR =
e−βR(HR−µRAR)

ZR
, ZR = Tr

(
e−βR(HR−µRAR)

)
, (2.25)

with βR = β cosh 2ξ, µR = tanh 2ξ and AR = −1
2

∑
k ωk(β

2
k + β†2

k ) [355].

This framework opened a new area of research studying thermodynamics in the pres-
ence of non-commuting charges. Conserved charges introduce degeneracies, which can af-
fect thermodynamic ensembles and non-commutation can prevent the charges from shar-
ing an eigenspace, generating non-classical behaviors that can be used to challenge the
usual thermodynamic limits [365]. Among others, the charges’ noncommutation has been
found to invalidate derivations of the thermal state’s form, decrease entropy production
[366, 367], increase the efficiency of engines [355] and put constraints on charge-conserving
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dynamics, [367]. Evidence suggests that noncommuting charges may hinder thermaliza-
tion in some ways while enhancing thermalization in others [367]. Knowing whether non-
commutation will be beneficial or detrimental to the considered experiments remains an
open and active question.

Non-commutativity also comes with challenging mathematical difficulties, and many
efforts are devoted to understanding the extent to which classical concepts can apply to
these kinds of reservoirs. For example, microcanonicals subspace can extend to non-commuting
charges [368] but no degenerate microcanonical subspace necessarily exists [365] and non-
commutativity has been shown to asymptotically reduce to the commutative case in the
limit of large degrees of freedom [367].

And on the experimental side, challenges remain to confirm and find systems that will
naturally thermalize towards a generalized thermal state with non-commuting charges
[369], although spin chains seem to be a preferred platform to engineer this state natu-
rally [365, 369].

2.4 Framing summary

This chapter presented the basic notions of quantum thermodynamics in relation with
quantum thermal machines and showed how quantum coherence can give rise to addi-
tional resources that can be used to perform work. In close relations to open quantum
systems for which the Markovian approximation allows a consistent treatment that con-
tains natural extensions of the first and second laws of thermodynamics, we highlighted
the specificities of quantum systems that require additional care so as to account for the ef-
fects of entanglement and measurements on their dynamics. Considering these difficulties,
we challenged the second law of thermodynamics and showed the frontiers of fundamental
quantum information theory, which shall intrinsically incorporate a limit on the amount
of work that can be extracted on a given statistical system. However, this bound may be
counter-intuitive, allowing to exceed the Carnot limit or extract energy from single heat
baths with singular properties.

Of particular importance are the notions of ergotropy and conserved charges. Ergotropy
quantifies the maximum amount of work from an open quantum system that can be ex-
tracted through unitary cyclic processes, and conserved charges enable a generalized frame-
work to treat quantum systems in interactions with thermal baths that have special kinds
of macroscopic symmetries. We shed light on the equivalent concept of squeezed baths,
which can be used as a source of ergotropic work, and showed how infinite work can be
extracted from a bath with conserved quantities, since energy can be traded with other
conserved charges such as particles or angular momentum.

This framework should be able to describe the role of the three main ingredients of
the machine: the ferromagnetic electrodes, the interface and the atomic centers. And in
order to understand the quantum spintronic engine, these concepts must be utilized so as
to clearly identify the origin of the autonomous electrical power generation, and correctly
model the flow of energy, momentum, and particle currents. Energymust come from a non-
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equilibrium phenomenon so as to avoid paradoxes originating from violations of a limit
rooted in a generalized formulation of the second law. From this conceptual introduction,
we can already point out key ingredients that may be part of the explanation. First, there
is a crucial need for a detailed description of the ferromagnetic electrode baths, and that
the ferromagnetic state, essentially behaving as a magnetically oriented reservoir, could be
used both as an entropy and an angular momentum sink such that two conserved charges
may be traded by the device to perform work at vanishingly low entropic cost. The work
thus appears as an exchange of electronic charge for spins between the two electrodes.
And then, the atomic centers in the barrier and the interfaces must be correctly modeled,
accounting for the effects of quantum coherence, so as to explain how their interactions
with the electrodes allow for such conversion of spin to charge. This requires a precise
understanding of the dynamics of quantum information flows in the global system, which
we will begin in Chapter 8.
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From thermoelectric generators to
Quantum Engines

Heat can be transformed into electricity through the phenomenon of thermoelectricity,
which includes the Seebeck and Peltier effects. The former directly converts heat into elec-
tricity and is used in power generators, while the latter is its inverse mechanism, used in
thermoelectric cooling devices like refrigerators.

Although thermoelectricity has been known since the 1820s, this effect did not generate
much interest until recently as it suffered from very low efficiencieswhich greatly limited its
technological use cases. However, driven by the newest experimental techniques, allowing
the precise fabrication of nanoscale devices, the field was resurrected in the XXIst century,
allowing their potential use notably as reliable cooling systems for electronics [370] and
generators able to harvest the waste heat generated by power sources [371, 370], eventually
leading to self-powered wearable electronics [372].

Facing the difficulties of scaling up the efficiencies of thermoelectric devices so as to
produce commercial applications [371], research on quantum engines has emerged in par-
allel, promising new eco-friendly, efficient and dense alternatives to produce energy by
harvesting additional sources of work from quantum properties.

This Chapter starts by presenting the phenomenon of thermoelectricity and its appli-
cations in spintronic devices. Then, building upon the principles of quantum thermody-
namics presented in the previous Chapter, we will focus on the fundamental controversy
of Maxwell’s demon and see how its modern understanding can give rise to energy appli-
cations. This study will then give us the necessary tools to review the latest developments
in the field of quantum engines and batteries so as to gain insights into the possible mech-
anisms at work within the spintronic engine in the next parts of this thesis.
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3.1 Thermoelectricity in spintronic nanogenerators

3.1.1 Classical thermoelectric devices

Conventional thermal devices work on classical effects like Seebeck and Peltier (see Figure
3.1) and are called particle exchange (PE) heat engines. This includes thermoelectric and
thermionic devices [373]. They involve a thermal difference that drives a heat flow between
two electrode reservoirs, which is converted into a charge current.

Most classical thermoelectric devices consist of two dissimilar semiconductor legs (one
n-type and one p-type) that are connected electrically in series and thermally in parallel
(see Figure 3.1). The semiconducting legs are typically made of bismuth telluride (Bi2Te3)
or lead telluride (PbTe) based alloys. The p-type leg usually has a larger cross-section than
the n-type leg due to lower hole mobility. Devices can be further stacked in multiple stages
to utilize larger temperature differences more efficiently [370].

Figure 3.1: Seebeck and Peltier effects. Schematic principle of: (a) Seebeck effect and (b)
Peltier effect. Adapted from Reference [374].

When a temperature gradient is applied across the two semiconductor legs, charge car-
riers (electrons or holes) diffuse from the hot side to the cold side, creating a voltage differ-
ence. This voltage difference, which is proportional to the thermal gradient, can drive an
electric current through an external load, thereby generating power. The discovery of this
phenomenon, known as the Seebeck effect, is attributed to Thomas Seebeck in 1821 [375].

Classical thermoelectric generators (TEGs) have been used for low-power applications
like remote sensing, space probes (e.g., Voyager, Pioneer) [370]. They are suitable for waste
heat recovery and converting heat from combustion sources (e.g., natural gas, propane) into
electricity [370]. But they suffer from low conversion efficiency, which are typically below
10% for bismuth telluride devices. Material limitations and trade-offs between electrical and
thermal properties restrict further efficiency improvements [371, 370].
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3.1.2 Nanoscale thermoelectric devices

Nanoscale TEGs are an emerging technology that aims to overcome the limitations of clas-
sical thermoelectric devices by leveraging nanoscale materials and phenomena [372]. Clas-
sical thermal devices have a long length-scale, which allows all electrons in the device to
achieve thermal equilibrium. This is explained via Boltzmann transport theory. Nanoscale
thermal devices, however, have smaller length scales such that they display a strong non-
equilibrium electron distribution that is explained by quantum transport theory. These
nano devices, due to a size that is comparable to the electron wavelength, are considered to
act as artificial atoms. They serve as a platform for exploring quantum physical phenom-
ena. Practical applications for these nanoscale devices could include on-chip refrigeration
and waste heat recovery systems for use in nano-electronics.

The study of thermoelectricity at the nanoscale therefore extensively uses quantum dot
(QD) systems. Quantum point contact defects, intentionally placed within a semiconductor
device, have shown promising abilities to harvest heat at the nanoscale. Theoretical works
have focused on studying systems of QDs connected to different kinds of baths [376] so as
to calculate the electronic and heat flows that are necessary to optimize their efficiencies
[377, 378, 379, 376]. Compatibility with the laws of thermodynamics has been a major issue
so as to correctly predict the limits of their power output [379, 378] and study the roles of
fluctuations [379, 377]. In particular, these studies revealed that non-linearities and asym-
metries in the system are necessary to achieve high rectification and boost performance
[377, 379].

In parallel, experiments on QDs embedded into a semiconductor nanowire illustrated
the theory and showed that that thermoelectric power conversion can, in principle, be
achieved close to the thermodynamic limits, achieving 70% of the Carnot efficiency while
maintaining a finite power output [378].

Other approaches have focused on the thermopower from defect-induced Seebeck do-
mains in nanoscale pn junction TEGs that can potentially achieve higher efficiencies com-
pared to conventional thermoelectrics. In this regard, single material like molybdenum
disulfide (MoS2) has been shown to overcome the efficiency-limiting electron-hole recom-
bination issue present in conventional pn junction TEGs by engineering its grain bound-
aries [380], which ultimately enables high integration densities. Another study explored
using graphene nanoribbons as the thermoelectric material, which exhibit high flexibil-
ity, stability at room temperature, and potential for efficient energy conversion [381]. The
nanoribbon geometry allows the tuning of electronic and thermal transport properties.

3.1.3 Spin thermoelectric devices

The science of thermoelectricity evolved to incorporate electron spin properties, leading to
a new field of physics known as spin caloritronics (or thermal spintronics). This combines
spintronics (spin-dependent transport) and thermoelectricity (heat transport) to examine
the interaction between spin and heat currents in magnetic tunnel junction devices. Spin
caloritronics, which investigates effects in bulk materials and at their interfaces, has gar-
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nered significant research interest.

The spin-dependent Seebeck effect (SDSE) occurs in ferromagnets due to spin-split
states in their electronic band structure. A spin current is generated due to a temperature
gradient applied across the spin-polarized ferromagnet, creating unequal spin up and down
charge currents. In 2008, a different type of thermo-magnetic effect, the spin Seebeck effect
(SSE), was discovered [382] (see Figure 3.2). The SSE takes place at the interface between
a highly spin-polarized ferromagnet and a normal metal. It involves two steps: first a pure
spin current is generated, which drives the spin carriers out of equilibrium, and then it’s
injected into the normal metal, which converts it into a transverse charge current via the
inverse spin Hall effect (ISHE). Unlike the SSE, the SDSE does not require an interface and
can occur without thermal spin injection. The basic structure of a spintronic TEG consists
of a bilayer of a magnetic insulator (e.g., Bi-YIG) and a non-magnetic metal with strong
spin-orbit coupling (e.g., Pt) [383].

Figure 3.2: Spin Seebeck and Spin Peltier effects. Schematic principle of: (a) Spin See-
beck effect and (b) Spin Peltier effect. Adapted from Reference [384].

Anti-ferromagnets display promising thermoelectric performance due to their localized
magnetic behavior below the Néel temperature. Materials like metallic Cr [385] and the
iron superconductor EuFe2As2 [386] displayed increased thermopower around their critical
temperature. Recent data suggests that the phase transition of the IrMn antiferromagnet
enhances thermopower as a high Seebeck coefficient was recorded for IrMn/CoFeB MTJs,
proving that the FM/AFM interface is crucial in the spin Seebeck effect [3]. The transition
from charge-based Seebeck devices to spin Seebeck devices is seen as a significant step
to explore thermal effects in spintronics and address heating issues in modern solid-state
devices.

Advantages of using the SSE for designing TEGs is that it separates the thermal and
electrical transport properties into different materials, allowing independent optimization.
It benefits from direct power conversion that is proportional to device area, enabling scal-
ability for large generators. It does not require continuous external magnetic fields once
magnetized and potentially allows for higher efficiencies than conventional thermoelectrics
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by suppressing recombination losses [4].

The anomalous Nernst effect (ANE) is another spin-based thermoelectric mechanism in
which the output current is perpendicular to the temperature gradient. The ANE may have
advantages over the SSE in terms of thermal instabilities and conversion efficiency limits
[387, 388, 389, 390, 391].

3.2 Energy harvesting through Maxwell’s demon

3.2.1 The controversy of Maxwell’s demon

Maxwell’s demon

Maxwell’s demon is a thought experiment proposed by the physicist James Clerk Maxwell
in 1867 to challenge the second law of thermodynamics [392]. The thought experiment in-
volves an imaginary being (the "demon") that controls a small door between two chambers
filled with gas molecules (see Figure 3.3). The demon’s task is to observe the molecules
and sort them based on their velocities. It allows only the faster-moving molecules to pass
through the door into one chamber, while the slower-moving molecules are directed into
the other chamber. As a result, one chamber becomes hotter (containing faster molecules)
while the other becomes cooler (containing slower molecules), decreasing the overall en-
tropy of the system without expending any energy. This seems to violate the second law of
thermodynamics, which states that the total entropy of an isolated system cannot decrease
over time.

Figure 3.3: Maxwell’s demon. Illustration of the thought experiment of Maxwell’s demon.
The demon has control over the trap door separating reservoir A from reservoir B and
blocks the low-energy particle from reservoir A to go to reservoir B such as A is cooling
down while B is heating up.

However, most scientists argue thatMaxwell’s demon cannot actually violate the second
law because the demon itself must expend energy to measure the velocities of the molecules
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and operate the door. The act of acquiring information about the molecules’ velocities
and processing that information to sort them increases the overall entropy of the system,
compensating for the entropy decrease caused by separating the molecules [393].

The thought experiment has stimulated extensive discussions and research in physics,
particularly in the fields of thermodynamics, information theory, and quantum mechanics
[394]. It highlights the deep connections between information, entropy, and the second law
of thermodynamics. While no practical device has been shown to violate the second law in
the way envisioned by Maxwell, the concept has inspired various experimental realizations
and theoretical explorations in modern physics [394, 392].

Szilard’s engine

The Szilard engine is a thought experiment that demonstrates the interplay between infor-
mation and thermodynamics. It is a hypothetical device that can extract useful work from
a single heat bath by utilizing information about the microscopic state of the system. The
Szilard engine is composed of a single particle confined in a box or container connected
to a heat bath, a barrier that can divide the container into two equal parts and a mecha-
nism (traditionally a "Maxwell’s demon") that can measure the position of the particle and
insert/remove the barrier accordingly.

The operating cycle of the Szilard engine involves four strokes (see Figure 3.4). First,
the barrier is inserted into the container, dividing it into two equal parts. This step does
not require work since the particle is equally likely to be on either side. Secondly, the
position of the particle is measured to determine which side it is on. This acquires one bit
of information. This information is then used to extract work by allowing the particle to
push against the partition and expand into the full container volume, performing work on
the surroundings. And finally, the barrier is removed in an isothermal, reversible process
to reset the engine for the next cycle.

Figure 3.4: Szilard’s engine. Illustration of a Szilard engine’s cycle with N = 6 particles
and q = 3 partitions. Adapted from Reference [395].

The key insight is that the information about the particle’s position allows the extraction
of work from a single heat bath, which seems to violate the second law of thermodynam-
ics. However, the resolution lies in accounting for the entropy cost of erasing the one bit
of information stored by the "demon" during the measurement step, as described below by
Landauer’s principle [396]. This entropy cost exactly balances the extracted work, preserv-
ing the second law.
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Landauer erasure

Landauer’s principle, also known as the Landauer erasure principle, states that erasing or
resetting one bit of classical information by placing it in contact with a thermal reservoir is a
logically irreversible operation that must dissipate a minimum amount of heat energy equal
to β−1ln 2 [396]. In direct relation to the second law, it establishes a fundamental physical
limit on how little heat must be generated when erasing a bit of classical information. This
heat dissipation is required to remove the entropy associated with the unknown state of
the bit before erasure.

The demonstration is straightforward. Let us consider a qubit with two energy states
|0⟩ and |1⟩ with energy E. The two states are initially degenerate, with energy 0. We can
erase the qubit state by placing it in contact with a reservoir at inverse temperature β and
then inducing an energy splitting between the qubit states so that |0⟩ has energy 0, but the
state |1⟩ has energy E. The splitting is induced adiabatically, that is, sufficiently slowly so
that the qubit remains in thermal equilibrium with the thermal reservoir. The state of the
qubit when the energy splitting is E has a Gibbs density matrix:

ρ =
|0⟩⟨0|+ e−βE|1⟩⟨1|

1 + e−βE
. (3.1)

The work required to increase the splitting from E to E + dE while in contact with the
reservoir is given the probability of occupation of the state |1⟩ multiplied by dE such as
the total work in increasing the splitting from zero to infinity to recover the state |0⟩ is:

W =

∫
dW =

∫ +∞

0

e−βE

1 + e−βE
dE = β−1ln 2. (3.2)

Landauer’s principle connects the concepts of information and thermodynamic entropy
at a fundamental level and has profound implications for the ultimate physical limits of
computing, as computations inherently involve logically irreversible operations like era-
sure.

The principle has been experimentally verified for classical systems as well as quan-
tum for individual atoms coupled to a thermal reservoir. In the quantum regime, the von
Neumann entropy replaces the Shannon entropy, but the minimum erasure heat remains
β−1ln 2 per qubit erased. For example, Bozkurt et al. [397] verified this principle in a quan-
tum spin Hall device in the presence of a spin bath by quantifying the amount of energy
required to properly initialize a nuclear spin subsystem that can be used as a memory, then
showed how a to use this resource for a Maxwell’s Demon to harvest available heat energy
from the reservoirs and induce charge current that can power an external electrical load.

Breaking the Landauer bound

Landauer argued that the process of erasing the information stored in a memory device
incurs an energy cost in the form of a minimum amount of mechanical work. It is important
to keep in mind the assumptions of the Landauer bound, which supposes adiabaticity of the
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information erasure protocol and thermal equilibrium of the reservoir used as an entropy
sink. Relaxing these hypotheses thus allows to erase a bit of information at vanishing
energetic cost.

Indeed, non-equilibrium systems can break the Landauer bound, allowing for an erase
of memory with greater efficiency. Ciampini et al. [398] showed experimentally that the
nonequilibrium character of a an optomechanical double-well memory state enables full
erasure with reduced energy consumption of as low as 0.07kT as well as negative heat
production.

Figure 3.5: Information erasure without an energy cost. In step (a) the demon has no
memory and the gas in the heat reservoir is in thermal equilibrium. Next, in step (b), the
demon performs measurements of the speeds of the molecules and partitions the reservoir
in two, trapping the fastest moving molecules in the partition on the right side and uses a
heat engine operating between the two partitions to extract work. Finally in step (c) the
demon’s memory is erased using a spin reservoir and the two partitions are allowed to
return to equilibrium. Adapted from Reference [361].

In parallel, Vaccaro et al. [361] theoretically showed that the energy cost can be reduced
to zero by paying a cost in angular momentum or any other conserved quantity of a non-
thermal reservoir with conserved charge (see Figure 3.5). Erasing the memory of Maxwell’s
demon in this way thus implies that work can be extracted from a single thermal reservoir
at a cost of angular momentum and an increase in total entropy (see Section 2.3.3 on the
thermodynamics of systems with conserved charges). Indeed, when building a Szilard’s
engine, the measurement of the velocity of a particle in a box can be stored in a system of
spins, which can be reset at no energetic cost via a spin reservoir (see Figure 3.5).

Building upon this initial work, the team subsequently proposed an optical heat engine
that operates under a single thermal reservoir and a spin angular momentum reservoir cou-
pled to a three-level system with two energy degenerate ground states and showed that the

– 56 –



From thermoelectric generators to Quantum Engines

heat engine operates without producing waste heat and goes beyond the traditional Carnot
engine where the working fluid is subjected to two thermal baths at different temperatures
[399].

And in their latest work, Vaccaro’s group [400] derived fluctuation theorems associated
with spin reservoirs, and applied them to analyze the costs of information erasure for the
generalized protocols such as to derive a number of bounds on the spinlabor and spintherm
costs, which represent the equivalents of work and heat for a system exchanging angular
momentumwith a spin bath. The team proved a generalized bound on the spinlabor erasure
cost ⟨Ls⟩ ⩾ γ−1ln 2 − ℏ/2, where γ represents a measure of an inverse spin-temperature
that is related to the spin-polarization of the spin bath.

Alternatively, Klaers [401] theoretically analyzed a minimalist mechanical model of a
one-bit memory operating with squeezed thermal states and showed that the Landauer en-
ergy bound is exponentially lowered with increasing squeezing factor. Squeezed thermal
states, which may naturally arise in digital electronic circuits operating in a pulse-driven
fashion, thus can be exploited to reduce the fundamental energy costs of an erasure opera-
tion. In that case, the additional resource used to reset the memory is paid by unsqueezing,
so by converting one quadrature into its conjugate.

These works are important for the design and implementation of new kinds of heat
engines and batteries that use multiple conserved quantities, particularly if the quantities
are discrete. They show how the generalized framework of quantum thermodynamics can
be used to study the interaction of non-equilibrium systems exchanging different kinds of
quasi-particles with non-thermal reservoirs existing in meta-stable states, while respecting
an arbitrary number of symmetries. This allows the thermodynamic description of systems
where a quantity such as energy is irrelevant.

3.2.2 Classical implementations

Over the years, there have been many attempts to implement a microscopic demon able
to filter the particles exchanged by two reservoirs in order to reverse the flow of heat.
In this context, a Maxwell demon consists of an asymmetric filtering barrier that allows
the flow of high-energy particles from the cold to the hot reservoir while blocking the
inverse flow. In this last decade, breakthroughs in the downscaling of experimental setups
have opened the possibility of measuring individual quasi-particles and, depending on the
outcome, applying a particular feedback so as to realize a classical Maxwell demon.

Chida et al. [403] have demonstrated feedback cooling of thermal fluctuations in the
number of electrons in a Si single-electron device, basedmainly on single-electron detection
with a high-charge-sensitivity detector and control of electron transition rates (see Figure
3.6). Thanks to these elements, the single-electron device is cooled down effectively from
300 K to 110 K. A further reduction in temperature would be possible by finely controlling
the transition rate and reducing the time interval between measurements. In a subsequent
work [402], the team demonstrated that their Maxwell demon can generate and output
electric current and power of 0.5 zW with individual randomly moving electrons in small
transistors. Real-timemonitoring of electronmotion shows that two transistors functioning
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Figure 3.6: ClassicalMaxwell demon. (a) False-color scanning electronmicroscope image
and (b) schematics of the fabricated device. Two gate terminals are formed to make field-
effect transistors Gate (G) G1 and G2. The single-electron box (SEB) is electrically formed
between the source (S) and drain (D). Above the whole area, there is an upper gate (UG),
to which a positive voltage is applied. (c) Single-electron detection at room temperature.
(d) Schematics of current generation by rectifying randomly moving electrons. The four
upper and lower illustrations are schematics and energy-band diagrams along the S, SEB
and D, respectively. State A(B) is when G1 opens (closes) and G2 closes (opens). When G1
opens (closes), its energy barrier lowers (rises) and an electron shuttles between the S and
SEB faster (slower). Adapted from Reference [402].

as gates control an electron’s trajectory so that an electron moves directionally. Power
generation is increased by miniaturizing the room in which the electrons are partitioned
by decreasing the charging energy of the box which depends inversely on the capacitance.
This suggests that evolving transistor-miniaturization technology can increase the demon’s
power output.

In a quite similar implementation, Koski et al. [404] experimentally realized an au-
tonomousMaxwell demon that extractsmicroscopic information from a system and reduces
its entropy by applying feedback. It is based on two capacitively coupled single electron
devices that are both integrated on the same electronic circuit cooled down at 40 mK. The
operation of the demon is directly observed as a temperature drop in the system and a simul-
taneous temperature rise in the demon arising from the thermodynamic cost of generating
the mutual information.
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Bergfield et al. [405] showed that the temperatures of individual atomic orbitals or bonds
in a conjugatedmolecule with a temperature gradient across it exhibit quantum oscillations,
whose origin can be traced to a realization of Maxwell’s demon at the single-molecule level.
These oscillations may be understood in terms of the rules of covalence describing bonding
in π-electron systems, in that they selectively permit electrons from the hot or cold reser-
voir to tunnel onto the probe when it is at specific locations near the molecule, and block
electrons from the other reservoir. This study thus suggests that the non-linear and dis-
crete laws governing the formation of complex bounds in molecular systems could be used
to engineer a Maxwell demon that respects the laws of thermodynamics at the macroscopic
level which emerge as a consequence of coarse graining. However, there is no violation of
the second law, because electrons within the molecule “remember” which electrode they
came from. There is no “mixing” of the hot and cold electrons in the absence of inelas-
tic scattering such as it is insufficient to perturb this particular embodiment of Maxwell’s
demon without dissociating the molecule itself.

These studies show that interfacial quantum dots systems treated in mesoscopic classi-
cal setups are promising platforms to implement Maxwell’s demon. The fine-tuning of their
couplings with the reservoirs along with their discrete filling rules can be used to reverse
the heat flow through appropriate feedback and eventually in an autonomous manner.

3.2.3 Quantum implementations

Propelled by the newest experimental techniques allowing themanipulation of single atoms,
recent studies have showcased the possibility to engineer Maxwell’s demon in fully quan-
tum devices, thereby harnessing the special features of quantum superposition and quan-
tum measurements to implement new kinds of quantum information devices. Indeed, the
perturbing nature of quantum measurements, which destroys interferences by projecting
the system, is an operation that can be used to reverse a heat or particle current without re-
quiring any feedback. Two kinds of approaches are envisaged: either the device works con-
tinuously and applies constant feedback based on the mutual information shared between
the demon and the system, or the demon works in a discrete fashion through quantum
measurements.

For the first approach, Ptaszynski [406] proposed a device displaying an autonomous
feedback mechanism via a quantum iSWAP gate acting on two coupled QDs, which allow
one of the dots to act as a feedback controller that reads out the spin state of the second dot
and blocks transport with the bias while enabling tunneling in the reverse direction (see
Figure 3.7(a)). This leads to electron pumping against the bias, which generates the locally
negative entropy production. Interestingly, one finds that in the considered system, a sum
of the entropy production in one dot and the information flow from this dot to another one
is always non-negative, which acts as a local version of the second law of thermodynamics.
In a follow-up study, Ptaszynski then showed that the excess entropy then flows into the
baths where a displacement from its equilibrium generates mutual information between
initially uncorrelated degrees of freedom [408].

Another study by Najera Santos et al. [409] implemented experimentally a Maxwell’s
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Figure 3.7: Quantum implementations of Maxwell’s demon. Autonomous quantum
Maxwell’s demon based on two exchange-coupled quantum dots. Adapted from Reference
[406]. Quantum Engine Driven by Pointer Measurements. Adapted from Reference [407].

demon with a single Rydberg atom and a high-quality microwave resonator. The atom
simulates both a qubit interacting with the cavity and a demon carrying information on
the qubit state. While the cold qubit crosses the hot cavity, the demon prevents energy
absorption from the cavitymode. Taking into account the change of themutual information
between the demon and the qubit-cavity system gives rise to a generalized expression of the
second law that can be recast into an entropy conservation law, as expected for a unitary
evolution.

For the second approach, Seah et al. [407] proposed a spin-bosonmodel for ameasurement-
driven engine, in which a demon generates work from thermal excitations of a quantum
spin via measurement and feedback control. The demon’s action is restricted to pointer
measurements, i.e., random or continuous interrogations of a damped mechanical oscillator
that assumes macroscopically distinct positions depending on the spin state. The spin can
be thermally excited by a hot bath and it displaces the equilibrium position of the pointer
to x0 depending on its state (see Figure 3.7(b)). Then a cold bath of temperature thermalizes
the pointer around its equilibrium point.

Alternatively, Fu et al. [410] proposed a finite-time cycle model of a measurement-based
quantum cooler, where projective measurements provide the power to drive the cooling
cycle. The measurement-feedback information is capable of moving heat from the cold to
hot bath without anywork input and evenmaking themaximum coefficient of performance
larger than the Carnot limit. The causes that this seemingly paradoxical result does not
violate the laws of thermodynamics can be clearly explained through the derivation of a
generalized Clausius inequality including the mutual information.

Finally, Campisi et al. [411] proposed a theory of feedback-controlled heat transport in
quantum systems based on modeling heat engines as driven multipartite systems subject
to projective quantum measurements and measurement-conditioned unitary evolutions,
thereby unifying various results presented previously in the literature. Feedback control
breaks time reversal invariance. This in turn results in the fluctuation relation not being
obeyed. Its restoration occurs through appropriate accounting of the gain and use of infor-
mation via measurements and feedback. The theory is then illustrated by an experimental
proposal.
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3.3 Quantum engines and batteries

The previous discussion on Maxwell’s demon and the Landauer bound illustrated the deep
link between quantum information and the quantum resources needed to perform an op-
eration on a quantum system, so as to extract work, reverse heat flow or erase a memory.
In Chapter 2 and in the previous section, we started to show how one can take advantage
of the laws of quantum thermodynamics to build quantum thermal machines that can po-
tentially be more efficient than their classical counterparts and obey generalized forms of
the Carnot or Clausius inequalities by using additional resources originating from quantum
coherence. In the following, we review the literature on quantum energy devices so as to
gain insights into the techniques used to study these new kinds of engines.

3.3.1 Quantum heat engines

Quantum heat engines refer to thermal machines that are able to extract work from heat
baths. These machines involve an open quantum system, called the working substance
(WS), which may be connected and disconnected from different baths, and is allowed to
evolve unitarily by evolving freely with time or by the action of an external operator. In
order to simplify the mathematical treatment of such machines, their operation is separated
into different strokes that define the engine’s operating cycle, allowing a clear differentia-
tion between heat strokes and work strokes. In reality though, in most setups where the
system is constantly connected to the heat baths, such a separation may not be justified and
one needs to describe the engine as a continuous thermal machine [10]. We will start by
presenting the most widely studied four-stroke quantum engine, namely the quantum Otto
engine and its variations, before looking briefly at two-strokes and continuous quantum
engines.

Figure 3.8: Quantum heat engines cycles. Schematic diagrams of (a) the four-stroke
Otto-like cycle operating between reservoirs at different temperatures and (b) the two-
stroke protocol introduced to extract work from a single squeezed reservoir. The unitary
U1 represents the adiabatic compression, while U2 represents the adiabatic expansion and
unsqueezing. Adapted from Reference [354].
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Four-stroke quantum engines

Four-stroke quantum engines usually rely on a quantum version of the classical Otto cycle
[412]. The WS is sequentially connected and disconnected to a hot and a cold bath, leading
to a cycle with four steps (see Figure 3.8(a)):

1. Quantum isochoric heating: The WS is brought into thermal contact with a hot
reservoir and allowed to equilibrate, increasing its energy.

2. Quantum adiabatic expansion: The WS is isolated from the hot reservoir, and its
energy levels are modified adiabatically (e.g. by changing an external parameter like
a magnetic field), causing its state to expand.

3. Quantum isochoric cooling: The WS is connected to a cold reservoir and thermal-
ized, which decreases its energy and releases heat.

4. Quantum adiabatic compression: The working substance is isolated again, and its
energy levels are modified adiabatically in the opposite way as the expansion stroke,
causing its state to compress.

The quantum Otto engine is usually studied with the tools of the Lindblad equation,
under the weak-coupling approximation [413]. Spin chains or sets of qubits have been
extensively considered as the working substance to build the engine since external electric
or magnetic fields can be easily implemented to build the isochoric strokes [413, 414, 415,
416, 417]. Depending on the parameters of the model, it is usually shown that the Otto cycle
can result in different behaviors, acting either as a quantum heat engine, a refrigerator, a
heater or a thermal accelerator [413, 418, 414, 417]. The search for optimal parameters that
maximize the output power and efficiency is essential in the study of these engines. In
this regard, exceptional points of Liouvillians where the eigenvalues and their associated
eigenvectors coalesce are linked with better performance [419, 420].

In the case of a spin-basedWS connected to spin reservoirs, one can use spin-reservoirs
with different spin-temperatures as the non-thermal baths. The spin-temperature corre-
sponds to the value (Lagrange multiplier) assigned to the conserved charge corresponding
to the magnetization operator (see Section 2.3.3). Using this magnetic resource, different
kinds of Otto efficiency limits can be obtained, leading to counter-intuitive results originat-
ing from negative spin-temperatures [421]. Quantum Otto engines can potentially exceed
the efficiency of classical engines by operating between non-thermal baths like squeezed
thermal baths, allowing the use of additional resources from conserved quantities [422, 356,
354]. Adding an indefinite causal order to the isochoric cooling stroke of an Otto engine
through reservoir engineering can lead to an efficiency that may reach one and increase
power output [416].

Using a WSs with special quantum properties can result in increased efficiencies of
quantummachines. For example, many-body-localized (MBL) systems that do not thermal-
ize under their intrinsic dynamics have been shown to lead to a quantum advantage [368].
Using quantum systems with unequally spaced energy levels, allowing inhomogeneous
level shifts during the adiabatic strokes can also surpass the Carnot limit, just like in the
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phaseonium example presented in Chapter 2 [422]. The unique properties of Bose-Einstein
condensates also showed enhanced engine performance, including increased power output
and higher efficiency at maximum power [423, 424].

Engineering the coupling between the system and the bath can also be beneficial for
the engine. For Otto engines operating close to the Carnot efficiency, collective coupling
always enhances the output power [425]. In the strong coupling regime, non-Markovianity
of the interaction with the bath can also generate more work-per-cycle and reduce the work
fluctuations [415, 426]. It has also been shown that partial thermalization due to a finite-
time interaction with the bath can enhance the efficiency of the engine, due to the residual
coherence [427, 428]. However, coherence can also be detrimental as faster expansion and
compression strokes can increase the inner friction and therefore reduce the efficiency [427,
428]: the field of quantum control indeed teaches us that complex driving schemes can be
engineered to speed up the preparation of a target state, such as speeding up may not allow
the system to react optimally to the applied constraint [429, 430].

However, some quantum effects have been shown to be detrimental to the engine, e.g.
friction by non-adiabatic effects can induce a sort of quantum friction that diminishes the
efficiency [418].

Quantum Otto engines have been realized experimentally in various setups: trapped
ions [414], single-atoms [431] or spin systems [432] and reveal the crucial impact of thermal
and quantum fluctuations on the device, which can ultimately kill the average output power
[432, 431]. For example, Peterson et al. [432] reported a proof-of-concept quantum heat
engine which is able to reach an efficiency for work extraction (η ≈ 42%) very close to its
thermodynamic limit (η ≈ 44%). [432].

Two-stroke quantum engines

In an attempt to simplify the cycle to make it more realistic for systems that are always
connected to the baths, two-strokes engines are also considered. The two stages allow
to separate heat from work easily and may be easier to justify in the case where a fast
interaction occurs in congruence with a slower equilibration process.

In this context, Molitor et al. [433] developed a general framework to describe strobo-
scopic two-stroke engines in generic quantum chains, which may thus be an ingredient to
model the spintronic engine in this Thesis. The framework describes a cycle that alternates
between pure heat and pure work strokes and predicts a transient evolution towards a limit
cycle. Once the limit cycle has been reached, the energy of the internal sites of the chain no
longer changes, and the heat currents are exclusively associated with the boundary sites.
This work shows the importance of periodic steady-states along with the boundary condi-
tions which act as some kind of holographic artifacts containing the essential properties of
the limit dynamics of the steady-state inner system.

The possibility of harvesting the non-equilibrium features of a reservoir such as squeez-
ing described in Chapter 2 also opens the path to quantum heat engines that can extract
work from a single bath in two strokes, with a first step consisting in a charging of the sys-
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tem by contact with the bath, and a second step to generate work from a unitary evolution
of the system alone [355, 354] (see Figure 3.8(b)).

Klatzow et al. were able to demonstrate experimentally such a two-stroke engine by
using nitrogen vacancy centers in diamond forming a three-level system connected to a
source of microwave radiation. Thanks to the quasi-degenerate property of the two low-
est energy levels akin to the phaseonium presented in Section 2.3.1, internal coherence is
preserved in this system over long timescales, such that work can be extracted from the
coherent motion of the system excited by an incoherent light source, which experimen-
tally shows a quantum advantage [434]. This engine can also be described in a continuous
manner and we shall briefly present the tools that are used to study such engines.

Continuous engines

The difficulty in the study of continuous engines lies in the resolution of the time-dependence
of the non-Hermitian equation governing the evolution of the open quantum system in con-
tact with the heat bath. Contrary to an engine driven by a time-dependent Hamiltonian,
continuous engines aim to describe the time evolution of a system in a static environment
over long timescales. No external control or cyclic variation of parameters is required. The
engine autonomously reaches a steady state and continuously extracts work from the heat
flow.

In the Lindbladian approach, the system often converges towards a steady-state ρss that
does not depend on time. Although this final state is usually passive, since it generates no
work coming from a cyclic evolution of the system, it is associated to particle and heat flows
coming in/out of the baths, which can produce electrical work from the non-equilibrium
thermodynamic forces that the reservoirs apply to the system. The solution of the Lind-
bladian can also lead to periodic steady-states or rich time-dependent evolution that decay
over very large timescales, allowing the engineering of systems evolving under a cycle
which can act as heat engines. This especially happen in systems with purely imaginary
eigenvalues. Exceptional points have also shown interest in the literature as they lead to
trajectories akin to critically damped oscillators [420].

3.3.2 Quantum batteries

Quantum batteries are systems that can absorb energy from a charging mechanism, store
it during an appropriate time-scale and then deliver the energy back during a discharge
process. Compared to classical ones, quantum batteries can exploit quantum phenomena
like quantum coherence to enhance their performance by delivering additional ergotropic
forms of energy (see Section 1.2.1). Potential advantages include faster charging rates [435],
higher energy densities [436] and improved efficiency through non-dissipative charging
mechanisms [437, 438].

Systems of qubits or spins are themost studied platform to implement quantumbatteries
[439, 440, 441, 442, 443, 438]. Compared to classical batteries, the main advantage of these
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systems is that they can be charged in contact with generalized reservoirs, like coherence
reservoirs, so as to gain extractable energy not just from particle or heat exchange but from
information exchange through quantum correlations that build up inside the system [439].
Usually, the amount of extractable work is bounded by the ergotropy of the system, which
is controlled by the amount of coherence injected in the system during the charging process
[440, 442, 443].

Different processes have been envisaged to charge a quantum battery. Using a coherent
drive source [439, 440, 441, 442] or a hot heat bath [444, 440, 443] are the most studied
methods. More exotic processes have also been considered and showed improvements. For
example, charging the quantum system via a non-equilibrium steady state can be used as
a resource to improve the efficiency [437]. Adding a feedback mechanism to the drive has
been shown to counteract the randomizing influence of environmental noise and allow
for stable and effective battery charging. [438]. And a protocol featuring indefinite causal
order can increase the amount of energy charged and the thermal efficiency can be boosted
simultaneously [445].

3.3.3 Quantum drive

A third kind of quantum energy device relies on quantum drives. A quantum drive is a time-
dependent Hamiltonian that originates from an external power source. Using Equation 2.12
we can see that this time dependence of theHamiltonian is associatedwith an input external
work Wext(t) that can be converted into a heat or particle flow, such that the system can
behave as a heat pump or a refrigerator [314, 446].

In particular, periodically-driven quantum thermal machines are widely considered as
potential energy harvesters [447, 448]. Most studies focus on the limit-cycle stage of oper-
ation characterized by a periodic state of the system [10]. This regime is not immediately
accessible for experimental verification, so additional frameworks are being developed to
analyze work and heat through a complete description of the first law of thermodynamics
that requires a new contribution, which vanishes only in the limit-cycle phase [447]. In
this context, coupling modulation can be suitably engineered to perform thermodynamic
tasks such that asymmetric couplings to two heat baths can be used to extract heat from
the cold reservoir and achieve an ideal heat rectifier, where the heat current can be blocked
either in the forward or in the reverse configuration by simply tuning the frequency of the
couplings’ modulation [448].

Specifically, coherent drives have been extensively studied to model the interaction of
quantum thermodynamical systems with lasers in the context of quantum optics. Indeed,
the application of a coherent drive associated with a waveguide has been used to mea-
sure thermodynamic work and heat/ This suggests that waveguide spectroscopy is a useful
means to study quantum heat engines and refrigerators [449].

Alternatively, quantum measurements can be considered as a drive pulse that can act
as an energy pump. From a thermodynamic point of view, this measurement backaction on
the energy is at the core of the class of quantum thermodynamic engines that are powered
by measurements instead of heat baths [450].
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3.3.4 Quantum information engines

Quantum information engines are devices that extract work from quantum states and ther-
mal reservoirs using principles of quantum mechanics and information theory. In partic-
ular, these quantum machines rely on quantum measurements to generate power using
quantum resources based on quantum coherence and correlations stored within the sys-
tem. We will focus on two approaches: quantum Zeno engines and quantum measurement
engines.

Quantum Zeno engines

The quantum Zeno effect is a phenomenon in quantum mechanics where frequent mea-
surements of a system can inhibit its evolution [451]. This effect is named after the Greek
philosopher Zeno and his paradoxes about motion. In the context of quantum heat en-
gines, the quantum Zeno effect can be used to control and manipulate the dynamics of the
working fluid (typically a quantum system like a two-level atom or a harmonic oscillator)
[452].

Quantum Zeno engines operate in the regimewhere the driving or control of the system
is faster than the correlation time of the thermal bath it’s coupled to. This puts the engine
in a non-Markovian regime. The key advantage of quantum Zeno engines is that they can
potentially achieve a significant boost in output power compared to conventional quantum
heat engines. This power enhancement is achieved through a phenomenon called anti-Zeno
dynamics [452, 453]. In the anti-Zeno dynamics regime, the energy exchange between the
system and the bath is enhanced or sped up, rather than suppressed as in the standard Zeno
effect. This allows for faster thermalization and thus higher power output [452, 453].

Importantly, the quantum advantage observed in these engines stems directly from
quantum mechanical principles, specifically the time-energy uncertainty relation allow-
ing effective cooling and challenging the second law of thermodynamics by keeping the
system out-of-equilibrium. This suggests that non-Markovian implementations of quan-
tum heat engines could reverse heat flow and allow cooling or state purification in a more
efficient manner [334]. The operation of a quantum Zeno engine typically involves a rapid
modulation of the energy levels of the working fluid, combined with frequent coupling and
decoupling from thermal baths [334]. The entropy and temperature of both the system and
the bath can be found to either decrease or increase depending only on the rate of obser-
vation, contrary to the standard thermodynamical rules that hold for memory-less baths.
From a practical viewpoint, these anomalies may offer the possibility of very fast control of
heat and entropy in quantum systems, allowing cooling and state purification over an in-
terval that is much shorter than the time needed for thermal equilibration or for a feedback
control loop [453].

At extremely high modulation frequencies, the system can enter the quantum Zeno
dynamics regime, where heat currents and power output vanish, making this regime un-
suitable for heat engine operation. Optimizing the time interval between the projective
measurements is thus crucial to design efficient quantum engines and batteries [454].
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The quantum Zeno effect can be linked to quantum Maxwell’s demon engine where
work is directly extracted from themeasurement channel, such that no heat bath is required.
In the Zeno regime of frequentmeasurements, memory erasure costsmay eventually vanish
[15].

Quantum measurement engines

A quantum measurement engine is a device that can harvest energy from the quantum
measurement of a system. When the observable does not commute with the Hamiltonian
of the system, the projective nature of the measurement can indeed destroy coherence in
the energy basis, thus resulting in a projected system with a different average energy than
the initial system [455]. The measurement has a direct back-action on a system which
exchanges energy with the measurement apparatus as a form of quantum heat which can
be converted into useful work [456]. Quantummeasurement can therefore be used as a fuel
in a quantum cycle [455].

The interest in quantummeasurement engines has recently generated substantial inter-
est through a rising number of theoretical studies describing processes and machine cycles
that strongly rely on quantum measurements to perform work. Initial studies have focused
on the realization of a quantum Maxwell demon (see Section 3.2.3) performing quantum
measurement then feedback control on a system in order to build some kind of quantum
Szilard engine. Such implementations have notably been studied by Erez et al. who showed
that single-temperature measurement engines could be built using either selective or non-
selective measurements, and linked the maximum extractable work bound to the energy
required to reset the memory of the demon in the heat bath [453]. This should be related
to the work of Jacobs et al. who argued that all measuring devices must pay a cost equal to
that which a heat engine would pay to obtain the equivalent work value of that informa-
tion [318]. In a parallel approach Mohammady et al. studied an engine based on a system,
a weight and a quantum Maxwell demon that can function without heat from a thermal
reservoir only if repeatability of measurements, invariant of weight entropy or positive
work extraction for all measurement outcomes, are abandoned [457]. Additionally, Ji et al.
showed that a quantum advantage can be obtained if the demon can truly steer the working
medium’s quantum state, thereby generating non-classical correlations. [458].

Later, Yi et al. showed a cyclically working quantummechanical engine that operates at
a single temperature and where the energy input is delivered by a quantum measurement
but without feedback control like one would expect in a classical Maxwell demon engine:
the measurement back-action is sufficient to extract work [459]. The work of Bresque et
al. then shed new light on the measurement-based fueling process in entangled quantum
dots and provided a unified view on quantummeasurements that act akin to heat reservoirs
delivering quantum heat [456] (see Figure 3.9(a)). These ideas were subsequently adapted
to different systems and cycles: Elouard et al. constructed an engine from the process
of observation to move a particle against a force, showing that feedback is only required
for optimal performance and obtained unit efficiency under specific conditions [14]. Then
Elouard et al. designed a modified version of the Elitzur-Vaidman bomb tester to show
how energy could be exchanged at distance despite local interactions [460] and Anka et al.
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proposed to replicate a quantum Otto engine where the role of the heat source is played by
a quantum measurement in a system of quantum spins [16].

The latest studies on the topic which are of particular interest to us (see Chapter 5)
are the work of Jussiau et al. [461] and Ferreira et al. [462]. Both suggest that a quantum
measurement process may be at the center of the operation of the quantum spintronic en-
gine. The first paper showed how quantum measurements can reveal the quantum vacuum
fluctuations of the global ground state in the local basis and provide the energy required
to energize a system: quantum measurements are used to produce an excited state that
then relaxes towards its entangled steady-state in contact with the cold bath such as work
can be extracted from this cycle [461] (see Figure 3.9(b)). And the second team analyt-
ically studied how noninteracting fermionic systems undergoing continuous monitoring
and driven by biased reservoirs can generate competing elastic and inelastic current, such
that monitoring-induced inelastic processes lead to nonreciprocal currents, allowing one to
extract work from measurements without active feedback control [462].

Alternatively, quantummeasurements have also been at the center of thermal machines
using this fuel to do different kinds of operation on a system such as cooling [463] or puri-
fying [455] by acting as a kind of quantum lubricant, suppressing the effect of coherence,
which can be detrimental in some cases. Indeed, coherence is basis-dependent, such as it
can scramble information in the orthogonal space of the useful reference frame; its effect
thus depends on the specific design and operating conditions of the device [464].

Figure 3.9: Quantum Measurement Engines. (a) Scheme of the cycle of a two-qubit en-
gine fueled by local measurements. (i) The qubits get entangled. (ii) A demon performs an
energy measurement on qubit B (iii) If B is found in the excited state, a π pulse is applied to
each qubit. The energy of B is extracted and A is reexcited. If not, nothing is done. (iv) Reset
of the demon’s memory. Adapted from Reference [456]. (b) Schematic depiction of the en-
ergy levels for the local (left) and interacting (right) Hamiltonians of a many-body quantum
vacuum fluctuation engine. The cyan arrows represent the energy changes throughout one
possible realization of a cycle for the many-body vacuum fluctuation engine. Adapted from
Reference [461].
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3.4 Framing summary

This chapter started with a brief reminder on thermoelectricity, which has been the main
approach towards building nanoscale generators within the spintronic community so far.
Nevertheless, thermoelectricity continues to suffer from severe efficiency drawbacks that
limit their practical applications and commercial use-cases. The spintronic engine, which
seemingly does not require a temperature gradient and delivers sizable output power at
ambient temperature, thus most likely does not belong to these kinds of devices.

This new kind of behavior indicates that a quantum thermodynamical phenomenon
must be at the center of the engine so, building upon the notions developed in the previous
chapter, we dived into the concepts of Maxwell’s demon and Landauer erasure, which are
needed to understand how information (and therefore heat) can be used and erased at the
microscale so as to build a quantum engine.

Subsequently, we challenged these fundamental thought experiments in light of the
newest studies on the topic and showed how classical limitations could be partially lifted
by quantum systems, suggesting that these original ideas be included in a larger framework
in which quantum information plays a central role by bounding the efficiency of quantum
machines. In particular, we showed how quantum systems can be used to practically engi-
neer a Maxwell demon, and how quantum thermodynamical concepts like squeezed baths
could be used to reset a quantum memory at vanishingly low energetic cost.

These preliminary notions then allowed us to review the literature on quantum en-
ergy devices, focusing on quantum heat engines, quantum batteries, quantum drives and
quantum information engines. All these complementary approaches give us the necessary
modern tools to build a model of the quantum spintronic engine and, from all the systems,
processes and cycles studied in detail in these works, many parallels can be drawn with our
subject. In particular, we will make extensive use of these concepts in Chapter 5 where we
will present our quantum model of the spintronic engine.

This chapter concludes the introductory part of this thesis which aims at presenting the
necessary fundamental background needed to understand the results. Before moving to the
main part of the thesis, the next chapter finishes the contextualization of this PhD work by
giving an overview of the present understanding and past results on the spintronic engine.
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The Spintronic Engine

Attempts to increase the magnetoresistance device performance metric have led to modi-
fications to the spacer layer and magnetic electrode materials. In the process of studying
these materials modifications, three groups published results within 2009-2019 on what ap-
pears, retrospectively, to be implementations of a quantum spintronic engine, generating
electrical power at room temperature with no external energy input.

These surprising results raise a lot of questions and prospects. Given the output power,
these devices could lead to a revolution in energy technologies as it promises nanoscale
engines with incredible power densities up to 1000x more efficient than a solar panel with-
out suffering from intermittency (see Figure 4.1(b)). The experimental milestone would
then consist in achieving routine and then industrial fabrication of those devices, while
the essential theoretical issue remains in finding a thermodynamical model, consistent
with the laws of thermodynamics, that describes where the output energy comes from and
whether/how quantum information circulates in the system.

The spintronic engine is based on magnetic tunnel junctions that host magnetic atomic
complexeswithin their barriers, alongwith carefully tuned interfaces between the electrode
material and the spacer layer called spinterfaces (see Figure 4.1(a)).

Figure 4.1: The spintronic engine. (a) Architecture of the spintronic engine. (b) Table
representing the power density of the different energy technologies. The power density of
the spintronic engine was extrapolated using the device of Katcko et al. [18] (0.1 nW) with
the density of devices that can be achieved in today’s industrial platforms (1.212 cm−2) with
a load resistance of R = 20 kΩ. Adapted from Reference [18].
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This chapter reviews the latest studies on the spintronic engine and summarizes the ex-
perimental results obtained on both oxides and molecular junctions obtained by my group
at the IPCMS. Then, from these elements, I present the qualitative description of the mech-
anisms underlying the engine which we put together at the beginning of my thesis.

4.1 The oxide spintronic engine

4.1.1 Context

Strategies to increase the spin polarization of the transport electronic state in MTJs have
been one of the main issues in spintronics. To this end, one may tune the properties of
the barrier, the electrodes and the interface between the two. The barrier most widely
used barriers are oxides like AlOx and epitaxial/polycrystalline MgO which have achieved
high TMR values up to 600% at room temperature due to the synergy between the band
structures of the (001)-oriented MgO tunnel and the bcc-alloy Fe electrodes (see Section
1.3.1) [32]. MgO-based magnetic memories have achieved industrial penetration and are
considered a prime example of the commercial potential of spintronic technologies. As for
the electrodes, ferromagnetic metals or "half-metallic" materials, which have only one spin
subband present at the Fermi surface have been considered[54]. And for the interface, a
technique discovered in the 2010s involves decorating the surface of 3d transition metals
with molecules. The resulting "spinterface" state [256], formed by p − d bonds[465], was
found to exhibit high spin polarization of electronic states at the Fermi level [18, 19, 272],
with effective magnetoresistance values up to 770%, corresponding to a spin-polarization
of 89% [19] (see Section 1.4.3).

With the nominal aim of improving spintronic performance, using barrier and electrode
materials described in the previous section, research has discovered some MTJ devices that
generated long-lasting electrical power of unknown origin. This unusual behavior thus
raised both skeptical and exciting interest towards both finding a coherent theoretical de-
scription of these active devices and reproducing the experiments so as to find systematic
routes to fabricate them.

4.1.2 Experiments

Three teams have reported active devices and started the quest towards building a spin-
tronic engine.

In 2009, the Barnes and Maekawa groups reported on magnetotransport experiments
at 10 K across MnAs nanoparticles within a GaAs matrix [466]. Although one MnAs fer-
romagnetic (FM) electrode was used (see Figure 4.2(a)), large values of MR were observed,
and attributed to spin-polarized carriers on the MnAs nanoparticles acting as the analyzer
of spin-polarized transport originating from the MnAs electrode. Interestingly, when at
low temperature, applying an external magnetic fieldH past a certain critical value causes
the IV to shift into the (V > 0, I < 0) power generating quadrant (see Figure 4.2(b)).
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RemovingH caused a return to the passive device state. This switchover from a passive to
an active device state is confirmed using I(H) curves (see Figure 4.2(c)). An enduring bias
voltage was observed over minutes, even when a passive resistance load was connected.

Figure 4.2: Experiments onMnAs nanoparticles MTJs. (a) Schematic of the device con-
sidered in the Barnes andMaekawa groups’ report, showing the single MnAs ferromagnetic
electrode and MnAs nanoparticles. (b) I(V ) data for H = 0 and H = 10 kOe. (c) I(H) data
confirming that the magnetic field induces current and bias offset. This indicates a spin-
tronic origin of the effect. Adapted from Reference [467].

In 2014, the Moodera group reported on magnetotransport experiments at 1 K across Al
nanoparticles sandwiched between EuS spin filter tunnel barriers [466] (see Figure 4.3(a-
b)). The authors observed a spontaneous bias voltage across the device whose amplitude
and sign depend on the relative orientation of the two ferromagnetic tunnel barriers’ mag-
netizations (see Figure 4.3(c)). This spintronic manipulation also leads to a change in the
spontaneous current (see Figure 4.3(d)) upon connecting the device to a load resistance,
which stays constant up to 10 MΩ load. This implies an output power of 27 fW at 1 K.

Figure 4.3: Experiments on Al nanoparticles MTJs. (a) Schematic of the device consid-
ered in the Barnes and Maekawa groups’ report, showing the single MnAs ferromagnetic
electrode and MnAs nanoparticles. (b) I(V ) data for H = 0 and H = 10 kOe. (c) I(H)
data confirming that the magnetic field induces current and bias offset. This indicates a
spintronic origin of the effect. Adapted from Reference [466].

In Katcko et al. from 2019 [18], my group reported on magnetotransport experiments
at 295 K across C atoms within a MgO MTJ with Co/C spinterfaces. The authors observed
up to 0.1 nW of output power (see Figure 4.4(a)) with a current of around I = −100 nA for
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a voltage of V = 1 mV along with peculiar features such as spectroscopic data with sub-
spectral resolution in the conductance and TMR plots (see Figure 4.4(a)) pointing towards a
quantum signal linked to the inserted carbon. Interestingly, the measured TMR presented
two sharp peaks with a width of about 1 mV, one of which has a negative value reaching
down to -200%. This shows a strong dependence of the nanotransport path on the magnetic
orientation of the ferromagnetic layers, which suggests a significant magnetic coupling
between the inserted C atoms and the electrodes. The main weakness of the work was that
the effect was observed on only one device out of 216. This underscores the difficulty to
control the insertion and position of individual impurities within an ultrathin oxide layer.

Figure 4.4: Experiments on C-MgO MTJs. (a) Bias dependence of current I , numerically
derived conductance dI/dV in the MTJ’s parallel (black) and antiparallel (red) states, and
the inferred TMR bias dependence. (b) Theoretical bias dependence of spin ↑ (solid) and
spin ↓ (semitransparent) current, with the theoretical and averaged experimental bias de-
pendencies of current, along with the calculated TMR (green) in the magnetic tunnel junc-
tion’s parallel (black) and antiparallel (red) magnetic states. (c) Spin-conserved quantum
tunneling between a spinterface and a PM center deforms the PM center’s Bloch sphere,
thereby splitting [468, 469] its spin states by ∆, and shifts the spinterface’s Fermi level EF
by ∆ϕ. (d) The spintronic landscape across a magnetic tunnel junction, comprising spin-
terfaces and a PM center, in its antiparallel (AP) magnetic state exhibits a spontaneous bias
voltage ∆V ⩽ ∆ (e) Schematic of the analytical model of spin-conserved transport across
a paramagnetic dimer (PM1 & PM2 centers) separated from each FM lead by a spinterface.
Adapted from Reference [18].
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4.1.3 Theory

We now discuss how the effects observed were at the time explained. The Barnes and
Maekawa groups’ report attributed the observed bias voltage to the magnetic energy of
paramagnetic clusters [467], which was criticized at the time [470]. The theoretical jus-
tification involves nonconservative spin derived forces reflecting the conversion of stored
magnetic into electrical energy which modifies Faraday’s Law which should involve the
derivative of the spin average Berry phase and not just the magnetic flux [471]. This term
adds a contribution to the motive force occurs, with static external fields, in circumstances
where there is no usual electromagnetic induction.

The Moodera [466] and Bowen [18] groups’ articles attributed the effect to harvesting
spin fluctuations on paramagnetic centers using spin-polarized currents that generate spin-
splitting on the PM centers and pin the electrode Fermi level to the corresponding spin state
(see Figure 4.4(c-d)). It was in turn proposed, without thermodynamical proof, that the
ensuing potential profile drop leads to an effective potential bias between the electrodes.

With this hypothesis, in Katcko et al. [18], the authors reproduced the experimental IV
data (see Figure 4.4(b)) using an analytical model involving a C dimer sandwiched between
fully spin-polarized quantum dots (the spinterfaces). The model supposes the presence of
a spin-split chemical potential on the leads, evidences the role of spintronic anisotropy, i.e.
the change in magnetic anisotropy of a junction’s components due to a spin-polarized cur-
rent, and describes the net current flow as the result of an imbalance in oppositely flowing
spin channels of charge current.

Assuming this potential drop, the Bowen group also proposed a phenomenological
model of transport (see Figure 4.4(d-e)), which relies on the basic electronic interactions
that result from the interplay between the spinterface and the paramagnetic center, al-
lowing for spin-polarized transport through a spin-split impurity. In this description, the
energy is thought to come from quantum fluctuations of the spin state of the PM centers,
which are rectified by the spinterface thanks to their asymmetric spin-dependent coupling
to the centers. When describing the needed intersection between spintronics and quantum
thermodynamics to explain the effect, the Bowen group report alluded to quantum heat
engines [404, 472, 406], but the link with quantum information engines remained tenuous
[473].

4.2 The molecular spintronic engine

We begin this Section by presenting an overview of the experiments performed on molec-
ular spintronic junctions that the Bowen group obtained in the Chowrira et al. 2022 report
[19]. This report strongly bridges, for the first time, the spintronics and quantum thermo-
dynamics communities and details the current theoretical understanding of the spintronic
engine. We then describe the main features that allow power generation which I partici-
pated in laying down at the start of my thesis.
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4.2.1 Context

The report of Chowrira et al. [19] describes the ingredients of engine much as did Katcko et
al. [18] in 2019, but more explicitly associates concepts of quantum thermodynamics with
the spintronic interactions that are present. Furthermore, the paper contains a description
of purely quantum mechanical effects that can procure a quantum advantage (color-coded
in green in Figure 4.8) relative to a classical nanoscale heat engine. The device’s electronic
potential landscape is crafted to take into account the electron’s quantum spin property,
and contains two carefully interlocking ingredients (see Figure 4.8(a)): an ensemble of PM
centers as thermal spin fluctuators; and spinterfaces on either side of these PM centers that
select electrons of one spin for transport. As we will describe hereafter, these two ingre-
dients are believed to deploy so-called quantum resources and combine to enable thermal
fluctuations to rectify quantum fluctuations of transport across the device, thereby gener-
ating a bias voltage, and an electrical current if the circuit is closed.

Chowrira et al. studied vertical molecular junctions, in which transport is proceed-
ing between Fe thin film FM electrodes across 3 monolayers of Co phthalocyanine (CoPc)
molecules with a Co PM center. The Fe and CoPc layers are separated by ultrathin C60 lay-
ers, and Fe/C60 spinterfaces [257] are the spintronic selector. The fluctuating S = 1/2 spin
is borne by the Co out-of-plane dz2 orbital, such that spins can couple antiferromagnetically
through superexchange, forming a spin chain [246]. Despite the mesoscopic (diameter 300
nm) size of the device’s vertical pillar, transport is also expected to proceed across a re-
duced number of nanotransport paths involving CoPc spin chains. Indeed, the intra-chain
superexchange promotes the main transport path, while there is very little crosstalk be-
tween chains due to very low wavefunction overlap between neighboring (but not stacked)
CoPc molecules [246, 248, 250, 273, 251].

Figure 4.5: Thermal activation inCoPc spintronic engineMTJs. (a) I(V ) data atH = 0

within 40 < T (K) < 360. Top inset: zoom at low bias. Lower inset: power-voltage P (V ) data
showing a maximum PMax = 450 nW at 40 K. The magenta crosspoint is the experimental
error. (b) temperature plot of (top) resistance Rs(1/T ) around V = 0, (middle) the offset
voltage VOff (1/T ) and (bottom) maximum power PMax(1/T ). PMax decreases from 370
nW at 40 K to 24 nW at 360 K per two thermal activation regimes, with a 120 K crossover
temperature. The activation energy Ea is given for each regime. (c) Temperature depen-
dence of the Co contribution in CoPc to the Electron Spin Resonance Intensity. A signal
increase is observed for T < 120 K. Adapted from Reference [19].
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Figure 4.6: Electrical signals in CoPc MTJs. (a) time dependence of the spontaneous
current Isp at external applied field H = 0 (grey) and upon applying a H field (red, green,
blue) orthogonal to the electrodemagnetizations. (b) I(V ) data at 240 K. Themagenta cross-
point represents the experimental (V, I) error. The top insets show the time dependence
of Isp and the offset voltage VOff , while the zoom around V = 0 (lower inset) reveals an
I(V ) hysteresis that contains non-thermal spectral features for which the current deriva-
tive dI/dV is represented in (c). Forward (black) and return (red) traces are shown. (d)
Return dI/dV traces for 40 K, 60 K, 85 K and 240 K reveal essentially identical features
with a sub-kBT spectral resolution, i.e. the thermodynamical signature of a quantum phe-
nomenon. (c) Temperature dependence of the Co contribution in CoPc to the electron spin
resonance intensity. A signal increase is observed for T < 120 K caracteristic of the phase
transition of the CoPc WS. Adapted from Reference [19].

4.2.2 Experiments

Using thismolecular implementation, Chowrira et al. report energy harvesting on 9 devices,
with power reaching 24 nW at 360 K, 27 nW at 295 K, and 450 nW at 40 K (see Figure 4.5(a)),
i.e. a 270x increase over the previous record set by Katcko et al. [18]. Referring to Figure 4.5,
a spectral resolution 100x better than kBT is observed (i.e. similar to the 2019 report [18]),
despite the usual 2-3 kBT broadening expected during electronic transport. This is a feature
of feedback-driven transport [474, 403, 475] that would appear due to a non-thermal bath,
and that can generate electrical power [402]. Furthermore, the temperature dependence
of the device offset voltage and output power reveals that the thermal activation energy
changes at 120 K (see Figure 4.5(b)). This suggests that the magnetic exchange energy of
Co sites in CoPc [246, 248] can constitute an experimental signature of the WS’s magnetic
phase transition from antiferromagnetically correlated to uncorrelated fluctuations. The
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increased thermal activation energy for T > 120 K could be due to hopping transport
[145] across the spin chain’s uncoupled fluctuating sites. This interpretation is confirmed
from the temperature dependence of magnetic susceptibility acquired using electron spin
resonance on a similar stack (see Figure 4.5(c)), with a change in trend attributed to the
phase transition of the molecular spin chain.

To support the claim of device electrodes with a high spin polarization, Chowrira et
al. performed magnetotransport measurements (see Figure 4.5). In panel (a), the raw I(H)
data show that, depending on the value of applied bias, the device can block current in
either the P or AP magnetic state, leading to magnetocurrent values of 1500%. The current
direction can even be reserved by switching the magnetic state. I(V ) data shown in panel
(b) reveal the presence of different bias offsets for each junction magnetic state. Finally, in
panel (c), the slope resistance is plotted as a function of external applied magnetic field, and
reveals a magnetoresistance MR = 770% that corresponds to a record spin polarization
P = 89% at 40 K in of the Fe/C60 spinterface.

Figure 4.7: Spintronic features of themolecular engine. (a) I(H) data acquired at 40 K.
(b) I(V ) data atH = 0 T andH = −0.5 T, revealing a linear behavior withRS = 63 Ω and
RS = 550 Ω around VOff = 2.13 mV and VOff = 2.76 mV, respectively. The blue crosses
reflect the I(H) data from panel (a). (c)RS(H) calculated from two I(V0, H) datasets from
panel (a). The blue crosses indicate RS inferred from panel (b). Adapted from Reference
[19].

4.2.3 Theory

According to Chowrira et al. [19], the crucial point is to implement so-called quantum
resources that place the engine’s WS and thermal reservoirs out of thermodynamical equi-
librium [476]. This applies if the WS exhibits a coherent superposition of quantum states
with population inversion [434] or a phase transition [477]. The engine’s reservoirs can
be non-thermal if the thermal stroke (i.e. the transport fluctuation between spinterface and
PM center) has an action that is faster than the thermalization or decoherence processes
(‘Zeno effect’ from Section 3.3.4), or exhibits some asymmetry between the two quadra-
tures of conjugated quantities (‘squeezed bath’ from Section 2.3.2) or if it injects quantum
coherence into the WS. Chowrira et al. argue that the experimental data can be interpreted
as bearing the signature of two quantum resources: squeezed baths and a WS at a phase
transition [477].
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Figure 4.8: Theory of the molecular spintronic engine. (a) Energy diagram schematic:
spintronic implementation of the transport fluctuation stroke between the device electrode
in its FM ground state and the spin states of the WS’s nearest PM center, mediated by
a spinterface with full transport spin polarization. Quantum coherence and decoherence
processes on the WS are shown. (b) Engine schematic that also shows the transport fluc-
tuation and the spin flip strokes on a PM center’s spin states, and between the PM centers
forming the WS, against thermal fluctuations for kBT > ∆. (c) Ab-initio calculated spatial
charge transfer maps across Fe/C60/CoPc reveal sizeable hybridization on C60 (i.e. the spin-
terface) and electron tunneling between C60 and CoPc across an antibonding state. (d) The
antibonding state’s calculated density of states (DOS) around the Fermi energy EF reveals
how the Co dz2 and C pz orbitals share a spectral feature that appears only in the spin ↑
band. This illustrates the high spin polarization and bandwidth of the transport fluctuation
stroke (see panel (a)). Adapted from Reference [19].

Based on these experimental observations, Chowrira et al. proposed the following
spintronic implementation of quantum resources in an engine at the intersection between
atomic/mesoscopic thermodyndamics and spintronics. The engine is schematized in Figure
4.8(a-b), which features quantum resources that are color-coded in green, and an electronic
interaction stroke that is evaluated in the 100-1400 GHz range (see Figure 4.8(c-d)). The
engine requires at a minimum spintronic selectors, i.e. electrodes that select a spin channel
for transport. As one spintronic selector, the FM metal/molecule interface, also called the
spinterface [256], is believed to spintronically implement a non-thermal bath [478, 358] that
constantly energizes the WS made out of the magnetic spin chain formed by the Co atoms.
Indeed, at the Fe/C60 interface (see Figure 4.8(c-d), the spinterface exhibits a low density of
spectrally confined, highly spin-polarized states [257], with a fixed spin referential along
(x, y, z) = (−1, 0, 0) of the Bloch sphere that originates from the FM state of the metal.
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The subsequent electronic interactions between the FM electrode and PM centers across
the spinterface lift the spin degeneracy of their energy levels (see Figure 4.8(a)). Indeed,
according to density functional theory calculations (see Figure 4.8(c-d)), the electronic in-
teraction between the spinterface and the neighboring PM center causes a lifting∆ = −0.7
meV of energy degeneracy between the spin states of a PM center, which fits within the
1.4 meV experimental energy window (see Figure 4.2(c) and Reference [18]) that was ob-
served. While spin fluctuations introduce both (±1, 0, 0) spin relaxation and orthogonal
(0,±1,±1) phase decoherence (coded in purple in Figure 1b). With kBT > |∆| = 0.7
meV, spin fluctuations are operative up to 169.5 GHz. Since the 1 MHz phase decoherence
frequency of CoPc [479] is much slower than the 140 THz spinterface stroke and the 169.5
GHz on-site spin mixing stroke, the engine is resilient against phase decoherence. Note
how the mesoscopic (diameter 300 nm) device’s effective nanotransport path [480] should
comprise several PM centers forming a spin chain, across which small energy asymmetries
can be present [18].

According to Chowrira et al., the non-thermal properties of the spinterface associated
with the quantum nature of spintronic transport across these atomic centers result in this
active behavior. By lifting the spin degeneracy on the WS (i.e. spintronic anisotropy [251,
480]), the spinterface-based stroke promotes a superposition of quantum states of the WS
upon which spin mixing can promote population inversion. This population inversion is
driven by two concurrent asymmetricmechanisms: the electronic transport across the spin-
terface [18, 469, 481] and the quantum iSWAP [406] process moderated by the magnetic
exchange coupling J .

From these considerations, the mechanism of the engine can be decomposed in two
strokes that correspond to the two different processes that affect the WS.

First, the transport fluctuation stroke corresponds to the exchange of electrons between
the electrodes and the centers. Because this interaction is spectrally narrow and mediated
by the spinterface’s full spin polarization along the (1, 0, 0) direction, it imposes the in-
jection of coherent spins into the WS [351] (coded in blue in Figure 4.8(b)) in a repeated
interaction that causes the sub-kBT resolution (see Figure 4.6(c-d)) as a consequence of
spectral squeezing. This orientation reduces the possible channels of spin decoherence and
describes an autonomous measurement of the WS state. The spinterface thus acts as an
autonomous Maxwell demon that gains information on the WS and uses it as feedback to
control the electron transfer rate across the barrier. The transport fluctuations stroke there-
fore quantum correlates the spinterfaces with the endmembers of the WS’s spin quantum
dots, thereby imposing boundary conditions on the WS.

Second, theWS has an antiferromagnetic ground state that is promoted by the magnetic
exchange coupling between the spin chain members, and is reinforced when the two FM
electrodes are antiparallel-oriented. From this one can propose a spin flip stroke that sup-
plies magnetic energy to the WS (charging), which will be extracted during the transport
fluctuation stroke via an ergotropic return from an excited state to the ground state.

Separating the engine operation into two strokes is justified by asymmetric regimes of
operation, enabled by the structural/electronic asymmetries of the device, which generate
different electronic frequencies and spin-splitting values on each PM centers.
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4.3 Framing summary

In this Chapter, we reviewed the pioneering work around the spintronic engine with a spe-
cial focus on the latest work of my team at IPCMS. They report active nanoscale devices
that generate up to 100 nW of power without any external energy input to maintain dc
current and voltages. We saw the importance of key ingredients that are the FM electrodes,
the spinterfaces and the magnetic centers whose interactions need to be finely tuned in
order to produce the power-generating effect. Then we gave qualitative elements of expla-
nation of the underlying mechanism which suggests potential routes that may be followed
by further theoretical analysis which are needed to fully understand these engines.

On the experimental side, the junctions made with oxides suffer from reproducibility
issues which question their validity such as one needs to discard any possible unaccounted
artifact, while molecular junctions present fabrication challenges due to the physical prop-
erties of molecules which necessitates the development of non-standard processing routes
[19]. Both implementations have their advantages: the oxide platform is easily industri-
alizable with current technologies but reproducibility is very low due to a positioning of
C impurities within the MgO barrier that is difficult to control, and their output power is
1000x lower than the molecular implementation. Efforts must therefore be made in the
field in order to produce more working devices whose magnetic and electronic responses
must be carefully investigated. In this regard, the first objective of my thesis was to pursue
the work on the MgO architecture, with the hope of finding more active devices and pro-
pose architectures or protocols that would facilitate the production of these engines and
maximize their output power.

On the theory side, these previous reports have shed light upon features and mecha-
nisms that suggest that unconventional quantum phenomena are taking place within the
device and give rise to the power output along with the singular spectral signals. Although
argumented qualitative explanations of the spontaneous current and voltages have been
proposed based on ab-initio simulations such as DFT, a convincing, minimalist and fully
thermodynamical approach of this machine is still missing. Indeed, the analytical model
developed in Katcko et al. [18] assumes a chemical potential difference between the two
electrodes which is not a satisfying hypothesis unless one describes the physical effect that
continuously gives rise to the permanent voltage. These studies thus call for further fun-
damental investigations that should build upon elements of both spintronics and quan-
tum thermodynamics to design a model of the device in which the energy and information
fluxes are carefully studied using a minimal number of assumptions relative to the out-of-
equilibrium properties of the environment. To this end, the second objective of my thesis
was to build a theoretical model able to clearly identify the resources consumed by the
engine and justify its persistence for the duration of the experiment and beyond, with the
hope of finding the essential parameters of the engine so as to ultimately guide the experi-
mentalists in the engineering of devices with optimal performances.

In the next parts, I present the results I obtained pursuing those goals.

– 81 –





Part II

Experimental Part

83





Chapter 5

Experimental Methods

In this chapter, we report on the experimental methods used to fabricate and characterize
the devices studied in this thesis. The objective of this laboratory work was to build upon
the previous achievements presented in the previous Chapter on oxide junctions in order
to find more energy harvesters, improve the reproducibility and identify the conditions
and mechanisms under which a device can become active and generate a continuous long-
lasting power output. To this end, we start by presenting the sputtering procedure used to
grow the MgO stacks, then we detail the lithography and etching protocol we followed to
process these stacks into functional MTJ, and finally we explore the experimental setup we
used to perform operando magneto-transport measurements.

5.1 Growth procedure of MgO stacks

The oxide MTJs with MgO spacer studied in this thesis were fabricated by sputtering by
Dr. Michel Hehn and his collaborators from IJL in Nancy. In this section, only a general
growth procedure for MgO stacks is described ; more details can be found in J. Bernos and
M. Hehn et al. [482].

Name Sample Composition
7181 Ta(5)/Pt(5)/IrMn(8)/Co(4)/C(1ML)/MgO(0.9)/C(0.1ML)/MgO(1.7)/C(1ML)/Co(10)/Ta(2)/Pt(1)
7182 Ta(5)/Pt(5)/IrMn(8)/Co(4)/C(1ML)/MgO(0,6)/C(0.1ML)/MgO(2)/C(1ML)/Co(10)/Ta(2)/Pt(1)
7183 Ta(5)/Pt(5)/IrMn(8)/Co(4)/C(1ML)/MgO(0.9)/C(0.01ML)/MgO(1.7)/C(1ML)/Co(10)/Ta(2)/Pt(1)
7184 Ta(5)/Pt(5)/IrMn(8)/Co(4)/C(1ML)/MgO(0.6)/C(0.01ML)/MgO(2)/C(1ML)/Co(10)/Ta(2)/Pt(1)
7185 Ta(5)/Pt(5)/IrMn(8)/Co(4)/C(1ML)/MgO(0.9)/C(0.1ML)/MgO(1,7)/CoFeB(3.5)/Ta(2)/Pt(1)
7186 Ta(5)/Pt(5)/IrMn(8)/CoFeB(3.5)/MgO(0.9)/C(0.1ML)/MgO(1.7)/CoFeB(3.5)/Ta(2)/Pt(1)
7187 Ta(5)/Pt(5)/IrMn(8)/Co(4)/C(1ML)/MgO(0,9)/C(0.01ML)/MgO(1.7)/CoFeB(3.5)/Ta(2)/Pt(1)
7188 Ta(5)/Pt(5)/IrMn(8)/CoFeB(3.5)/MgO(0.9)/C(0.01ML)/MgO(1.7)/CoFeB(3.5)/Ta(2)/Pt(1)

Table 5.1: MgO stacks. Table of MgO stacks grown by sputtering. Unless specified all
numbers specify the thicknesses of each layer in nm. ML stands for monolayer.
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The stacks we ordered from Nancy are referenced in Table 5.1. Tantalum is used as a
buffer followed by a Platinum layer to improve further texturization. The next layer is IrMn,
an antiferromagnet which acts as a pining layer for the adposed ferromagnetic electrode,
made either of Cobalt or CoFeB. A single monolayer (ML) of Carbon was then deposited
on the Cobalt electrodes and stands for the bottom spinterface. The following structure
corresponds to the MgO tunneling barrier in which different concentrations of Carbon im-
purities have been inserted within the barrier. Their position has been carefully chosen so
that a crucial asymmetry between top and bottom is respected, and their placement was
varied within the barrier. The next layer corresponds to the top electrode, either made from
uncoated CoFeB or Cobalt with a 1 ML Carbon spinterface. Finally, the stack was protected
with a capping of Ta/Pt bi-layer.

The stacks were chosen so as to study the influence of three parameters on the response
of the junctions. The electrode material was varied from plain CoFeB to a Carbon coated
Cobalt electrode acting as a spinterface. Keeping the total thickness of the oxide barrier
constant (2.6 nm), the position of the Carbon impurities was varied within the barrier, ei-
ther they were placed 0.6 mn away from the bottom electrode or 0.9 nm away. Finally the
concentration of impurities within the barrier was chosen between two values 0.1 ML or
0.01 ML. These variations were carefully selected in the hope of discriminating the relevant
parameters for maximizing the efficiency of the device.

CoFeB, being an amorphous material, allows for the initial mono-layers of MgO to sim-
ilarly form in an amorphous structure. As MgO layers increase, a transition to a crystalline
structure occurs. This resulting MgO is not purely epitaxial but a textured (001) crystal
with varied grain boundaries and amorphous regions [483]. The additional CoFeB elec-
trode also forms amorphously on the MgO layer. To fully achieve crystallinity in both the
barrier and interfaces, the whole stack is annealed, prompting a distribution of the crys-
talline structure from the MgO spacer’s textured areas. The crystallization transforms the
insulator/FM interface into a body-centered cubic (bcc) crystal structure that aligns with
the MgO cubic configuration [483, 484]. Despite the polycrystalline nature of the MgO
barrier, its impact on electron transport is minimal. Non-annealed MgO samples exhibit
lower TMR values due to their incoherent transport-promoting, amorphous system [484,
485]. Further to crystallinity, annealing also assists in securing the magnetization of the
electrodes thanks to the alignment of the FM domains with the AFM IrMn domains via
exchange bias. In our experiment, the fully grown MgO stacks were post-annealed for an
hour, in vacuum, at various temperatures between 200-300◦C. This process, amplified by an
external magnetic field of 200 Oe, allows alignment of antiferromagnetic IrMn and ferro-
magnetic CoFeB electrode domains, achieving desired exchange bias. However, thismethod
isn’t without flaws, particularly during annealing where Mn diffusion from the IrMn can
weaken the pinning strength due to Mn deficiency, most noticeable when the annealing
temperature or duration is increased [215].
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5.2 Junction processing

The grown MgO stacks from Nancy were processed at the IPCMS by the author, following
a protocol described in the present section. After a brief overview of the laser lithography
and etching techniques, we describe the four steps we followed to build the MTJs devices
from the thin film stacks.

5.2.1 Laser Lithography

Photolithography is a popular technique in semiconductor patterning, utilizing radiation to
create patterns on a substrate surface. In classical lithography, a photomask, a transparent
plate with patterned chromium areas, is used with a UV-sensitive resist/polymer. On the
other hand, laser lithography, uses lasers to create patterns on a substrate, without the need
for a mask, by directly firing a focused laser beam on the substrate to imprint a chosenmotif
programmed numerically, thus offering the flexibility of easily printing a tailored motif that
does not need a material support but suffering from a longer processing time given the need
for the laser to draw the motif for each sample. Lithography uses a polymer that undergoes
chemical changes when exposed to specific wavelengths, becoming more soluble in the
developer. There are two types of photoresists: positive and negative.

Positive photoresists weaken and become more soluble during exposure, creating an
exact copy of the photomask design on the substrate, which serves as a stencil for subse-
quent processing steps. These are widely used in the semiconductor industry due to their
good resolution and thermal stability.

On the other hand, negative photoresists undergo polymerization upon exposure, re-
maining on the exposed substrate surface, and removed from the unexposed areas. This
results in a pattern opposite of the original photomask. Despite creating reverse patterns,
negative resists are favored for their good adhesion to silicon, affordability, and shorter
processing time.

The laser lithography protocol involves three steps. First, the appropriate photoresist
is deposited on the sample using the spin-coating technique in order to form a thin and
uniform polymer film on the substrate. Then, the sample is placed under the laser beam
which imprints the desired motif, and finally the sample is placed in the developer solution
which will remove the soluble parts of the polymer, revealing the motif.

In this thesis, we used the AZ5214 negative resist at every step of the protocol to imprint
patterns onto the sample. The laser power was set to 5 mW. The mask used for the process
was initially designed at UMPhy CNRS/Thales in 2002, after several iterations of refinement
by Dr. Filip Schleicher and Dr. Martin Bowen within the group, and the present design can
be seen in Figure 5.1
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Figure 5.1: Lithography Mask. Laser lithography mask used for MgO patterning con-
taining the four steps needed to process the devices. Only the bottom half of the mask is
show for clarity, the top half being identical. Each mask allows to create 2x12 junctions
connected to the same electrodes, for a total of 120 junctions in total for this half mask.

5.2.2 Neutral Beam Etching

The first two steps of the protocol involve etching in order to access the bottom electrode
and to create the nano-pillars which define the junctions. Making micro-pillars is needed in
order to isolate just a few Carbon impurities within a microscopic device which will form
the spin-chain that is at the origin of the energy harvesting capabilities of the device.

Nano-pillars are etched by a neutral beam that removes uncovered materials. The Neu-
tral Beam Etching (NBE) technique is advantageous as it can etch large areas without caus-
ing electrical or physical damage, which is essential for preserving the MTJ. The damage-
free instrument includes an ion source to extract and accelerate an ion beam of a specific
polarity. It has a grid with multiple apertures for the ion beam to pass, and a reflector with
an equal number of holes connected closely to the grid. In our system, we introduce ar-
gon gas into the chamber, which splits into ions to create a plasma. The argon ions are
neutralized by an electron-emitting filament and then accelerated towards the sample. We
evacuate the charge from the sample by covering its side pads with aluminum foil strips us-
ing high-temperature Kapton tape suitable for ultra-high vacuum (UHV) conditions. This
helps read the sample current and detect Auger signals. We maintain uniform etching by
positioning the sample at a 45-degree angle to the beam and rotating it throughout the
process. We carefully monitor and control the sample current during etching. To precisely
control etching depth, in situ the technique of Auger electron spectroscopy described here-
after is used to analyze the thin film layers before and after etching. The etching dose is
calculated by measuring the sample current per unit time (mA.min). The objective of the
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etch step is to create a junction pillar with all top layers up to the middle of the tunnel
barrier. Over-etching can result in the underlying ferromagnetic layer becoming too thin,
affecting its electrical conductivity andmagnetic coercive field. Excessively etched material
could redeposit on the tunnel barrier leading to short circuits.

Auger Electron Spectroscopy (AES) is a technique based on the Auger Effect that uses a
high-energy electron beam to excite atoms. The emitted Auger electrons, produced when
excited atoms release excess energy, are collected and their kinetic energies are measured.
These energy measurements correspond to specific elements on a sample’s surface, en-
abling the chemical analysis of thin film samples. Typically, AES can sample depths of 2-5
nm, making it an effective tool for surface-sensitive analysis. An AES system includes an
electron gun for sample examination and an energy analyzer to detect Auger electron peaks
in the overall secondary electron energy distribution. In the setup used in this thesis, the
AES is housed in the etching chamber and uses a 3 keV energy electron beam. The recorded
Auger peaks often overlap with a continuous background, so we differentiate the energy
distribution function N(E) to identify them more easily. The differentiated Auger spec-
trum is expressed as the function dN

dE
. The magnitude of an Auger peak in a differentiated

spectrum corresponds to the surface concentration of the element that produced the Auger
electrons. In our study, we examined the kinetic energies of Auger electrons emitted from
the top few nanometers of the thin film surface, up to 1000 eV. The Auger gun and the
detector are positioned differently from the etching gun in the experimental setup so we
conduct AES measurements by transferring the sample to the Auger position under UHV
conditions. We record an initial spectrum and then analyze the spectra after each etching to
determine the etching dose. Moving back and forth between AES and NBE, a few layers of
material are removed at each step until we are satisfied with the Auger spectrum analysis,
giving us the targeted elements in the aimed proportion.

5.2.3 Processing Protocol

The MgO based thin film stacks are processed in four steps using laser lithography, etching
and deposition. The first step is to define the junction’s nano-pillars, followed by electrode
patterning, passivation and metallization. The following subsections details all the steps
involved to make MgO MTJs.

Step 1: Micro-pillars

The cleaned sample is spin coated with a negative resist AZ5214 which provides a uniform
surface (Figure 5.2(a)). One crucial point to remember is to determine the micro-pillars
along the direction of the exchange bias, which is defined during the annealing of the MgO
growth process. The motif printed by laser lithography shall thus be aligned with this
orientation given. After heating the sample at 105◦C to fix the resin the the substrate, the
mask is applied, then the sample is heated again at 120◦C for 1.5min and flooded under
UV light for 35s in order to invert the polarity of the resist (Figure 5.2(b)). Finally, the
sample was placed in the developer solution AZ726MIF for 45s. On development the resist
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Figure 5.2: Schematics of the different protocol phases in step 1. (a) The resist is uni-
formly deposited on the surface using by spin-coating. (b) The mask is printed by laser
lithography, changing the activity of the resist where the laser is applied. (c) After devel-
oping, the soluble parts of the resist disappear. (d) The sample is etched up to the mid of
the MgO layer. (e) The solvent wash removes the remaining resist.

is removed from all areas except on the pads and the micro pillars circular region, see Figure
5.2(c).

After this lithography procedure, the sample is brought to the NBE and etched up to the
middle of the MgO tunnel barrier. In Figure 5.3(a), we report the Auger spectra obtained
after a few steps of the etching process showing the increase and decrease of the Oxygen
signal, certifying that we correctly etched up to the oxide layer, leaving only a few layers
of MgO (see Figure 5.2(d)). Microscopy pictures after the lithography and the etching are
provided in Figure 5.3(b) and (c).

Figure 5.3: Auger spectra and pictures of the MgO stack at step 1 of the protocol.
(a) Auger spectra after four consecutive etching steps. The etching dose of each step is
indicated in mA.min. Several peaks can be correctly identified using reference spectra: Ta:
165 eV, 170 eV ; Ar: 180 eV ; O: 503 eV ; Fe: 598 eV, 648 eV, 701 eV, 715 eV, and Co: 771 eV. (b)
Microscopy image of the nano-pillars and the electrodes after the lithography procedure.
(c) Microscopy image of the nano-pillars and the electrodes after the etching procedure.
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Step 2: Bottom electrode

Figure 5.4: Pictures of theMgO stack at step 2 of the protocol. (a) Microscopy image of
the nano-pillars and the central pad after the lithography procedure. (b) Microscopy image
of the nano-pillars and the central pad after the etching procedure.

Once the pillars are defined, the photoresist from step 1 is removed by ultrasonication
process using acetone and ethanol solvents for ten minutes each. The bottom electrode
is defined following the same laser lithography procedure as step 1, the pattern used is
represented in Figure 5.4(a).

Post development, the sample is etched down to the substrate, making sure to not over-
etch it so as to avoid short-circuit issues. The present motif defines the contact pads that
allow the current to flow towards the bottom electrode. Once etching is completed the
sample is solvent-cleaned revealing the bottom electrode and nano-pillars (Figure 5.4(b)).

Step 3: Passivation

A third lithography is performed using the same protocol in order to cover the nano-pillars
and the contact pads (Figure 5.5(a)). This protection is followed by a deposition of 135
nm thick SiO2 which is used to passivate the whole surface of the sample apart from the
MTJs and the contacts in order to isolate electrically every device (Figure 5.5(b)). After
passivation, a lift-off is needed in order to remove the resist coating of the contacts and the
MTJs. Due to the limited adhesion of the SiO2 layer to various materials, it is not possible
to selectively remove the resist and SiO2 from the pillar using ultrasounds. As a result, the
sample is soaked in an acetone bath for at least two hours. The acetone is able to strike
the exposed sides (without SiO2) of the negative resist layer, dissolving it, and leaves an
electrical opening in the passivation layer for direct access to the MTJ (see Figure 5.5(c)).

This lift-off procedure turned out to be somewhat hazardous. Due to the microscopic
size of the nano-pillars and the poor stickiness of the SiO2 to the surface, removing the resist
on the nano-pillars cleanly came with a varying success rate. Since SiO2 is transparent,
we came up with a polarized microscopy technique which allowed us to verify whether a
junction was open or closed (still covered by an SiO2 layer), see Figure 5.5. We proceeded
onto the next step only when a sufficient number of junctions was accessible, else, we
required more flooding in acetone using a mechanical flow of solvent.
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Figure 5.5: Schematics and pictures of the different protocol phases in step 3. (a)
After the third lithography, the resist covers the nano-pillars and the electrodes, forming
overhangs over them. (b) SiO2 is deposited and passivates the surroundings of the devices.
(c) After the lift-off process, the remaining resist is removed, exposing the nano-pillars and
the electrodes. (d) Microscopy picture under the C-DIC polarizing lens showing four junc-
tions, two open, one close and one half-open. (e) Microscopy picture after the lithography
procedure. (f) Microscopy picture after the SiO2 deposition procedure.

Step 4: Top contacts

Now that the SiO2 insulating layer covers the sample, excluding the junction pillar and
bottom electrodes, a final lithography procedure is performed similarly, preserving all areas
except where the conductive contact pads will be placed, as shown in Figure 5.6(a). A bi-
layer of Al(110 nm)/Au(35 nm) is then deposited on the sample in a UHV environment,
creating a metallization layer (Figure 5.6(b)). This step allows for an easy lift-off due to
the large surface area covered by the resist. Brief ultrasonic pulses in acetone dissolve the
resist, leaving only the metallic contacts with a 12 µm optical opening for the 20 µm MgO
MTJs (Figure 5.6(c)). This concludes the MgO MTJs processing and the samples are now
ready for probing, bonding, and further measurements.

5.3 Characterization techniques

This section presents the setup used in order to analyze the devices processed along the
protocol detailed in the previous section. The experiments presented in the next chapter
were performed on the magneto-transport Fert bench at IPCMS which allows to probe the
electronic responses of the junctions in response to varying temperatures, magnetic fields
and voltage. Prior to studying the measurement process, we start by describing the post-
processing steps required to put the devices into the Fert experimental setup.
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Figure 5.6: Schematics and pictures of the different protocol phases in step 4. (a)
After the fourth lithography, the resist covers the surroundings of the nano-pillars and
the electrodes, forming overhangs over them. (b) Al/Au is deposited and creates the top
contacts over the electrodes and the MTJs. (c) After the lift-off process, the remaining
resist is removed, leaving the nano-pillars and the electrodes covered with Al/Au and the
surroundings exposed to insulating air. (d) Microscopy image after the fourth lithography
procedure. (e) Microscopy image after the Al/Au deposition.

5.3.1 Post-processing

Probing

After the final step of the processing protocol, a rapid probing of the junctions is performed
in order to check for defective junctions using a Keithley Instrument multimeter. Indeed,
as we detailed above, the processing protocol often results in failures that originate from
metallic shortcuts leading to Ohmic junctions, or failed lift-off resulting in open-circuit
junctions. The objective of the probing is therefore to identify devices which might present
some interesting behaviors by measuring their resistances and plot a coarse IV character-
istic. Although a four-point measurement is preferred to separate the probe from the input
and obtain more precise electrical information on the devices, in this work we limited our-
selves to two-point measurements, which was sufficient to give the coarse indications we
needed to discriminate between potentially interesting and useless junctions. The junctions
were measured using a very low bias voltage in order to minimize the risk of breaking them
as a result of a strong electrical input and the IV s were recorded on the smallest possible
range of the multimeter.

Aworking bottom electrode yields a resistance of 100Ω to 500Ω. Short-circuit junctions
present resistances below 1 kΩ while open-circuit junctions have resistances of around 1
GΩ. Interesting junctions that were potentially kept for further analysis on the BMF bench
had resistances ranging between 1 kΩ and 100 MΩ.
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Cutting and wire bonding

After probing the junctions, the MgO devices are once again coated with resist, then cut
into 16 chips using a wire saw cutter or Accretech SS10 dicing machine, leading to 5x7 mm2

sized samples which we clean with solvent.

The MgO samples are then fixed onto Fert sample holders’ chips and wire bonded using
the Hybond 527A machine in the STNano platform. This process includes grounding the
sample electrically to prevent potential electrostatic currents from damaging the device.
We then probe the bonded samples on the chip to ensure that the device state remains
undisturbed fromwire bonding and after all this, the devices are finally set to be introduced
into the magnetotransport measurement bench.

5.3.2 Magneto-transport setup

The BMFmagneto-transport setup comprises a cryostat, twomagnets, a Keithley sourceme-
ter, and a proportional-integral-derivative temperature controller. The team’s work has
added unique enhancements including four precisionmotors for cryostat andmagnetmove-
ment in the XY plane, and an electrical multiplexer.

The bench provides multiple automated options for device measurement. Once the
wire-bonded sample is mounted in vacuum inside the cryostat, situated between a potent
2 T electromagnet, the system allows for low-temperature measurements, achieved by fill-
ing the cryostat with helium gas. Depending on the sample’s position in the cryostat, both
in-plane and out-of-plane magnetic field measurements can be acquired. With a LabView
and Python software interface, the system can perform automatic, temperature-dependent
studies. This feature uses a multiplexer to switch between samples, control applied bias,
and manage magnetic fields. The setup also permits magnetotransport measurements for
multiple sample-to-field angles. Additionally, the system can execute precise temperature-
dependent current-voltage characteristics and resistance-field plots. These functions enable
researchers to examine the response of the devices to a handful of carefully controlled pa-
rameters such as the magnetic orientation of the ferromagnetic electrodes and study the
electrical impact of the nanoscopic impurities within the material [480].

The cryostat operates on the Grifford-McMahon (GM) cycle [486], which includes com-
ponents such as a cold head, chamber, regenerator, displacer, valves, rotating valve, and
motor. Our group’s cryostat operates using a pneumatically driven two-stage refrigerator.
The main component is the expander where cooling occurs. In a first stage, the expander
holds a radiation shield which safeguards the "cold finger" from room-temperature thermal
radiations, cooling it to 77 K. Then, it directly cools down this cold finger, reaching temper-
atures as low as 4.2 K. A vacuum shroud secures everything in place, designed to provide
optical access to the sample. Approximately 34 delicate copper wires electrically connect
the sample holders, including two temperature sensors and a heater. These elements are
essential for performing precise magnetotransport measurements by allowing for accurate
temperature control near the expander’s second stage. The temperature readings are facil-
itated by two sensors: one on the heating station at the top of the cold finger and the other
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at the end of the cold finger next to the sample holders. The latter provides the best indica-
tion of the sample temperature. The electrical setup allows the connection of 10 devices in
two-point mode or 5 devices in four-point mode. The wire connector plugs into an electri-
cal multiplexer, acting as a relay between the Keithley instrument and the sample, enabling
regular switching between devices. This automatic switching facilitates measurements on
multiple samples. Through advanced LabView programming, the system can conveniently
plot I(V ), R(H), and R(T ) measurements. For more details on setup calibration, refer to
U. Halisdemir’s thesis [487]. The results discussed in the next Chapter were obtained using
this setup.
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Encoding information into oxide
tunnel junctions

The following Chapter presents the experimental results obtained on the oxide MTJs which
were fabricated for this thesis under the process described in the previous Chapter. As de-
tailed in Chapter 4, my team at IPCMS recently published a study in which they demon-
strated positive electrical power output generated by magnetic tunnel junctions (MTJs) at
room temperature [18]. The device aims to bridge the fields of spintronic and quantum
thermodynamics by utilizing the magnetic energy stored inside ferromagnetic electrodes
in order to generate an electrical current. This is achieved by stabilizing the thermal fluctu-
ations of the carbon paramagnetic center trapped inside the junction’s MgO barrier. These
promising first results have thus pushed my team to work towards better understanding
how this so-called spintronic engine operates, and to develop new techniques in order to
improve the stability and the reproducibility of the device.

Following the initial milestone of the team, the goal of my experimental internship was
to investigate the magneto-transport properties of MTJs used as spintronic engines in order
to better understand key design features. Although no active device was observed, some
junctions revealed an interesting behavior, which appears to be linked to the charging of
the Carbon localized states, and which may be of use for information and computation
technologies.

Traditionally, spintronic solid-state devices store information as ’0’ and ’1’ by convert-
ing the magnetic states of two neighboring electrodes, parallel (P) and anti-parallel (AP),
into two unique resistances. This process, known as magnetoresistance (MR) which we
introduced in Chapter 1, enables the detection and processing of this data in an electrical
circuit and forms the basis for electron spin-based information encoding and transmission.
For newmemory data storage, only one electrode, the free layer, needs to switch its magne-
tization, while the second electrode remains unaltered and serves as a reference layer. This
reference layer is fixed by coupling it with an antiferromagnetic (AFM) layer corresponding
to the IrMn layer in our devices. The transport across a device’s metallic or semiconduct-
ing AFM layer can induce significant effects like tunneling anisotropic magnetoresistance
and interface charging effects which were presented in Chapter 1. Moreover, experiments
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indicate that the magnetoresistance data of a solid-state device can be used to investigate
the quantum states of magnetic impurities or spin chains trapped within the barrier [251].
The study of spintronic devices that leverage these distinct spin states reveals a particular
importance, as it could greatly enhance current quantum information technologies.

6.1 Changing the junction’s state with an applied bias

Among the junctions which presented potential during the probing (562/4156 = 13% of the
junctions considered), we performed precise magnetotransport experiments on 149/562 =
27% of them and found 32/149 = 21% of them with an interesting behavior that do not cor-
respond to simple ohmic or open-circuit junctions, which corresponds to a proportion of
0.77% of unusual junctions among the total number of junctions which were successfully
fabricated. In particular, we found 10 junctions featuring distinct junction states character-
ized by different resistance values that could be addressed by varying the bias voltage. The
transition between states is discontinuous and translates into a current branch jump in the
intensity-voltage characteristic. The transition between states is reversible but the writing
process is somewhat unreliable.

6.1.1 Reading

In Figure 6.1.(a) and (b), we show the IV characteristic and the corresponding dI/dV signal
for a switching junction. Two distinct current branches can be identified: the ON branch
in green features a conductance peak CP at -120 mV while for the OFF branch in blue, no
conductance peak is seen at -120 mV but a smaller peak is present at -20 mV. The state of

Figure 6.1: Reading the state of the junction. (a) IV characteristic of junction A showing
the ON state in green and the OFF state in blue. (b) Corresponding differential conductance
showing the bit of information read as a conductance peak at -120 mV. (c) Current-Field
I(H) plot showing the two signals obtained for the ON and OFF branches at -50 mV. The
state can be read by measuring the tunnel magnetoresistance (TMR) which differs in the
two states.
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the junction can thus be read by measuring its resistance or its conductance, preferentially
at the targeted bias voltage of -120 mV such that a bit of information can be encoded in
the state of the junction corresponding to the presence or the absence of the conductance
peak CP. Additionally, Figure 6.1.(c) shows us that each of the two branches have a different
TMR such that the information encoded within the state of the junction can also be read
by probing the magnetic response of the junction.

6.1.2 Writing

In Figure 6.1.(a) and (b), we see two discrete events around E+ at 150 mV and E− at -
240 mV during which the current is discontinuous and switches between the two intensity
branches. Thus, we observe that the branch jump atE+ corresponds to the switch from the
OFF branch to the ON branch such as it writes the bit of information encoded by the peak
CP, while the branch jump at E− corresponds to a switch back to the OFF and therefore
erases the peak. The junction’s change of state is therefore reversible: to write the conduc-
tance peak, a positive bias voltage exceeding 150 mV is applied, and to revert back to the
initial state a negative bias voltage larger than -240 mV is applied.

To confirm that these branch jumps do indeed code for the writing/erasing events, we
performed additional experiments on another similar junction where we inverted the di-
rection of the voltage sweep right before the jump and right after the jump. In Figure 6.2(a),
starting in the ON branch, characterized by the conductance peak, we see that when invert-
ing the sweeping before the eventE+, the junction stays on the ON branch. Then in Figure
6.2(b), we check that when changing the voltage direction right after the branch jump of
the event E+, the junction does change to the OFF state, leading to no conductance peak.
In Figures 6.2.(c) and (d), we equally show, using the same method, that, starting in the ON

Figure 6.2: Writing the state of the junction. (a-d) dI/dV data upon sweeping bias to
test the interplay between the presence of the conductance peak and the writing eventsE−

and E+. The black data labeled 1 code for the initial branch state of the junction, then the
sweep direction is inverted and the return branch is represented in red and labeled 2. The
blue cross in panel (c) pinpoints the bias and junction state in which the data of Figure 6.1
was acquired. (e) Examples of IV traces showing E− write events that are (top) apparent,
with 1 write peak observed, and (bottom) not apparent, i.e. with no write peak observed.
(f) Corresponding readouts, with (top) confirmation and (bottom) information that the E−

event-driven junction state was written.
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branch, the event E− does trigger the switch back to the OFF branch.

We also studied the reproducibility of these writing events. In Figure 6.2(e), we show an
example of two IV traces, one where the eventE− does happen and trigger a branch jump,
and one where the writing fails and the junction stays in the same state while the voltage
exceeds the bias threshold for switching. Then, in Figure 6.2(f) we confirm that the line
shape of dI/dV changes with the event E−, featuring shifted conductance peaks after the
branch jump, and we witness that, without the event E−, the dI/dV remains unchanged.

Then, we studied in more detail the writing events statistics in order to evaluate the
robustness of the encoding. In Figure 6.3(a) and (b), we plotted the distribution of the num-
ber of current jumps during the writing sweep for a junction at 10 K, in both cases when
the writing succeeds or fails. We witness that cases with an odd number of current jumps
dominate even cases in the case where the writing succeeds. For this set of data, we obtain
an encoding success rate of 573/679 = 84%.

Finally, in Figure 6.3(c) and (d), we plot the bias dependence of the frequency of a current
jumpwhen the erasing eventE− fails or succeeds. We note that the switching events appear
after a bias threshold of -0.2 V and increase for larger absolute voltages. The data also
seems to indicate that there is an optimal bias range between -0.22 V and -0.24 V where
the encoding chances of success are the highest as a limited number of failed events are
measured above -0.24 V.

Figure 6.3: Writing event statistics. (a-b) Statistics of the number of current jumps during
the writing current sweep. (c-d) Bias dependence of the frequency of a current jump when
the writing event fails or succeeds.

6.2 Changing the junction’s state with temperature

Following these initial experiments performed at 10 K, we investigated the state changes of
the junctions with temperature. The numerous temperature sweeps we performed allowed
us to witness behavioral changes of the junctions upon warming and cooling cycles. The
measurement of the junctions’ resistances at increasing or decreasing temperature points
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also showed some rich features, revealing a zoology of junctions’ states and phase transi-
tions.

6.2.1 Changing behaviors upon warming and cooling cycles

During the magnetotransport experiments, we performed several cool-downs to 10 K and
warm-ups to room temperature. After each cycle we noticed that the behavior of the junc-
tions changed, most likely due to some structural rearrangement within the device. In
Figure 6.4, we show six IV characteristics at different stages of the temperature cycles.
Starting at room temperature in Figure 6.4(a), the junction is noisy such that the current
varies stochastically between an upper branch and a lower branch. Upon the first cooldown
in (b), the junction now features a single branch with a conductance peak at -0.1 V. After
returning to room temperature in (c), the junction has changed and now features a single
branch with a noisy part at voltages above 0.1 V. After the second cooldown in (d), the
junction displays two branches with mergers and reversible current jumps at positive and
negative biases. Then, warming again and the junction in (f) has no noise but two branches
at negative biases. Finally, in a last cooldown, the behavior of the junction changes once
again, but with features staying qualitatively similar to the previous cooldown in (d).

Figure 6.4: Temperature cycles changing the properties of the junction. (a-f) IV
characteristics of the same junction at the different stages of the warming and cooling cycle,
the top figures were obtained at 300 K upon warming up, and the bottom figures at 10 K
after cooling down. The blue arrows indicate the chronological steps of the three warm-
up and cool-down cycles which matches the alphabetical order of the figures. Red circles
indicate events E+ corresponding to branch jumps at positive bias. Green circles identify
events E− so branch jumps at negative bias. Blue circles identify intensity branch merger.
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These results show that, although the general features of the junctions remain some-
what stable with temperature changes, the precise positions and magnitudes of the peculiar
signatures of the junction such as current branch jumps and conductance peaks are quite
sensitive to temperature changes. This instability may be detrimental to the use of such
junctions for practical applications as information storage devices.

6.2.2 Temperature dependence of the intensity

A finer sweep in temperature revealed further properties of the junctions and led to the
observation of peculiar phase transitions. In Figure 6.5(a), IV characteristics are plotted
with color on a graph showing their variation with temperature. Three different regimes
can be identified and confirmed with the help of Figure 6.5(b). Below 50 K the device stays
in a noiseless OFF branch over the whole considered bias range, from 0 V to -0.22 V. Then,
between 50 K and 70 K, a second ON branch becomes available and the junction shows a
telegraphic noise. From 70 K to 100 K, the telegraphic noise disappears, leaving the junction
in a so-called MID branch, close to the ON branch, but with strong diffusive current noise
around it. And finally, above 100 K, the device is definitely in a noiseless OFF state.

Figure 6.5: Temperature dependence of the current. (a) Color plot of IV characteris-
tics at different temperatures. (b) Plot of five IV characteristics at different temperatures
showing the transition of the junction from the OFF branch to the ON branch.

6.3 Characterizing the phase transition

The interesting property of this transition with temperature is that behavior of the junction
does not change smoothly with temperature such as it transitions through a MID branch
and reveals intermediary regimes with different types of noise: telegraphic and diffusive.
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6.3.1 Telegraphic noise

The inset of Figure 6.5(b) shows the occupation frequency of the ON and OFF branches as
a function of temperatures such that we clearly see the gradual transition from the OFF to
the ON branch as the temperature increases. In this Figure, we can see the complex evolu-
tion of the junction: around 60 K, a chaotic phenomenon occurs where the junction rapidly
switches between the OFF state and the ON state below -0.17 V. The alternating switching
between these two branches is characterized by seemingly random and fast branch jumps,
featuring rarely an intermediary current point between the two branches. At low tem-
perature, the MID branch seems inaccessible such that only two distinct branches can be
identified. Then, at higher temperatures, around 80 K, the noisy MID branch appears such
that it becomes difficult to distinguish between the two types of noises, telegraphic or dif-
fusive. In the next chapter, we will propose a physical mechanism that shines light onto
the microscopic phenomena responsible for these branch jumps.

6.3.2 Diffusive noise

The diffusive low-amplitude noise around theMID branch in Figure 6.5(b) was also observed
in other junctions. In Figure 6.6, we study these fluctuations in more details, in another
state of the same junction. We plotted the dI/dV curve of the junction in the P and AP
cases and witnessed a localized zone ranging from -0.2 V to -0.15 V where the noise was
particularly strong. Figures 6.6(b) and (c) then show a zoom of the IV and the dI/dV on
this specific voltage range. For this example, we can see that in the P state, this noise is

Figure 6.6: Localized diffusive noise. (a) dI/dV plot of junction X in the P and AP states
at 10 K showing a localized diffusive noise centered around -180 mV circled in blue. (b)
Zoom of the corresponding IV characteristics around -180 mV. (c) Zoom on the dI/dV

spectrum in the same range.
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correlated with a current branch merger, while in the AP case, only a single branch can
be identified. It indicates that this noise may originate from interferences between at least
two nanotransport paths such as around -0.17 V, the potential bias is such as the two paths
enter in resonance, and generate these large localized fluctuations.

6.4 Other junctions

Apart from the rich junctions A and B presented above, we tested 147 more junctions, some
of which displayed similar behaviors, with branch jumps and conductance peaks. In Figure
6.7, we present the IV s, dI/dV s along with the TMR of three different junctions to show
the other types of behaviors one can expect from those junctions. In Figure 6.7(a), we see
that junction F10 features a V-shaped conductance profile that leads to TMR that is max-
imal around 0 V, reaching up to 55%. This behavior is characteristic of transport through
an impurity near the Fermi level [466] and corresponds to the Zero Bias Anomaly (ZBA)
[129, 488, 489]. Then, the noise visible in the linear part of the conductance, above 50 mV
and below 50 mV should indicate the presence of two or more states close in energy which
would result in several interfering nanotransport paths. An asymmetry is also observed
in this figure: at negative bias the conductance is higher than at positive bias, in partic-
ular in the AP state which suggests that a structural asymmetry renders the electrodes
nonequivalent. The drop in the junction resistance with increasing bias voltage is greater
for antiparallel alignment of the magnetic electrodes than for parallel alignment which has
been accounted for by spin excitations localized at the interfaces between the electrodes
and the tunnel barrier [129].

In Figure 6.7(b) junction B11 presents a dI/dV curve with two very distinct and sharp
conductance peaks at positive and negative voltages, which are completed by a smaller wide
peak around 0.1 V. This line-shape is more similar to the results one should expect when
probing a regular MgO tunnel junctions without impurities inside the barrier [225, 480,
209]. Finally, in Figure 6.7(c), junction B5 features a richer conductance spectrum with two
very distinct sharp peaks that are present in two intensity branches. Just like for junction
A, the branch switches correspond to discrete branch jumps that randomly occur within a
specific bias voltage window. The writing of a state can be achieved by imposing a voltage

Figure 6.7: Magnetotransport experiments on other junctions. (a) Differential Con-
ductance for the P (black) and AP (red) states and TMR (blue) plots at 10 K for junction F10.
(b) and (c) Intensity-potential (black) and differential conductance (red) plots at 10 K and
-2000 Oe for junctions B11 and B5 respectively.

– 104 –



Encoding information into oxide tunnel junctions

exceeding the bias threshold for switching, and it can be reversed by applying a sufficient
voltage with the opposite sign. Of the 149 devices which have been tested, four other
junctions displayed memristive behaviors, similar to G10 and C5, containing branch jumps
and conductance peaks which suggests the potential reproducibility of this phenomenon.
Five other junctions also presented non-linear intensity-potential characteristics (see Figure
6.7(b)) translating into sharp conductance peaks, but without branch jumps, looking more
like standard MgO junctions without Carbon inside, but with a lower magnetoresistance.
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Coulomb Blockade, Interferences and
Magnetomemristance in oxide
junctions

Research on model atomic and molecular junctions has strongly progressed in the last two
decades thanks to atomic tip and lateral junction building techniques. These technologi-
cal advancements have helped reveal intriguing transport mechanisms, such as Coulomb
blockade inside single-atom transistors [490], Coulomb drag and co-tunneling effects in ca-
pacitively coupled quantum dots [491], Franck-Condon blockade within carbon nanotubes
[492], spin-phonon coupling in single-molecule magnets [493], Kondo effect with spin-
oriented molecules [494], memristance and hysteresis linked to resistive switching [81, 495]
and strong current fluctuations caused by vibrational coupling and structural changes [173].
More recently, quantum phenomena involving internal coherence and superposition have
been reported, such as phonon interference [496], quantum interference and decoherence
[497].

If ferromagnetic electrodes are used to establish a fixed spin referential, then the result-
ing spintronic device can better exploit the electron spin to encode quantum information
[251] or harvest thermal energy using discrete spin states [18, 19]. While molecules offer
elegant means of inserting discrete electronic states within a device, molecular spintronic
strategies are still far from industrial deployment [250, 251].

Finally, much research has focused on transposing robust state changes to a junction’s
spintronic response from more exotic barriers such as SrTiO3 [75] to the most widely de-
veloped industrial spintronic platform: the FeCoB/MgO/FeCoB magnetic tunnel junction
(MTJ), with applications ranging from next-generation memories [498] and neuromorphic
computing [499] to agile microwave emitters and artificial energy harvesting [500].

In the previous Chapter, we described the experimental results obtained on MgO MTJs
containing Carbon impurities and showed that some samples could be used as information
storage devices. The study revealed a zoology of junction states depending on the tempera-
ture and the voltage bias and in particular, we observed two distinct types of localized noise
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which suggest interferences between nanotransport paths.

In this Chapter, we investigate these results further in order to identify the underlying
physical mechanisms and thus demonstrate several of the aforementioned quantum effects.

7.1 Memristance and Coulomb Blockade

In the previous Chapter, we observed that microscaleMTJs with C atoms in theMgO barrier
can exhibit noise and two/multi-level states of electrical transport (see Figures 6.1, 6.2 and
6.6) and presented evidence that the C-borne spin states can be electrically manipulated
to encode information through a memristive effect. In this section, we present additional
results on these states and propose physical explanations to the conductance peaks and
current jumps.

7.1.1 Origin of the conductance peaks

Figure 7.1: Memristive Coulomb blockade at
the atomic level. (a) IV and (b) differential con-
ductance dI/dV data at T = 10 K on junction
G10. The E+ and E− writing events cause a shift
∆W = 73 mV in the otherwise constant energy
gap ∆CG = 310 mV between conductance peaks.
Transport noise due to interference with an envi-
ronmental atom are shown using semi-transparent
data points.

Much like in Figure 6.1, the cyclical
IV traces of junction G10 in Figure
7.1(a) show two current branches that
are linked through eventsE− andE+.
Between these two events, the ON
branch is represented in black while
the OFF branch is in red. In Figure
7.1(b) the corresponding set of differ-
ential conductance (dI/dV ) is repre-
sented. We witness the presence of
two conductance peaks at bias posi-
tions that depend on the direction of
the voltage sweep. In the ON branch,
they manifest around V = V ON

+ and
V = V ON

− , and they are shifted by
∆W ≈ 70 mV compared with the OFF
branch. As discussed in Appendix
C, the constant voltage gap ∆CG =
300 mV between the pair of conduc-
tance peaks can be tracked across sev-
eral other states of the junction G10.
Within this voltage gap, we observe
an exponential increase in junction
current. We therefore propose that
these conductance peaks correspond
to the edges of the Coulomb blockade
regime across the MgO MTJ thanks
to electronic states of C atoms in the
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MgO barrier. We also propose that the shift in the energy position of the Coulomb gap be the
result of charging on ’environmental’ C atoms that do not participate in transport. This is
supported in Figure 7.1(a) by the presence of noisy regions EA1 and EA2 (semi-transparent
data points). Indeed, the spectral position and width of these regions do not correspond
to Coulomb blockade peaks in the present dataset, but rather in other datasets acquired on
the same junction but with different ’transport’ and ’environmental’ attributions of the C
atoms. See Appendix C for details.

To obtain atomic insight into the nanojunction’s nanotransport path, we use ∆CG =
300 mV as a lower bound for the Coulomb gap of the ’transport’ quantum dot generated
by the carbon atoms. Using an appropriate capacitance model, this allows us to estimate
a 0.2 nm radius for the transport quantum dot (see Appendix D), i.e. approximately one
monolayer of MgO. This large Coulomb gap thus indicates that transport is proceeding
across the electronic states of an individual carbon atom. Furthermore, if the voltage shift
∆W ≈ 70 mV between junction states corresponds to changing the environmental atom’s
charge by 1 electron, then we infer that it is positioned at twice the radius away from the
’transport’ C atom (see Appendix D).

The nanotransport path thus consists of at least one C atom, which is capacitively cou-
pled to a nearby ’environmental’ C atom. Our survey of Coulomb blockade peaks (see Ap-
pendix C) suggests that several C atoms can be in the transport path, and that a given atom
may switch between ’transport’ and ’environmental’ roles depending on the atomic-level
configuration of the nanotransport at each junction cool-down.

Given the low electric field amplitude and the ionic nature of MgO, an explanation of
events E− and E+ in terms of electromigration of oxygen vacancies is very unlikely [70].
Indeed, the ionic bonding of the MgO lattice makes it difficult for oxygen vacancies and
other on-site defects to move within the crystal structure at room temperature and below
[72]. Therefore, the observed resistive switching cannot be attributed to the migration of
O2− ions as this is frequently the case in other oxides such as NiO [69]. It is possible,
however, that an electromigration scenario be more favorable if the oxygen vacancies are
filled [72] as is the case here.

Nevertheless, analogous hysteretic behavior induced by conductance jumps have been
reported in molecular junctions [175, 64, 74] and scanning tunneling microscopy exper-
iments [86, 501, 502, 143] but we now have showed that this phenomenon can also be
observed in standard oxide-based junctions. The abrupt switching between two conduc-
tance branches results from a charging mechanism similar to the effect reported by Wu
et al. [86]. Their results corroborate very well with our description featuring at least one
control ’environmental’ atom, whose charge can be directly tuned by the voltage, which in
return capacitively influences the energy landscape of the ’transport’ atom, as a gate volt-
age would control the current flow in single-electron transistors. In chemical words, the
oxidation or reduction of the trapped C atom acting as the control quantum dot changes
the nanotransport path taken by the electrons, which translates into different intensity
branches.
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Figure 7.2: Model of the memristive Coulomb blockade effect. Model of a memristive
Coulomb blockade involving at least one atom in the transport path, and at least one ’envi-
ronmental’ atom that is capacitively linked to the transport atom but does not participate
directly in electronic transport across the junction. The various operations of the memris-
tive cycle, showing how charging/discharging the environmental atom controls the energy
levels of the transport atom, are shown.

7.1.2 Origin of the current jumps

We present in Figure 7.2 the schematic of a two-atom model that can explain this mem-
ristive Coulomb blockage behavior. We consider two quantum dots: the upper one is the
’transport’ quantum dot (TQD) and is connected to both leads, while the lower one is ’en-
vironmental’ or ’control’ quantum dot (EQD) and is connected only to the left lead. Both
quantum dots are capacitively coupled together.

Starting at V = 0 in the OFF branch, the lower lying levels of the TQD are filled,
the upper lying are empty, and the single level of the EQD is empty (see Figure 7.2.①). By
increasing the voltage, a first conductance peak is seen on the dI/dV plot around V = V ON

+

which corresponds to the upper edge of the Coulomb blockade region. The potential of the
left lead is approaching the upper level of the TQD, allowing for the start of sequential
tunneling (see Figure 7.2.②). By increasing the voltage to V = E+, the potential of the
left electrode aligns with the level of the EQD. A single electron can thus jump from the
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electrode to this level, which has the effect of lifting up the levels of both QDs in a first
round. The upper lying levels of the TQD are now above the potential, while the lower levels
rise between the potential window offered by the electrodes (see Figure 7.2.③). During a
second round, after equilibration, the electrons tunnel out of the TQD higher levels and
sequential tunneling starts through the lower levels. The new dynamic filling of the energy
levels of the TQD act capacitively in return on the EQD, which has the effect of lowering its
level (see Figure 7.2.④). Therefore, this capacitive back action traps the electron that filled
the EQD level, preventing it from jumping back into the electrode. A conductance jump
from the ON branch to the OFF branch is thus observed in this case and we can see that the
potential will have to decrease to negative values in order to remove this trapped electron
and revert back to the ON state.

From this unstable state in Figure 7.2.③, the system can either go back to configuration
② if the reverse jump process happens, or it can switch to the next transport regime if the
filling of the transport atom changes because of this capacitive interaction. Hence, there
is a small bias window in which the system can eventually fluctuate between two states
before it stabilizes when the electron/dot on the environmental atom gets trapped as a
result of a favorable capacitive coupling. The intensity of the fluctuation is driven by the
ratio between the hopping frequencies of the environmental dot by the transport dot. If
the jump frequency of the tunneling processes on the TQD is much higher than that on the
EQD, then the equilibration of the TQD will happen before any reverse jump can occur on
the EQD, resulting in a single branch jump.

If the voltage is now decreased, another conductance peak is observed around V =
V OFF
+ which corresponds this time to the end of sequential tunneling through the lower

lying level of the TQD (see Figure 7.2.⑤). Going back to V = 0, the Coulomb blockade
region is recovered but the levels of the TQD are now arranged differently because of the
presence of the electron in the EQD level (see Figure 7.2.⑥). When the bias is decreased
to negative values, sequential tunneling can start again through the lower levels of the
TQD around V = V OFF

− (see Figure 7.2.⑦). Approaching V = E−, the potential of the
left electrode now aligns again with the EQD level, allowing for the trapped electron to
jump back into the lead. This change of charge borne by the EQD lowers the levels of QDs.
Similarly, the upper levels are now located inside the potential window, while the lower
levels are shifted below the potential of both electrodes, so they must be filled to reach
equilibrium (see Figure 7.2.⑧). This triggers a second round of effects where sequential
tunneling now goes through the upper lying levels, while the lower lying levels stay filled.
This change of electronic environment of the TQD acts again capacitively on the EQD,
lifting up the energy level (see Figure 7.2.⑨). The removal of the trapped electron thus
triggers a branch jump from the OFF branch back to the ON branch. By increasing the
potential, a final conductance peak is observed around V = V ON

− which corresponds to the
end of sequential tunneling through the upper lying level of the TQD (see Figure 7.2.⑩).
The cycle is completed at V = 0 where the junction has indeed returned to the ON branch
(see Figure 7.2.①).

Close to V = E−, we notice that several branch jumps between the ON and OFF
branches can occur. This behavior is qualitatively expected by our schematics which can
describe several jumps at this potential, resulting from multiple electron processes but the
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precise mechanisms that trigger these transitions remain to be detailed. We infer that at this
special bias, the position of the energy levels is such that cotunneling phenomena mediated
by phonons can trigger an avalanche of electrons which will momentarily fill the energy
levels of the TQD, thereby lowering the level of the EQD, which would allow for an electron
to fill it by tunneling from the left lead. This would make a jump back to the OFF branch
momentarily possible, leading back to the situation in Figure 7.2.⑨. The hysteretic nature
of this phonon catalysis would allow for these multiple jumps only in the forward path but
not during the reverse path. Indeed, according to polaron dynamics [88, 87], a population
inversion between two phononic minima occurring around V = E− would change the in-
teraction between the electrons and the phonons such that the phonons would favorably
be in a higher potential well allowing for the reverse jump during the forward sweep, but
they would be in the lower well during the reverse sweep, thus stabilizing the device in
the OFF state. We point out that this hysteretic population change of the phonons could
be linked to a structural rearrangement of the surroundings of the C atoms, notably in the
angles of its bondings with the leads and the other species involved in transport [82, 143].
We also note that, depending on the position of the energy levels of the transport quantum
dots relative to the environmental quantum dot, the eventsE− orE− may or may not occur
around a conductance peak. A situation where the jump at E+ occurs inside the Coulomb
blockade region is presented in Figure 6.2(b). We described the situation of Figure 7.1(b),
but we can easily convince ourselves that if we place the upper levels of the TQD below the
empty level of the EQD in the ON state, the potential of the left electrodes would address
the level of the EQD around V = E− before reaching the edge of the Coulomb blockade
region.

7.2 Interference and noise

In the previous Chapter, we presented current and differential conductance data which
presented strong localized noise around restricted temperature and voltage bias windows
(see Figures 6.5 and 6.6). Two types of noises were identified: telegraphic and diffusive. In
the previous section, we already detailed a transport mechanism that takes place during
the branch jumps and thus relates to the telegraphic noise. In the present section, we give
further details about the different kinds of noise we can observe in those junctions and give
a more solid explanations of these fluctuations.

7.2.1 Experimental characterization of the noise

We present in Figure 7.3(a) the temperature dependence of the resistance R measured on
junction G10 at V = −170mV. As seen in Figure 7.1(c), the junction is bistable at 10 K at this
bias. Upon cooling down from 140 K, the current broadens into two branches ON and OFF,
with intermediate spectral weight of low intensity (MID branch). Further evidence of these
regimes appears in Figure 6.5. Since temperature alone can promote a dominant transport
branch, we conclude that electron-phonon interactions, i.e. vibrons, also be involved in the
quantum interference transport here, in line with prior literature [158, 503, 88, 243].
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Figure 7.3: Quantum transport interference between individual carbon atoms. (a)
Intensity as function of temperature at -2000 Oe and -170 mV. (c) Differential conductance
of junction C5 at 10 K for the P magnetic state. (d) Color map of the statistic weight of the
current deviation from the mean current as a function of applied bias of junction C5. The
junction P magnetic state was used. At each bias value, 1000 current measurements were
acquired. Datasets at select voltage values are shown in panel (b).
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We use bias-dependent current statistics to observe transport branches due to quantum
interference. We begin by plotting in Figure 7.3(b) differential conductance data in the P
magnetic state of junction C5 at T = 10K. On the log scale, we observe sizeable increases in
conductance, and the clear appearance of noise for V < −0.4 V and for V > 0.3 V. Within
−0.6 < V (V)< +0.6, after setting the dc applied bias, wemeasured the current 1000 times.
The statistics of a given current deviation from the mean current as a function of applied
bias are plotted in panel (c). Within |V | < 0.2 V, the current remains essentially stable
along the OFF branch. For |V | > 0.2 V, the transition to the MID state can appear. This is
especially visible within 0.2 < V (V) < 0.4. While the OFF branch shifts to values below
the mean, the MID branch collapses into the dominant branch around V = 0.4 V. A higher
resolution map of this region is shown in Appendix A. For V > 0.4 V, this branch splits into
two branches labeled ON and OFF. A similar branching is seen for V < −0.4 V. Erratically,
each of these two branches can split into two subbranches, for a total of four branches (see
Figure 7.3(d)). The noise in conductance thus arises from transport interference between
these branches which are visualized by our current statistics.

7.2.2 Origin of the interferences

Overall, these experimental findings support a picture of vibron-mediated co-tunnelling
and/or Coulomb drag between nanotransport paths [491] due to blockade effects such as
Franck-Condon blockade [158]. According to the theory of out-of-equilibrium polaron dy-
namics [88, 87], transport through an impurity with discrete energy levels such as a quan-
tum dot or a molecular orbital which is strongly coupled to a vibrational degree of freedom
and tunnel coupled to two leads explains the observed multi-stability of different states and
the telegraphic switching between the different intensity branches. The voltage acts as an
effective temperature and a force modulating the potential of the oscillator. Around specific
voltage biases, the effective vibron energy potential landscape develops several minima, and
thus promotes metastability between different occupation states. Two scenario are possi-
ble: either thermally activated switching between different intensity branches related to
each of the well separated potential minima can occur [495], or large fluctuations around a
single intensity branch occur when at least two minima are close enough so that the quasi-
degenerate states they encode trigger an interference effect [504, 174]. In this latter case,
intermediate states outside the well minima are measured.

7.3 Magnetoresistance and Spintronic signatures

The memristive behavior of the Coulomb blockade peak due to environmental charging
represents one level of information encoding. Repeated testing indicates a write success
rate of at least 84% (see Section 6.1.2). The MTJ’s two ferromagnetic leads enable us to ex-
amine how the spin polarization of the charge current impacts the atom-level memristive
Coulomb blockade effect and quantum interference effects. To experimentally obtain spin-
tronic contrast in our data, we examine the impact on transport of switching the orientation
of electrode magnetization from parallel (P) to antiparallel (AP).
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7.3.1 Results on magnetoresistance

Figure 7.4: Spintronic impact of Coulomb blockade
along transport branches. (a) Current-voltage character-
istic for the P (red) and AP (green) junction states, and (b)
the resulting dI/dV differential conductance. (c) Voltage
shift between the P and AP conductance data. (d) Bias de-
pendence of the TMR calculated from (a). Blue crosses in-
dicate TMR amplitudes obtained from I(H) experiments as
in Figure 6.1(c).

We plot in Figure 7.4(a) the
IV in the MTJ’s P and AP
states at T = 10 K. Both
exhibit a series of plateaus
and increases that are absent
in junctions without C atoms
[225, 480, 209]. The corre-
sponding differential conduc-
tance (dI/dV ) data (see panel
(b)) reveals a series of peaks.
While the P and AP datasets
share similar traits, the AP
plot appears to shift to higher
bias as the onset of each con-
ductance increase is reached.
This is confirmed through an
analysis of the correlated shift
between the two datasets in
Figure 7.4(c). The voltage
shift is calculated by doing a
curve fitting of AP data over
P data using a rolling win-
dow of 40 mV width. The fit
and estimation of uncertain-
ties are realized with the help

of python module LMFIT 1 (Non-Linear Least-Squares Minimization and Curve-Fitting).
The calculated voltage shift is then defined as the voltage shift of the mean bias value of
the rolling window.

In our MgO MTJs without C [225], we observe TMR ≈ 200 % at 10 K around V = 0,
and a mostly monotonous TMR decreasing with increasing |V |. When C atoms are intro-
duced into MgO, we observe only a few % TMR around V = 0. Instead, due to the shift
in AP conductance to higher bias with each succeeding conductance peak, the TMR bias
dependence closely mimics the junction conductance (compare panels (c) and (d) of Fig-
ure 7.4). This highly structured TMR bias dependence is confirmed through discrete I(H)
datasets at fixed V (crosses in Figure 7.4(d)). We observe local TMR maxima precisely on
the conductance peaks, with an absolute maximum of 15%.

To discuss the impact on spintronics of the memristive Coulomb blockade effect, we
presented I(H) data in Figure 6.1(c) in both the ON and off state of the junction, taken at
V = −50 mV; i.e. precisely at the bias value corresponding to the memristive Coulomb
blockade peak shown in panels (a-c) of Figure 6.2. We observe that IP increases and that
IP -IAP is multiplied by 7, so that the TMR increases from 0.5% in the OFF state to 3.7% in the

1https://lmfit.github.io/lmfit-py/
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ON state due to the Coulomb blockade peak. Within the paradigm of MgO tunneling spin-
tronics[505], this suggests that the Coulomb blockade peak effectively opens an additional
transport channel with dominant majority spin carriers.

7.3.2 Origin of the voltage shift and the tunnel magnetoresistance

According to the theoretical work of Płomińska andWeymann [144], the similar set of bias-
dependent conductance peaks in the MTJ’s P and AP states, leading to a similar TMR trace,
is the signature of a special kind of Coulomb blockade effect named Pauli Spin blockade
[191, 506, 193]. As the electronic level of the carbon transport atom is reached with applied
bias, sequential tunneling is suppressed while co-tunnelling mechanisms become dominant
and modify the spin state (and eventually the charge [18]) of the paramagnetic C atom, as
a form of spintronic anisotropy [507, 468, 187]. With increasing voltage, the FeCoB/MgO
tunnelling-induced accumulation of mostly spin up carriers lifts degeneracy of the spin
states. This effectively lowers the spin up state relative to the spin down state. This spin
splitting differs between the MTJ’s P and AP states due to different energy alignments of
the C electronic levels [144, 18]. This effect is also modeled by our schematic in Figure 7.2
which features this spin splitting. Indeed, we witness that in the P state of the the electrodes
presented in this Figure, the potential of the electrodes will align with the split spin energy
levels of the transport quantum dot at lower absolute bias than in the AP state, which would
result in a voltage shift between the onsets of the conductance peaks leading to a positive
TMR. Appendice B provides additional evidence of this effect.

The conductance shift of Figure 7.4(c) is thus an experimental manifestation of spin ac-
cumulation. Spin accumulation also explains the shift in quantum interference data and the
spin polarization of the transport branch therein (see Appendix B). It also explains why the
TMR bias dependence tracks that of junction conductance (see Figure 7.4(d)), as well as the
huge increase in IP -IAP due to the memristive Coulomb peak (see Figure 7.1(g)) leading to
the seven-fold TMR enhancement. The best agreement between the results of Płomińska
and Weymann [144] and our experimental datasets is that of ’parallel’ or ’T-shaped’ elec-
tronic transport across spin states, rather than the other series scenario proposed. This
supports the atomic description of the effective nanotransport path across our microscale
MTJs.

7.4 Discussion

To conclude, inserting C atoms into ultrathin MgO layers generates localized paramag-
netic [18] states. Experiments on micronic FeCoB/MgO/FeCoB magnetic tunnel junctions,
which are crafted using straightforward technological processes, show that the effective
nanotransport path [480] involves individual C atoms. Their discrete energy levels pro-
mote Coulomb blockade effects that can be reproducibly shifted in energy by charging
events on neighboring C atoms. The tunnel coupling between these transport and envi-
ronmental carbon atoms promotes quantum interference effects. Spin-polarized transport
induces spin accumulation that lifts the spin degeneracy of the unpaired C electron in MgO.
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This leads to a voltage shift in Coulomb peaks and quantum interference effects between
the datasets in the MTJ’s P and AP magnetic states. Spin accumulation also accounts for
the huge enhancement of the spintronic performance when a Coulomb peak is memristive
controlled. We thus demonstrate how to use both the electron charge and spin to encode
information on an individual paramagnetic atom in a solid-state, industrializable device.
These results showcase MgO tunneling spintronics as a promising industrial platform for
quantum technologies at potentially practical temperatures, to deploy quantum transport
effects that are normally only seen in model junctions. One track to achieve these effects at
room temperature will be to engineer the impedances that electronically link the transport
and environmental atoms to the magnetic tunnel junction electrodes. Final applications
of quantum spintronics not only encompass information encoding [251], but also energy
harvesting [18, 19] vectors.
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Chapter 8

The Quantum Model

In Chapter 2, we presented the emerging field of quantum thermodynamics [508], specifi-
cally of quantum energetics [319], with a focus on quantum thermal machines [10] in the
hope of finding new ways of producing energy. Among the various kinds of quantum en-
gines based on on Maxwell’s demon [406, 407], a cycle between different baths [413, 354,
433] or an external drive [509, 440, 441], we put a particular emphasis on systems that
specifically rely on quantum features such as coherence [13, 12, 439, 442] and coherence
[463, 456, 461] in order to extract energy from the environment using the singular proper-
ties of quantum superposition and quantum measurements. These new kinds of quantum
engines which have been demonstrated experimentally [18, 19, 434, 458, 343] redefine the
notion of temperature when examining engine efficiencies against the Carnot limit [358,
510, 354, 356], notably when harvesting energy from a single heat bath [351, 459].

Quantum measurements constitute a critical process that could lead to active devices
that use coherence as a fuel [14, 303]. Indeed, the resulting projection that such a mea-
surement performs on a quantum state involves an irreversible energy exchange between
the state and the environment [319] that can be viewed as a form of quantum heat [15].
The information obtained from the measurement can either be used by a Maxwell demon
[15, 456] that can extract energy by applying some unitary transformation to the working
substance (WS), or the measurement back-action itself can result in an energy increase that
can be harvested into useful work [459].

In these engine models, the proposed cycle is not autonomous and can be difficult to
implement experimentally [461, 12, 439, 358], while the practical cost of turning on/off in-
teractions within the system [461] or between the WS and the baths [511, 413, 356, 433,
358, 354] is ignored. In this Chapter, we model a quantum electronic engine that mostly
lifts these limitations. The engine is powered by quantum measurements that release the
correlation energy stored within theWS, and identifies the influence of the vacuum as it fa-
vors the emergence of a current in a system featuring no direct tunneling link between the
two leads and connected to an environment with no out-of-equilibrium properties. Strik-
ingly, we also show that it gives a coherent quantum description of the spintronic engine
presented in Chapter 4 as it yields a power output comparable to the experimental results
if a bosonic bath is included along with an out-of-equilibrium hypothesis.
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8.1 The Quantum Measurement Spintronic Engine

We build upon the initial formalism [191, 141, 469] used to phenomenologically model mag-
netotransport across the spintronic device under the assumption of effective work [18].
This Chapter is a first step towards removing this assumption and describing this class of
spintronic devices within a broader quantum thermodynamical framework. We pedagog-
ically describe the several concepts and interactions for our solid-state spintronic engine
hereafter, while calculations are shown in the Appendices.

The quantum spintronic engine’s WS is composed of two spin-split atomic quantum
dots (QDs) that exhibit a tunnel coupling γ, a magnetic exchange interaction J , and coulom-
bic repulsion U to prevent excessive charging. This open system is connected in series with
two ferromagnetic, fully spin-polarized leads. Since the engine is a solid-state device, elec-
tronic interactions are inherently always-on and time-independent, such that the engine
cycle is only driven by periodic quantum measurements through two strokes: an instanta-
neous measurement stroke that partially projects the QD system (i.e. WS), followed by a
thermalizing stroke of duration τ during which the WS relaxes towards the steady-state.

8.1.1 Hamiltonian

General Hamiltonian

In this Chapter, we consider two QDs. Each QD, or atomic dot, consists in two non-
degenerate electronic energy levels that code for two opposite spins on the Bloch sphere.
The two QDs are coupled with one another by a tunneling interaction of magnitude γ and
a magnetic exchange interaction of magnitude J . A Coulombic repulsion term U is also
considered so as to prevent excessive charging on each dot. The environment is composed
of two ferromagnetic leads, the left one L and the right one R, each of them respectively
coupled to the left and right QDs. From these elements, the total Hamiltonian H can be
separated as:

H = HS +HE +HSE. (8.1)

The first termHS , called the Hamiltonian of the system, represents the two spin qubits
and can be written as:

HS = ϵL↑nL↑ + ϵL↓nL↓ + ϵR↑nR↑ + ϵR↓nR↓ +(γc†L↑cR↑ + γ∗cL↑c
†
R↑ + γc†L↓cR↓ + γ∗cL↓c

†
R↓)

−U((1−nL↑)nL↓+nL↑(1−nL↓))−U((1−nR↑)nR↓+nR↑(1−nR↓))−J(nL↑nR↑+nL↓nR↓).
(8.2)

Where we have defined c† and c the raising and lowering operators with the left index
identifying the left or right quantum dot and the right index identifying the spin. The
n correspond to the number operators defined as n = c†c. Let us explain the physical
meaning of those terms. The first terms in ϵ correspond to the bare energy of each of the
four electrons that can occupy the two quantum dots. We assume that the energies ϵ are
different for each level and we will see below that their relative values can be tuned through
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the couplings.
The terms in γ code for the hopping electron transmission between the QDs. The spin
is preserved during this transfer as no spin flip is possible during the hopping to leading
order. The electron hopping argument γ is taken as independent of the tunneling spin for
simplicity. Although this tunneling argument should strongly depend on the considered
spin channel given the spin-splitting of the energy level, this assumption is not critical
here given the approximations we make later.
The terms in J represent the magnetic coupling between the two quantum dots. Since prior
literature indicates antiferromagnetic coupling and spontaneous current flow at V = 0 [18,
19], we therefore assume that J < 0. As we can see, this contribution adds an energy
penalty of −J when an electron of the same spin is present on both QDs. This repulsion
term J is considered independent of the spin orientation for simplicity, and we will see
in the following that this approximation holds given the weak relevance of J in the next
results.
Finally, the terms in U correspond to the Coulombic repulsion which lowers the energy
when a quantum dot is singly occupied. The term has been included to avoid excessive
charge being retained on the system. We assume that this Coulomb repulsion energy is
identical on the two sites.

This Hamiltonian can be simplified by rescaling the energies. Redefining ϵ ≡ ϵ−U and
U ≡ U/2, we get:

HS = ϵL↑nL↑ + ϵL↓nL↓ + ϵR↑nR↑ + ϵR↓nR↓ +(γc†L↑cR↑ + γ∗cL↑c
†
R↑ + γc†L↓cR↓ + γ∗cL↓c

†
R↓)

− J(nL↑nR↑ + nL↓nR↓) + U(nL↑nL↓ + nR↑nR↓) (8.3)

The second contribution to the Hamiltonian describes the energy of the ferromagnetic
reservoirs, i.e. the environment of the QDs. It can be split into two terms HE = HL +HR

describing each electrode:

HL =
∑
kσ

ϵkσ c
†
kσckσ, HR =

∑
pσ

ϵpσ c
†
pσcpσ , (8.4)

where the index σ accounts for the spin degrees of freedom while the indexes k and p are
used for the left (L) and right (R) leads respectively, such that ϵk,σ and ϵp,σ are the energies
of each fermionic mode of the field while c†k,σ, c†p,σ, ck,σ and cp,σ are the creation and anni-
hilation operators. Only a single band is considered on each lead. This hypothesis is in line
with a description of dominant transmission from a specific wavefunction in most tunnel-
ing spintronic devices [512]. It is especially valid given prior experiments [18, 19] on the
quantum spintronic engine that utilize the ferromagnetic metal/molecule interface (i.e. the
spinterface [257, 256]) to generate electrodes with a spectrally narrow band of conduction
states with full spin-polarization.

The final term HSE describes the tunneling interaction between the system (i.e. the
QDs) and the environment (i.e. the leads). This term can also be split into two partsHSE =
HSL+HSR. For each lead, we consider two contributions. The first contribution describes
the exchange of electrons between the lead and the system, more precisely the adjacent QD
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since we initially considered a series geometry. This allows for a current to emerge in the
model. The second contribution describes the magnetic pinning exerted by the lead on the
nearby site to model the effective magnetic field generated by spintronic anisotropy [18, 19,
466]. Following these assumptions, we get:

HSL =
∑

kσ(γkσ c
†
Lσckσ + γ∗kσ cLσc

†
kσ) +

∑
kσ Jkσ nLσnkσ,

HSR =
∑

pσ(γpσ c
†
Rσcpσ + γ∗pσ cRσc

†
pσ) +

∑
pσ Jpσ nRσnpσ .

(8.5)

The coefficients γ represent the hopping coefficients between the QDs and the electrodes,
while the J represent the magnetic coupling. Note that our Hamiltonian does not describe
an external bias voltage applied across the device: we are considering the case of sponta-
neous current flow.

Primary approximations

The Hamiltonian we are considering is too complex to be tackled as such analytically. We
therefore physically justify the three following approximations.

First, the spinterface present in experimental devices generates conduction electrons of
only one spin that, furthermore, are fixed on the Bloch sphere due to the remanent magneti-
zation of the ferromagnetic electrode underscoring this interfacial effect [19]. Furthermore,
experiments indicate better current output when the device’s electrode magnetizations are
oriented anti-parallel. As a result, assuming identical L & R interfaces, wewill consider only
spin ↑ electrons in the left lead and spin ↓ electrons in the right lead. This consideration
leads to an approximation of the electrodes and the tunnel Hamiltonians such that:

HL =
∑
k

ϵk c
†
kck, HR =

∑
p

ϵp c
†
pcp, (8.6)

and
HSL =

∑
k(γk c

†
L↑ck + γ∗k cL↑c

†
k) +

∑
k Jk nL↑nk,

HSR =
∑

p(γp c
†
R↓cp + γ∗p cR↓c

†
p) +

∑
p Jp nR↓np.

(8.7)

It should be pointed out that c†k creates an excitation with spin ↑ and momentum k in the
left lead, while c†p creates an excitation of spin ↓ and momentum p in the right lead.

Our second assumption is that the effective magnetic field generated through spintronic
anisotropy by the fully spin-polarized transport from a lead onto the adjacent QD is con-
stant. This holds at constant bias voltage [18], consistently with the absence of an applied
bias in our model. This is also reasonable to first order during engine operation given the
much lower formation energy of the ferromagnetic state relative to the engine energies,
owing in part to a much larger size compared to that of the atomic dots. We therefore rely
on a mean field approach which allows to approximate the magnetic couplings as:∑

k Jknk =
〈∑

k Jknk

〉
≡ JL,∑

p Jpnp =
〈∑

p Jpnp

〉
≡ JR.

(8.8)
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Figure 8.1: Energy levels and Interactions in the Quantum Model. Illustration of the
model quantum spintronic engine, featuring two quantum dots trapped in series between
two ferromagnetic leads in an antiparallel configuration with fully spin-polarized interac-
tions. Blue/red levels represent spin ↓/↑ energy levels. Green double arrows represent the
magnetic couplings; yellow double arrows, capacitive couplings and black arrows, tunnel
couplings.

This approximation allows us to omit the magnetic coupling term in the system-lead
interaction and add it to the system Hamiltonian without changing its structure by rescal-
ing the QDs’ energy level. Redefining ϵL↑ ≡ ϵL↑ + JL and ϵR↓ ≡ ϵR↓ + JR, the system
Hamiltonian remains unchanged and the tunnel Hamiltonian now reads:

HSL =
∑

k(γk c
†
L↑ck + γ∗k cL↑c

†
k),

HSR =
∑

p(γp c
†
R↓cp + γ∗p cR↓c

†
p).

(8.9)

Finally, the quantum spintronic engine concept as proposed [18, 19] includes an asym-
metry in the tunneling coefficients γL and γR. This not only helps to further break detailed
balance of transport, but also enables one electrode to set a dominant spin referential on
the QDs. As a result, the QD that is adjacent to that electrode will experience a larger spin
splitting than the other QD. Therefore, we assume that the right QD is positioned such as
ϵR↑ ≫ ϵR↓, ϵL↑, ϵL↓. Placing this energy level farther above the other ones allows us to dis-
card all the states where a spin ↑ occupies the right QD, thereby reducing the dimensionality
of the system Hamiltonian from 16 down to 8:

HS = ϵ↑n↑ + ϵ↓n↓ + ϵRnR + γ c†↓cR + γ∗ c↓c
†
R + J n↓nR + U n↑n↓ , (8.10)

where we have redefined ϵ↑ ≡ ϵL↑, ϵ↓ ≡ ϵL↓ and ϵR ≡ ϵR↓ for simplicity, now that the
ambiguity between the spin and the L/R QD has been lifted. This approximation is therefore
leaving only one transport channel, which justifies the previously stated independence of
γ on the spin.

Bosonic bath

The previous Hamiltonian does not feature a direct tunnel interaction between the two
leads such as a current can only result from multiple electron processes through the vac-
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uum. This connection is absent because the model does not take into account any spin-flip
mechanism that would allow the jump of electrons between the lower spin ↑ level and the
higher spin ↓ level on the left QD. The idea is now to consider an interaction which would
facilitate this spin flip, thereby allowing current to flow more easily through the dots. The
intuition tells us that some bosons may therefore be good candidates which could allow for
such catalysis. Indeed, photons, phonons, vibrons or magnons may bring sufficient energy
to flip a spin. This could be possible at room temperature with phonons since the energy
difference between the two spin energy levels may be of the order of δ ≡ ϵ↓ − ϵ↑ ≈ 1− 10
meV ≈ 102 K [18, 19].

Let us then add two terms to the Hamiltonian. The Hamiltonian of the bosonic bath

HB =
∑
q

ωqa
†
qaq , (8.11)

where ωq is the energy of the mode q and a†q and aq are the bosonic laddering operators.
And the Hamiltonian of coupling of the system to this bosonic bath

HSB =
∑
q

λqc
†
↑c↓(aq + a†q) + h.c. , (8.12)

where λq, represent the spin-boson couplings. We expect the distribution λ to be sharply
peaked as only specific modes of the boson field will have the required energy to flip a spin.
In the analytical part of this chapter, we will first discard the effect of this bath, which we
will turn on in the simulations.

8.1.2 Master Equation

In Appendix E, we use the Born approximation in the weak coupling regime to establish
the master equation describing the evolution of this open quantum system:

dρ

dt
= −i[HS, ρ] + T −

L D[c†↑](ρ) + T +
L D[c↑](ρ) + T −

R D[c†R](ρ) + T +
R D[cR](ρ)

+Λ−D[c†↓c↑](ρ) + Λ+D[c†↑c↓](ρ),
(8.13)

where ρ = TrE ρSE is the QD system’s reduced part of the full density matrix ρSE w.r.t.
the environment degrees of freedom, T −

L and T −
R represent the electron hopping intensity

between the QD and the left/right lead respectively, while T +
L and T +

R are the hole coun-
terparts; and with the superoperator D[c](ρ) ≡ cρc† − 1

2
{c†c, ρ}. We emphasize that the

temperature of the baths is implicitly accounted in these coefficients and that we do not
separately introduce any thermal bias between the reservoirs. The last two terms represent
the coupling to the bosonic bath that will be turned on later in Section 8.2.5: Λ+ and Λ−

code for the pump and relaxation of the bosons, respectively. In what immediately follows,
no explicit spin-flip mechanism is present. In Appendix E, we give expressions for these
coupling constants to the baths as a function of filling of the energy levels of the baths and
the couplings γk, γp and λq. The magnitude of these coefficients thus depends on the ther-
modynamical parameters of the baths: temperature, chemical potential... In the following,
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we will study the influence of these couplings on the engine and show that energy can be
generated even when the baths are at thermodynamical equilibrium and that the power
output can be greatly enhanced when a minimal non-equilibrium resource is considered.

8.1.3 Engine’s Cycle

Phenomenological description and motivation

The theory of quantum mechanics involves two very distinct processes. A system first
evolves through a continuous, linear, reversible, deterministic process described by the
Schrödinger equation, and then is projected onto a definite state through the discrete, non-
linear, irreversible and stochastic process of quantum measurements. Considering that our
QD system is subject to probing of its quantum state by the environment such as its evo-
lution first follows the master equation described above, and then a projection due to the
measurement is very natural. This assumption is backed by several physical arguments.

Thermal, quantum and shot noise in these magnetic junctions under quasi-equilibrium
conditions has been a matter of study [513, 514, 515] and suggests that the quantum mea-
surements could be linked to discrete charge fluctuations in the vicinity of the QD system.
Further evidences showing nonlinear chaotic oscillations [516, 517] in these devices along
with rectification and feedback properties [518, 519, 520] are also supporting the possibility
of self-sustained oscillations in similar resonant tunneling quantum well structures which
could trigger these measurements. And finally, a key element of our quantum spintronic
engine is the ferromagnetic metal/molecule interface. This so-called spinterface exhibits a
low density of spatiospectrally confined states with high spin polarization (89% [19]) at the
Fermi level [257, 256, 18, 19]. The proposal that a Maxwell demon can operate electron-
ically at the molecular level [405], along with recent thermodynamic theory on quantum
measurements [521, 453, 334], indicate that the spinterface could [19] act as an autonomous
quantum measurement apparatus by performing frequent projective measurements on the
nearby QD’s spin state, thereby collapsing theWS’s quantum state [331, 318, 332]. The abil-
ity of the ferromagnetic electrode to maintain a constant spin polarization, allowing it to
behave as an entropy sink [19] also support the possibility of these measurements. Indeed,
information erasure would require a much lower entropy cost than the Landauer bound by
involving the transfer of spin angular momentum into a large spin reservoir, rather than
energy [399, 363, 361].

Following related studies that all postulate an external non-thermal quantum resource
[351, 456, 461, 15, 459], and in line with the current conception of quantum mechanics that
treat the measurement as a black box, we thus assume that the spinterface can perform
these quantummeasurements with an energy cost which we assume come from an external
source that is part of the device. Hence, we suppose that our device is endowed with a built-
in quantum clock that interacts periodically with the system.

Using our Hamiltonian, we consider a two-phased engine cycle (see Figure 8.2). The
first ’thermalizing’ stroke places the QDs into equilibrium with the electrode baths. The re-
laxation of the QD systems during this time-dependent evolution transfers energy from the
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Figure 8.2: Illustration of the Engine’s Cycle. (a) Energy-entropy illustration of the en-
gine cycle. The unselectivemeasurement stroke (straight blue arrows) instantly projects the
thermalized steady-state (red) onto several possible separated states (green) with higher en-
tropy and potentially higher energy. The thermalizing strokes (curved black arrows) reset
the system to the steady-state while allowing for work extraction on average. (b) Illus-
tration of the population of the energy levels during the two phases of the cycle. In the
thermalized state, coherence energy is stored in the system; then the measurement stroke
projects the right QD, destroying the superposition. The excessive energy of this local-
ized ground state is then dissipated into the baths during the thermalizing stroke which
restores coherence. In a solid-state implementation [18, 19], these strokes reflect the inher-
ent electronic interactions between a pair of exchange-coupled paramagnetic atoms, and
with fully-spin polarized leads such as the ferromagnet/molecule interface [257].

system to the baths, some of which is harvested to produce useful electrical work. Then,
once the system reaches its steady-state, in which the two spin QDs are quantum corre-
lated, the ’measurement’ stroke on a single QD splits the WS into two separated subsys-
tems, thereby destroying coherence. As we shall show, this projective partial unselective
measurement acting on a superposed mixed state with indefinite energy is mathematically
described by a quantum channel that leads to a projected system with a higher average en-
ergy than the previous steady-state. The measurement is thus projecting the system from
a global low-energy ground state to a local high-energy ground state. The energy differ-
ence that results from this back-action [456, 407, 459] of the measurement is then dissipated
into the baths during the next ’thermalizing’ stroke. We shall show that it can be used to
produce electrical work.

Analysis of the cycle

Let us initialize our engine at t0 = 0 in a state ρ(0). After completing the first thermalization
process, the electrode performs a partial projective measurement of the entangled QDs
at time t1 ≡ τ , which represents the duration of one cycle. This measurement projects
the system from the steady state ρ(τ−) ≡ ρ, which may only partially thermalized, to a
projected state ρ(τ+) that depends on the measurement outcome. Assuming that the right
electrode operates frequent unselective measurements of the occupation of the right QD at
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times t = tn ≡ nτ , the associated observable is simply nR. The measurement yields either
the presence (nR = 1) or the absence (nR = 0) of one electron on the right QD. The two
possible projectors on the respective eigenspaces are Π0 = 1 − nR and Π1 = nR, leading
to the projected state:

ρ(τ+) = Π0ρΠ0 +Π1ρΠ1 = ρ+ 2D[nR](ρ). (8.14)

Upon choosing the basis:

|0⟩ ≡ |00⟩, |1⟩ ≡ |0 ↓⟩, |2⟩ ≡ | ↑ 0⟩, |3⟩ ≡ | ↑↓⟩,
|4⟩ ≡ | ↓ 0⟩, |5⟩ ≡ | ↓↓⟩, |6⟩ ≡ |20⟩, |7⟩ ≡ |2 ↓⟩ , (8.15)

The density matrix at all times can be written as (see Appendix G):

ρ =
7∑
i=0

ρii|i⟩⟨i|+ ρ14|1⟩⟨4|+ ρ41|4⟩⟨1|+ ρ36|3⟩⟨6|+ ρ63|6⟩⟨3| . (8.16)

Note that the off-diagonal terms do not contribute to the projected state because they en-
code the tunneling of one electron from one site to the next, leaving either the initial state or
the final state with no electron on the right side. Hence we calculate ρ(τ+) =

∑7
i=0 ρii|i⟩⟨i|

so that ρ(τ+) is the diagonal part of ρ, while −2D[nR](ρ) is the off-diagonal part.

The average energy of the system changes by an amount ∆E1 ≡ ∆E:

∆E = Tr[HSρ(τ
+)]− Tr[HSρ(τ

−)] = 2Tr
[
HSD[nR](ρ)

]
, (8.17)

which in turn represents the energy of the off-diagonal part:

∆E = −2ℜ[γ(ρ14 + ρ36)] = −⟨C(τ−)⟩ = −Tr[Cρ] . (8.18)

Here C ≡ γc†↓cR + γ∗c†Rc↓ is the inter-dot tunnel operator, which contains the coherence
of the system. Thus, the measurement induces a back-action on the system by destroying
the correlations, leading to an energy change ∆E compared to the thermalized state.

The energy increment gained after the n-th cycle is∆En ≡ −Tr[Cρ(nτ−)]. This shows
that at time t = nτ+, if the system thermalizes completely to a unique steady-state ρ,
then the system has received a total average energy

∑n
k=1 ∆Ek = n∆E = −nTr[Cρ]

from quantum measurements. Therefore, if ∆E > 0, then the measurement on average
energizes the system, and a fraction of that energy upon deexciting to the thermalized
state can be harvested in the form of electron transport.

We tested other measurement scenarios. We find that the engine operation/output is
unchanged when measuring an observable that acts on only one QD (e.g. when the occu-
pation of the left QD, or the charge (or spin) of the right QD, is measured). Measuring an
observable that operates on both QDs, such as the total charge, does not yield this energy
increment: the thermalized and measured states have the same average energy. Work ex-
traction from these cycles is possible only when the measurement separates the two QDs.
If the quantum measurements are selective, then the energy increment relation holds by
linearity while entropic considerations differ. See Appendix G.
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8.1.4 Thermodynamic Quantities

The previous analysis of the cycle describes an engine which harvests the ’quantum heat’
∆E provided by themeasurement. Themeasurement acts like a hot heat bath that energizes
the system, which then relaxes and dissipates its energy into the electrode baths, a fraction
of which can be collected as a form of an electrical current to produce work. Let us then
briefly study the thermodynamics of the cycle by applying the laws of thermodynamics
during the thermalization stroke to evaluate the finality of the energy input ∆E provided
by the measurement.

Free Energy

The previous derivations allow us to define the maximum extractable work during the ther-
malization process. This quantityWth is defined by the difference between the average free
energy of the initial state at the beginning of a cycle at time nτ+ and the free energy of the
final state at the end of the thermalizing stroke at time (n+ 1)τ−. So we obtain directly:

Wth = −∆E + T∆S , (8.19)

where ∆S is the difference in Von Neumann entropy between the states at times nτ+ and
(n+1)τ− (see Appendix G for precise estimations of this quantity for differentmeasurement
protocols). We can thus expect to extract energy at finite temperature wheneverWth < 0.
It leads to a critical temperature Tc ≡ ∆E/∆S above which this engine cannot possibly
work.

Efficiency

We may define the engine efficiency η as the ratio of the electronic work Wel obtained
during the thermalization process to the total average energy provided by the quantum
measurement:

η ≡ Wel

∆E
. (8.20)

By definition, this quantity is less than unity. Indeed, according to the first law of ther-
modynamics which should hold during the time-dependent evolution of the thermalizing
stroke according to Kumar and Stafford [314], we may write

∆E = Wel +Q (8.21)

with ∆E ⩽ Wth ⩽ Wel ⩽ 0 as we expect Q ⩽ 0. This means that heat should be
dissipated to the reservoir as the system thermalizes with the environment (a negative Q,
with the same sign asWel means that the heat has been transferred from the system to the
environment). Using this inequality, we should therefore have

η ⩽
Wth

∆E
⩽ 1− T

Tc
, (8.22)
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so, as expected, the engine efficiency is still bounded by a form of the Carnot efficiency.
As a final remark on this quantity, we should state that it does not have a very practical
importance in the design of the engine as it can have in classical or other semi-classical
quantum engines. Indeed, as our engine relies on the energy provided by quantum mea-
surements performed by the environment, the fuel we are harvesting is present in infinite
quantities in the self-sustained bath we are exploiting. Therefore, even a poor efficiency
can be of interest given the limitless, constantly refueling amount of energy we are trying
to harvest. This energy might come from the local breaking of the second law of thermody-
namics during the measurement processes [522, 523, 344], from a minuscule temperature
gradient between the measurement bath considered as hot and the opposite electrode bath
considered as cold, or from other non-thermal resource such as squeezing [354, 356, 511].
We note that our formalism does not take into account the thermodynamic cost of infor-
mation erasure as the spinterface electronically interacts with the ferromagnetic electrode
acting as an entropy sink [19]. We suppose here that the overall energy balance will be
favorable, and will address the thermodynamic cost of interfacial spin accumulation in a
future paper.

Power Output

The power P follows instantly from the previous section. It is defined as

P ≡ Wel

τ
⩽
Wth

τ
≡ Pth. (8.23)

It is inversely proportional to the duration of a cycle. This means that devices with fast
measurement frequencies can maximize this quantity. In the end, since only a fraction
of the energy provided by the measurement stroke is recoverable as an electrical current,
Pmax =

∆E
τ

provides at this point an upper bound of the electrical power generated by the
device and thus represents a good estimation. In this article we shall not try and study the
time-dependent dynamics of the thermalizing stroke to give a quantitative estimation of
this fraction and focus on ∆E, keeping in mind that the real engine might only deliver a
portion of this energy at each cycle.

8.1.5 Perturbative Solution

Density Matrix in the Perturbative Regime

To gain numerical insights, we first derive the density matrix ρ ≡ ρss such as dρ
dt

= 0 so
that ρ nullify the right hand side of Eq.8.13. To obtain an approximate analytical solution,
we use a perturbation approach on γ (see Appendix F), i.e. assume that other interaction
energies dominate [19] the hybridization between the QDs. The solution is given by an
affine space, parameterized by the initial population µ = ⟨n↓(0)⟩ of the spin ↓ energy level
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on the left QD. We obtain the full density matrix ρµ after thermalization:

ρ00 =
1−µ
µ
ρ44 = α(1− µ)T +

L T +
R

ρ11 =
1−µ
µ
ρ55 = α(1− µ)T +

L T −
R

ρ22 =
1−µ
µ
ρ66 = α(1− µ)T −

L T +
R

ρ33 =
1−µ
µ
ρ77 = α(1− µ)T −

L T −
R

ρ41 = ρ∗14 =
iγαβµT +

L

detB∗

(
2T +

L +2T −
L +T −

R +T +
R

2
+ i(∆ + U)

)
ρ63 = ρ∗36 =

iγαβµT −
L

detB∗

(
2T +

L +2T −
L +T −

R +T +
R

2
+ i∆

)
(8.24)

where βµ ≡ µT +
R − (1 − µ)T −

R , 1/α ≡ (T +
L + T −

L )(T +
R + T −

R ), ∆ ≡ ϵ↓ − ϵR and B are
referenced in Appendix F and the other terms are null.

To study the thermalized state of the next cycle, we consider the particle number with
spin ↓ in the left QD. Since the projected state is diagonal, we directly obtain:

Tr[n↓ρ(τ
+)] = ρ44 + ρ55 + ρ66 + ρ77 = µ (8.25)

So, for both measurement outcomes, the spin ↓ occupation number remains unchanged
after both the thermalizing and measurement strokes. Therefore, the second cycle starts
again with ⟨n↓(τ

+)⟩ = µ, and so it yields the same thermalized state just before the second
measurement as in the previous cycle, such that ρ(2τ−) = ρ(τ−) = ρ and thus an instant
recursion yields the system state after each cycle n:

ρ(nτ+) = ρ(nτ−) + 2D[nR](ρ) = ρ+ 2D[nR](ρ). (8.26)

In this approximation, the total energy produced after the n-th cycle will be n∆E and the
power output shall thus be ∆E

τ
where τ is the duration of a unit cycle.

Energy in the Perturbative Regime

We can express the energy ∆E = −2ℜ[γ(ρ14 + ρ36)] associated with the measurement
back-action as:

∆E =
βµ|γ|2

|detB|2
(s+ r)2

sr
(s∆+mU) , (8.27)

with s ≡ T +
L + T −

L ,m ≡ T −
L , r ≡ T +

R +T −
R

2
. and

|detB|2 = r2(r + s)2 + [(s+ 2r)∆ + (m+ r)U ]2 . (8.28)

To study ∆E, we first assume (see Appendices E and H) that all the energies involved in
the system T +

L , T −
L , T +

R , T −
R , ∆ and U are strictly positive. This immediately leads to

s,m, r > 0 and then to ∆E having the same sign as βµ. Therefore, the measurement
energizes the two QDs whenever µ <

T −
R

T +
R +T −

R

≡ µc. Thus, at the critical value µc, the
off-diagonal terms describing the first-order perturbation vanish, and the model cannot
describe if energy harvesting occurs.
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Figure 8.3: Simulation of the Engine’s Cycle. Simulation results of∆E for (a) ρ0 = | ↓↓
⟩⟨↓↓ | and (b) ρ0 = 1

2
| ↑↓⟩⟨↑↓ | + 1

2
| ↓↓⟩⟨↓↓ |.. The corrected perturbative results (orange)

derived from SI. Note 3. and the numerically calculated solution at 4 ps (blue) are shown.
Here ϵ↓ = 8, ϵ↑ = −3, ϵR = 1, J = 8, U = 1000, γ = 0.1, T +

L = T −
L = 0.1, T −

R =

T +
R = 0.01, i.e. the two leads are both at infinite temperature (all units may be taken in

meV and justification for their values may be found in SI. Note 6).

8.2 Simulations

8.2.1 Simulating the Engine’s Cycle

To evaluate these analytical results and confirm that the measurement reliably provides
energy over many cycles, we simulated the engine operation. We show in Figure 8.3 the
results of measuring nR across 106 cycles (see also Appendix H). Starting from the pure
state ρ0 = | ↓↓⟩⟨↓↓ |, we first see in Figure 8.3(a) that ∆E presents three trends: the
first 105 cycles see a increase of ∆E towards 0, then a stochastic regime ensues where
∆E oscillates randomly around 0 until cycle number 4.105, before reaching a stable non-
equilibrium steady-state, where E[∆E] = 2.4 peV. The drift originates from the partial
thermalization, which gradually dilutes the information contained in the initial state ρ0,
resulting in a power output driven towards a steady-state attractor. Indeed, each new cycle
introduces an additional mixing that can be understood as a statistical superposition of
passive and active pure initial states which reduces the average energy increment of the
next cycle.

To support this claim, in Figure 8.3(b) we show that, starting from a mixed state ρ0 =
1
2
| ↑↓⟩⟨↑↓ | + 1

2
| ↓↓⟩⟨↓↓ |, we find that ∆E converges more quickly towards a different

power-generating limit cycle featuring two stable energy branches that result in E[∆E] =
2.9 peV.

These experiments show that, during the transitional and stochastic regimes, the infor-
mation on the initial condition is progressively lost through the non-unitary system evo-
lution caused by thermalization, but it can never be entirely wiped out! Indeed, the engine
acts as a chaotic non-ergodic machine as we have shown that the system can get trapped
in an active steady-state when a certain priming is feeding favorable initial conditions.

In AppendixH, we present additional data exploring different parameters, measurement
protocols, as well as the case of selective measurements. These results show similar behav-
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iors, i.e. all exhibit the ability to extract energy. The essential difference lies in the reading of
the measurement. When using selective measurements, the situation changes qualitatively
as the randomness of the measurement will frequently fail to energize the system and place
it in a lower energy state (see Figure 8.2). This means that we cannot extract work during
the thermalizing stroke for a large proportion of the cycles in which the measurement is
taking energy from the system. It leads inevitably to a strongly chaotic behavior originat-
ing from the non-linearity of the intrinsically stochastic measurement readout, which could
then kill the efficiency of the device because of strong power fluctuations.

8.2.2 Partial Thermalization

In Appendix I, we test the speed of the thermalization process by comparing the calculated
steady-state of the master equation ρ with the density matrix σ calculated at time t = 1
meV−1 ≈ 4 ps. We consider ∆E, starting from different pure states and with different
parameters taken randomly within an experimentally reasonable range [18, 19]. The results
presented show that the error made on the trace distance verifies T (ρ, σ) < 0.9 and leads
to an error on the energy increment ∆E lower than 1% only for 1% of the test runs. This
shows that, for a wide range of parameters, it is unreasonable to approximate the state at
the end of the thermalizing stroke as the steady-state solution. Thus, in this general case,
we can only hope to reach a partial thermalization, though it is beneficial to the power
output of the device, as it forces the system to stay out of equilibrium and to remain active
even when it is connected to passive thermal baths. Indeed, statistics (not shown) on the
steady-state coherence energy reveal that, at infinite time |⟨C⟩| ≈ 10−9 − 10−16 meV for
standard parameter ranges and passive thermal couplings, while after t = 1meV−1 ≈ 4 ps,
we can reach up to |⟨C⟩| ≈ 103 meV and obtain an energy-generating limit cycle while in
the same equilibrium parameter configuration for special initial conditions. This suggests
a higher energy increment. Indeed, the average energy increment per cycle is still given
by∆E = −⟨C⟩ in this general case, so that the previous energetic description of the cycle
remains valid here. A proof of this assertion is given in Appendix G along with a numerical
justification based on measurement statistics.

8.2.3 Maximizing the Coherence Energy

To study how the parameters that impact the partially thermalized state ρ affect the co-
herence energy −⟨C⟩, we show in Figure 8.4 several color plots of −⟨C⟩ calculated after
the thermalizing stroke starting from the pure state ρ0 = | ↑↓⟩⟨↑↓ | as a function of the
most relevant different pairs of parameters (see Appendix J for other plots), keeping other
parameters fixed, and with γ ∼ U ≫ ϵ ≫ T . In Fig 8.4(a), we notice that −⟨C⟩ is maxi-
mized when U ≈ 103 − 104 and T +

L = T −
L < 1. Indeed, a higher U could lead to a bigger

coherence energy that is related to the charging energy of a QD, while a lower TL favors
the tunneling between the QDs over the tunneling from/to the electrodes. In Fig 8.4(b),
we observe that the asymmetry between TL and TR is quite irrelevant for this set of pa-
rameters for low TR: the engine generates power and energy harvesting may be possible.
Above a phase transition around TR ≈ 10 (see also Fig 8.4(d)), a chaotic phase ensues,
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Figure 8.4: Coherence Energy Color Plots. Parameter pair dependence of the coherence
energy −⟨C⟩, calculated at 4 ps starting from the pure state ρ0 = | ↑↓⟩⟨↑↓ |, with ϵ↓ =

8, ϵ↑ = −3, ϵR = 1, J = 8, U = 1000, γ = 1000, T +
L = T −

L = T +
R = T −

R = 0.1. (a)
T +
L = T −

L versus U , (b) T +
L = T −

L versus T +
R = T −

R , (c) T −
R versus T +

R , (d) U versus γ, (e)
T +
R = T −

R versus γ, (f) T −
L versus T +

L .

coherence energy almost vanishes and its sign strongly depends on small parameter fluc-
tuations: we cannot extract energy in this configuration. Note that We may also be outside
of the weak coupling regime that is needed for the Lindblad master equation to hold. In-
tuitively, this chaotic phase results from a dominating interaction with the right electrode
that completely overcomes the tunneling interaction between the QDs, thereby nullifying
the potential coherence energy between the two sites. In Fig 8.4(c), we examine the elec-
tron/hole asymmetry on the right electrode. The data reveal a third, dissipative phase with
no energy extraction with−⟨C⟩ < 0 (in white). Finally, in Fig 8.4(d), the U / γ dependence
reveals two branches that maximize coherence energy: one for γ ≈ 1 that weakly depends
on U , and a second for γ ≈ U . This may help tune experimental device parameters to max-
imize energy harvesting as this data shows an advantage in strong Coulombic repulsion U
along with a strong inter-dot coupling g, indicating that the two sites should be close and
have a large electronic affinity.

Although maximizing ∆E starting from a particular initial state is a first step towards
finding the maximum power output, it is not straightforwardly linked to the power output
since it corresponds to an average over many cycles with different initial states.

8.2.4 Power fluctuations

Using the data of Figure 8.4 along with Appendix J, we infer a regime wherein the coher-
ence energy is highest with T ≪ ϵ ≪ γ ≈ U ≈ 1000ϵ. To confirm the high power output
P = E[∆E]

τ
within this parameter space, we simulated 106 engine cycles (see plots in Fig 8.5).

Strikingly, we observe strong fluctuations of ∆E that ultimately kill the temporal average
of the energy increment. This shows that maximizing −⟨C⟩ also yields a strong depen-
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Figure 8.5: Simulation results with strong power fluctuations. Simulation results of
∆E for 106 cycles when measuring the chargeQ of the left QD using (a) unselective and (b)
selective measurements. The numerical calculation (orange) and the perturbative solution
(blue) are shown. ϵ↓ = 8, ϵ↑ = −3, ϵR = 1, J = 8, U = 1000, γ = 1000, T +

L =

T +
R = T −

L = T −
R = 0.1 (all units may be taken in meV), and with the initial condition

ρ0 = | ↑↓⟩⟨↑↓ |.

dence of the tunneling energy after partial thermalization on the initial conditions. This
increases the fluctuations and negatively impacts P : maximizing P requires balancing en-
ergy and fluctuations. Indeed, from the Heisenberg uncertainty relations, when selectively
measuring nR, we may write:

∆C∆nR ⩾
1

2
|⟨[C, nR]⟩| =

1

2
|⟨[HS, nR]⟩| ≈

1

2

∣∣∣∣d⟨nR⟩dt

∣∣∣∣. (8.29)

Here, at the end of each cycle, ∆nR ≲ 1 is known and fixed by the statistical outcomes
of the measurements and should be of order unity since the measurement alternatively
projects the system into a nR = 0 or 1 state. Moreover, the right-hand side describes the
nR oscillation rate, which is strongly driven by the energy scale of the coherence energy
|⟨C⟩|. Thus, Eq. 8.29 justifies that ∆C ≳ |⟨C⟩|.

A second Heisenberg inequality can be written regarding the initial condition decisive
observable n↓, and which shows that the fluctuations of T are also related to themomentum
dispersion of the initial conditions µ̇, which is mainly impacted by the partial thermaliza-
tion. For some parameters, the characteristic time of the system is such that it keeps the
information about its initial state longer in memory, thus resulting in stronger fluctuations
that can also be observed for the unselective case (see Fig 8.5(a)).

8.2.5 Bosonic Catalysis

Powering the Engine with a Bosonic Pump

Our work thus showcases how to harvest energy as an electrical current between two leads
across quantum dots despite no direct electronic connection, i.e. how to generate continu-
ous power from the measurement back-action through the vacuum. The predicted output
power is much lower than that measured [18, 19], which suggests the experimental pres-
ence of an additional quantum resource. Since our QDs are embedded in an atomic matrix,
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Figure 8.6: Simulation with Bosonic Catalysis powered by a Bosonic Pump. (a) Simu-
lation results of∆E for 106 cycles powered by a non-thermal bosonic bath whenmeasuring
the population nR in the case of two identical electrodes at thermal equilibrium with in-
finite temperature. Parameters are ϵ↓ = 8, ϵ↑ = −3, ϵR = 1, J = 8, U = 1000, γ =

1000, T +
L = T +

R = T −
L = T −

R = 0.1 and Λ+ = 2Λ− = 0.01. (b) Color plot of −⟨C⟩ calcu-
lated at 4 fs as a function of the bosonic coupling parameters Λ+ and Λ−, starting from the
pure state ρ0 = | ↑↓⟩⟨↑↓ |. All other parameters are the same as (a).

we examine the impact of bosons, such as spintronic magnons, lattice phonons or vibrons
on the QD complex, through an additional interaction with a bosonic bath that can flip the
spin of the left dot (see Eq. 8.13). We then repeated the experiments presented in Figure
8.3-8.4.

As expected, Figure 8.6.(b) shows that the device remains passive whenever the system
interacts with a thermal bath in which Λ− > Λ+ for the same equilibrium parameters
as above. Nonetheless, the simulation presented in Figure 8.6.(a) shows that the energy
increment∆E can reach up to∆E ≈ 10meV for aweak asymmetric couplingΛ+ = 2Λ− =
0.01 (negative temperature), leading to a power output P ≈ 100 nWwhen choosing a cycle
duration triggered by the electronic frequency of τ−1 = 140 THz in line with experiments
[19]. This bosonic pump greatly decreases the thermalization time: the information on the
initialization of each cycle is almost completely removed, and relative power fluctuations
are much lower compared to having only vacuum fluctuations.

It is possible to engineer this autonomous non-thermal bosonic interaction using a finite
bath (the complex vibrons) coupled to a larger infinite thermal bath (the lattice phonons).
This would generate the non-unitary coupling Hamiltonian necessary to build such asym-
metric coefficients through squeezing [358, 354, 356, 511], broken symmetries [524], non-
Hermitian skin effect [525, 526] or nonlinear processes [527]. We leave details of this non-
thermal bosonic bath to future studies.

Powering the Engine with a Spin-bias

Although a non-thermal bosonic bath might be present in our spintronic engine, without
further evidence, supposing the influence of such a drive is not satisfactory. Let us then
look for another non-thermal resource that can power the device, and suppose that the
bosonic bath is thermal, meaning that Λ− > Λ+.
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Figure 8.7: Simulation with Bosonic Catalysis powered by Spin Bias. (a) Simulation
results of∆E for 106 cycles powered by a spin bias bathwhenmeasuring the populationnR.
Parameters are ϵ↓ = 8, ϵ↑ = −3, ϵR = 1, J = 8, U = 1000, γ = 1000, T +

L = 0.2, T +
R =

T −
L = T −

R = 0.1, Λ+ = 0.01 and Λ− = 0.0101. (b) Color plot of −⟨C⟩ calculated at for the
steady state as a function of the bosonic coupling parameters T −

L and T +
L , starting from the

pure state ρ0 = | ↑↓⟩⟨↑↓ |. All other parameters are the same as (a). (c) Color plot of −⟨C⟩
as a function of T −

R and T +
R with the same set of parameters.

Following the formalism of thermodynamics with conserved quantities developed in
Chapter 3, thanks to the fixed magnetization of the electrodes, we can consider the spinter-
faces as mesoscopic spin reservoirs for which spin polarization is a conserved charge. Let
us then focus on the left electrode, considered as the reference. Its free energy then reads:

FL = ⟨HL⟩ − µL⟨NL⟩ −mL⟨PL⟩ − TLSL, (8.30)

where HL has been defined in Eq 8.6, NL =
∑

k,σ nk,σ is the total number operator on the
left, PL =

∑
k nk,↑ − nk,↓ is the spin polarization operator, SR = Tr(ρLln ρL) is the Von-

Neumann entropy ; and µL,mL, and TL are the conjugated generalized charges such as µL
is the usual electrochemical potential, TL is the temperature, andmL is a spin potential.

The Generalized Gibbs state τL corresponding to this spin reservoir thus reads:

τL = Z−1
L e−βL(HL−µLNL−mLPL) where ZL = Tr(e−βL(HL−µLNL−mLPL)). (8.31)

Using the commutation relations of the individual number operators, we obtain

ZτL =
∏
k,σ

e−βL(ϵk,σ−µL−σmL)nk,σ =
∏
k

[
e−βL(ϵk,σ−µL−σmL)nk,σ + (1− nk,σ)

]
(8.32)

such as
Z =

∏
k,σ

[
1 + e−βL(ϵk,σ−µL−σmL)

]
(8.33)

and therefore,
Nk,σ ≡ ⟨nk,σ⟩ = Trnk,στ =

1

1 + eβL(ϵk,σ−µL−σmL)
. (8.34)

The same expression can be obtained for the right electrode with its respective parameters
βR, µR and mR. In the case where the electrodes’ filling are well described by a strong
magnetization, we can discard the energy term and feed

⟨nk,σ⟩ =
1

1 + e−βL(µL+mL)
and ⟨np,σ⟩ =

1

1 + e−βR(µR−mR)
(8.35)
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into the expressions for T +
L , T −

L , T +
R and T −

R reported in Sec. 1 of the Supplemental Mate-
rial such as we can engineer T −

L < T +
L and T +

R < T −
R for well chosenmL andmR by acting

on their magnetization even if the two electrodes have the same temperature βL = βR and
chemical potential µL = µR. This calculation thus shows that the coupling coefficients to
the bath can be tuned either by acting on electronic potential, or on its magnetization, such
that a ’spin bias’ can yield the necessary asymmetry required for the device to run as an
engine. The spin bias, corresponding to a difference in the magnetic potential of the two
electrodes, can be engineered by choosing electrodes featuring different intrinsic spin po-
larizations, or by imposing a magnetization difference between the two ferromagnets. This
thermodynamical resource should therefore persist naturally in our device for an indefinite
time without requiring an external energy supply.

In Figure 8.7(a) we show a test run for the engine, using a thermal bosonic bath with
Λ− > Λ+, and with a regular asymmetry T −

L < T +
L and T +

R = T −
R . After about 105

cycles, the engine stabilizes in a generative steady-state delivering an average of 1.4 µeV
per cycle which shows that a non-thermal bosonic pump is not necessary to run the engine:
a favorable asymmetry of the coupling coefficients to the baths finely tuned by a built-in
spin bias originating from the magnetization of the electrodes is sufficient to power the
engine. In Figure 8.7(b) and (c), we study the dependence of the coherence energy −⟨C⟩
obtained in the steady-state of the master equation with respect to the pairs of parameters
T −
L , T

+
L and T +

R , T
−
R for the same set of parameters as the test run and show that the device

behaves as an engine whenever T −
L < T +

L and T +
R < T −

R , meaning that the left electrode
should favor down spin filling with mL > −µL and the right electrode should favor up
spins withmR < µR.

In Appendix K, we provide more data about this bosonic catalysis, study the influence of
the different parameters, and show that this power level can also be recovered if we replace
the assumption of a negative temperature bosonic bath or a spin bias by another, standard
non-equilibrium resource such as a potential or a temperature difference.

8.3 Discussion

We studied a quantum information engine built around solid-state spintronic interactions
that can harvest the energy of quantum coherence and can explain recent experiments
involving atomic spin qubits [18, 19]. Our model considered a pair of correlated spin quan-
tum dots that electronically interact with spin-selecting electrodes. We derived a master
equation that describes a two-step engine: a thermalizing stroke that creates coherence
between the two quantum dots and generates electron transport, then a quantum mea-
surement stroke that extracts energy from their correlation. This changes their entropy
by separating and projecting the system into a higher energy state on average. When the
pump induced by the measurement - understood as the difference between the ground en-
ergy states of a thermal system and a system with the measurement interactions turned on
- constitutes the only energy source, and without a direct tunneling link between the two
electrodes, numerical simulations predict an appreciable finite power output in some cases.
We reproduce experimentally measured power levels [19] by including a bosonic bath along
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with a non-thermal resource, among which the most natural and sufficient one should be a
spin bias, that is automatically present in our system due to the ferromagnetic electrodes.
Our work thus explains recent [18, 19], and perhaps also older [528, 466] experiments, and
showcases the ferromagnet/molecule interface (the spinterface [257, 256]) with high spin
polarization [19] as a quantum measurement apparatus.

Our study sheds light on a quantum engine that relies on quantum measurements in
order to extract energy from a system of coupled quantum dots, through the breaking of
coherence energy. Using a perturbative approach, we found a regime of parameters for
such a system that could lead to energy generation during a large number of cycles, and
we confirmed this finding using numerical simulation. Then, we proceeded to find a good
set of parameters that would maximize the power output by maximizing the coherence
energy generated after each thermalization process, but we found that this gain in energy
increment was compensated by increasing fluctuations due to partial thermalization, which
ultimately negatively impacts the expected power output. A compromise between fluctua-
tions and themaximum energy output should thus be found in order to maximize the power
output but the present study was so far unable to find this optimum. Future work should
be able to gain more insights on this point and prove rigorously the definite harvesting
capabilities of the device after a long time using ergodic theory.

The present study only focused on the energetics of the device brought by the measure-
ment process. Hence, we could only set a higher bound for the power output, corresponding
to the energy we can hope to extract at zero temperature when no energy is lost through
irreversible heat exchanges. In order to obtain a more realistic depiction of the thermo-
dynamics of the system at finite temperature and electrochemical potentials, more efforts
need to be dedicated towards the study of the thermalization process. This issue will also
be the subject of a future work, which will aim at applying the first law of thermodynamics
during the time-dependent evolution of the system in order to separate clearly the electrical
work we are interested in from the heat that is dissipated during the thermalizing stroke.

Finally, this Chapter opens fruitful research into spintronic interaction dynamics be-
tween ferromagnets and paramagnetic centers [529], e.g. using scanning tunneling and
ferromagnetic resonance techniques [530], to elucidate the thermodynamic role [361, 399]
of the spintronic quantum measurement apparatus [18, 19].
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The Mesoscopic Model

It is known that transport through a quantum dot or a quantumwell system can give rise
to current-rectifying effect and therefore act as a diode. A resonant tunneling diode (RTD)
[531] is a device that exhibits quantum tunneling phenomena through discrete energy levels
confined in a small region of space. These devices can display nonlinear phenomena such as
Negative Differential Resistance (NDR) [532] illustrated by a negative derivative region in
their current-voltage characteristic curve. This means that as the voltage across the diode
increases, the current through it decreases, which is opposite to the behavior of traditional
resistors (see Figure 9.1). Therefore, a resonant tunneling diode can act as a form of filter
of the electrons, such that transport is maximum only over a restricted bandwidth when
the energy of the electrons in the bath enters into resonance with the discrete energy levels
of the wells.

A number of clues are pointing towards the presence of a diode effect in our device.
First, structurally, the impurities inserted in the barrier, creating the spin chain indeed act
as atomic quantum dots, or trapping quantumwells, with discrete energy levels, that should
trigger the resonant tunneling diode effect [480, 251]. Second, the experimental data pre-
sented in Chapter 4 does indeed present IV characteristics featuring both non-linear re-
sponses and current asymmetries suggesting that a strong current rectifying effect is in-
deed taking place (see Figures 6.1, 6.2, 7.1, 7.4). Third, referring to Chapter 3 on Maxwell’s
demon and more precisely on Brillouin’s paradox [534, 535, 536, 537], it would seem nec-
essary to have a ratchet-like rectifying effect originating from some structural asymmetry
in order to filter current fluctuations into a preferred direction and thus generate power.
And finally, given the microscopic quantum model we developed in the previous Chapter,
which features spin-dependent transport through a pair of atomic orbitals with spin-split,
discrete energy levels, it seems reasonable to postulate that this system of quantum dots
would phenomenologically act in a similar way as a resonant tunneling diode.

Building upon the classical formalism of spintronics such as the Valet-Fert theory [49]
developed in Chapter 1, the objective of this Chapter is two-fold. First, we will introduce a
diode effect in the Valet-Fertmodel to see if it can be used to rectify an uncompensatedwhite
noise present in our system so as to continuously extract energy from the fluctuations.
Then, we will carefully examine the hypotheses of these models in order to identify those
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Figure 9.1: Resonant Tunneling Diode. Schematic diagram of the operation of a resonant
tunneling diode. µL (µR) is the chemical potential for the left (right) electrode. The grey
areas are filled electrons states that provide reservoirs of electrons for tunneling. Only
when the subband in the central quantum well has the same energy as an electron in one
of the electrodes can electrons tunnel through the system to the other electrode. Extracted
from [533]

that could be violated in our system and give rise to a self-sustained non-equilibrium effect,
which could feed the continuous power output generated by the device. In the discussion,
we will finish by commenting on the magnitudes of the different parameters used in the
models that should be reached in order to fit the experimental results, and we will assess
the physicality of the model.

All along this Chapter, we will use the parameters referenced in Table 9.1 and we will
highlight the hypotheses in bold and reference them in Table 9.2 at the end of this Chapter.

9.1 Rectifying spin-current fluctuations

In this section, we consider an electric wire defined along the x axis, with section a defined
as unity, such that we consider the problem to be one-dimensional. This electric wire has
a length 2l and extends from x = −l to x = +l. The wire is connected on both sides
to spin-polarized electrodes such that the left electrode has a strong magnetization M⃗L =
MLe⃗z (ML > 0), that is defining the quantization axis of the spin along the z direction
(hypothesis (HQ) in Table 9.2). The right electrode is then supposed to have a weaker
magnetization or a weaker tunnel coupling to the central material, such that it does not
interfere with the spin referential fixed by the left electrode. The left electrode is thus
considered as the reference electrode (hypothesis (HM) in Table 9.2). The magnetization
of the right electrode will thus be regarded in the direction of the quantization axis such
as M⃗R = MRe⃗z + o(M⃗2

L) (see Figure 9.2). In this section, we will see how a non-linear
conductance profile of the wire can trigger a rectifying effect that can harvest energy from

– 142 –



The Mesoscopic Model

Figure 9.2: Mesoscopic Diode Model. Schematic of the three regions defining the spin-
diode nanowire between the two ferromagnetic electrodes.

the spin-current fluctuations driven by the projection onto the quantization axis of the
magnetization difference between the two electrodes.

9.1.1 The two spin-channels model

We start by postulating that each element of volume dx can be described by two static
variables, dN↑ and dN↓, which represent the number of each spin carrier, such that we
can define the spin-resolved number densities n↑dx = dN↑ and n↓dx = dN↓. Away from
equilibrium, we need to define the associated spin-resolved current densities j↑, j↓ that
describe the flow of spin carriers and that relates to the electronic current density j =
−e(j↑ + j↓), where e > 0 is the absolute charge of the electron.

Classical spintronics as built in most phenomenological theories is based on three fun-
damental equations. First, within each material, the chemical conservation laws read:{

∂tn↑ + ∂xj↑ = −ν
∂tn↓ + ∂xj↓ = ν

, (9.1)

where ν is the rate at which down-spins flip to up-spins.

Then, we consider the free energy F = U−TS of one material, with U the internal en-
ergy, T the temperature and S the entropy. Let us consider a small perturbation away from
equilibrium. The first law of thermodynamics states that dU = δQ+ δW . For a reversible
process (hypothesis (HR)), δQ = TdS such that dF = dU − TdS − SdT = −SdT + δW .
Then the work δW is composed of every change in energy driven by conservative forces.
In a first approximation, we can identify different forces deriving from potentials that are
driving the system. Chemical forces may lead to changes dN↑ and dN↓, electric forces may
change the total number of electrons dN = dN↑ + dN↓, and magnetic forces may act on
the magnetic moment dm⃗, defined as the magnetization density. We can thus write:

dF = −SdT − µ↑dN↑ − µ↓dN↓ + eV dN − H⃗∗ · dm⃗. (9.2)

In this equation, we have identified the usual thermodynamic potentials: the chemical po-
tentials µ↑ and µ↓, the electrostatic potential Φ and some magnetization potential H∗ that
has the unit of a magnetic field and still needs to be determined. The gyromagnetic ra-
tio of the electron is negative, the magnetization referential chosen above points toward
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the +e⃗z direction, and we assume that the spin angular momentum is the main driver of
the magnetic moment, considering only the main component along the z direction (HQ).
In general, we should also have a component in the yz plane due to magnetic anisotropy
and spin precession, but these contributions can be neglected for well-chosen electrode and
diode materials, carefully fabricated so as to engineer a strong in-plane magnetization. In
this assumption (HQ), we can write:

m⃗ = γL⃗ = −gµB
ℏ
S⃗ = −gµB

2
(N↑ −N↓)e⃗z ≡ −µe(N↑ −N↓)e⃗z (9.3)

where g ≈ 2 is the electron spin g-factor (Landé factor) and µB = eℏ/2me is the Bohr
magneton with me the bare mass of the electron, and we have defined µe ≡ gµB

2
≈ µB

the absolute magnetic moment of the free electron. Setting H⃗∗ ≡ H∗e⃗z , dividing by the
volume element, we obtain the following expression for the free energy density f :

df = −s dT − (µ↑ − eV + µH∗)dn↑ − (µ↓ − eV − µH∗)dn↓, (9.4)

where s is the entropy density. We can thus set a spin-resolved magneto-electrochemical
potential [538, 539, 540], which gathers the chemical, electrical and magnetic forces that
are exerted on each spin carrier:{

µ↑ = µ↑ − eΦ + µH∗

µ↓ = µ↓ − eΦ− µH∗ . (9.5)

In References [538, 539, 540],H∗ is considered to be a thermodynamic force such thatH∗ =
0 at equilibrium. It may contain complicated contributions such as the external applied
magnetic field, the magnetic exchange field, the dipolar field, the crystalline anisotropy
field and some other contributions coming from quantum effects. It is assumed to vanish
unless a clear driving source of external or non-thermal internal field is justified. This
assumption of global equilibrium (HF) ensures that no external edge force is applied to
the system.

Having defined the thermodynamic potential we need, the theory is then based on phe-
nomenological linear relations that link the generalized current densities to the generalized
forces called the Onsager relations [541]:

−ej↑ = σ↑∂xµ↑
−ej↓ = σ↓∂xµ↓
ν = α(µ↑ − µ↓)

, (9.6)

where we have introduced the spin-resolved conductivities σ↑ and σ↓, and α is a constant
that depends on the material and is related to a characteristic spin-flip time. The sign of α
is not fixed at this point.

The second law of thermodynamics leads us to look for an equilibrium condition that
is a fixed point of the energy that ensures that entropy cannot decrease. Considering that
the whole system is at thermal equilibrium (HT) such that the temperature T is constant
and uniform in the device, imposed by the surrounding heat bath, the first law along with
the equation of the free energy 9.4 thus leads to the following inequality:

T
∂s

∂t
= −µ↑∂tn↑ − µ↓∂tn↓ ⩾ 0. (9.7)
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Inserting the continuity equation thus leads to

T
∂s

∂t
= µ↑∂xj↑ + µ↓∂xj↑ + ν(µ↑ − µ↓) ⩾ 0. (9.8)

Plugging the Onsager relations then give

T
∂s

∂t
= −µ↑∂x

(σ↑
e
∂xµ↑

)
− µ↓∂x

(σ↓
e
∂xµ↓

)
+ α(µ↑ − µ↓)

2 ⩾ 0. (9.9)

Finally, integrating over a specific material, following the global equilibrium hypothesis
(HF) such that the thermodynamical forces vanish at the edges under no external constraint,
we integrate by parts and obtain

T
∂S

∂t
=

∫
dx

{
σ↑
e
(∂xµ↑)

2 +
σ↓
e
(∂xµ↓)

2 + α(µ↑ − µ↓)
2

}
⩾ 0. (9.10)

With these assumptions, the positivity of this functional under every applied potential leads
to α > 0.

9.1.2 The spin diode characteristic

We postulate that the spintronic engine features a non-linear feedback mechanism that
allows it to adapt its behavior to the forces that are acting on it, such that it can generate
power by converting some electromagnetic or thermal input into electricity. This consid-
eration is strongly backed by the experimental results of Part II that showcase devices with
strongly non-linear behavior (see Figures 6.1, 6.2, 6.6, 7.1). Just as in the Brillouin paradox
[534, 535, 536, 537] one phenomenological proposal would be that the engine is acting as
a spin diode that rectifies the spin current in order to generate a charge current. Going
back to the microscopic view developed in the previous Chapter, it seems reasonable to
think that the energy levels of the conducting quantum dots depend on the forces exerted
on them, in line with the previous models describing transport in these spintronic devices
[18]. In particular, it would mean that the spin-splitting of each energy level would depend
on the nearby potentials. And, as we saw in the resonant tunneling diode model presented
in the introduction of this chapter (see Figure 9.1), the position of the energy levels relative
to the potential directly impacts the conductivity of the material, eventually leading to the
phenomenon of negative differential resistance.

The spinterface may play a crucial role in the emergence of this non-linear behavior.
Previous studies have indeed highlighted the potential of individual molecules to act as
Maxwell demons by selectively permitting the transport of specific electrons with the ade-
quate energy to tunnel across the molecular interface, while blocking the reverse transport
[405], thanks to the rules of covalence. These theoretical insights may therefore be com-
pleted by several experimental studies on the spinterface that revealed key ingredients cor-
roborating these findings, most notably a strong spin-filtering effect and a narrow energetic
bandwidth [264, 480, 465].

These general phenomenological considerations therefore lead us to consider a spin
diode characteristic, by proposing the following non-linear dependence of the conductivity
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of the spin-diode material that is effectively inside the junction’s nanotransport path:{
σ↑ = σ−

↑ + (σ+
↑ − σ−

↑ )θ(∆µ)

σ↓ = σ−
↓ + (σ+

↓ − σ−
↓ )θ(∆µ)

, (9.11)

where θ is the Heaviside step function. These relations allow the conductivity of each spin
channel to be modulated by the spin-potential ∆µ ≡ µ↑−µ↓, such as it can take two values
depending on the sign of the spin-potential: σ+

s when the spin potential is positive and σ−
s

otherwise. Two limit cases have a critical importance: when σ−
s ≪ σ+

s , then the conduction
is favored when the spin-potential is positive, and when σ−

s ≫ −σ+
s then the conduction

is favored when the spin-potential is negative. Note that, in these limits and at this stage,
while each spin channel acts as a spin diode, no correlations between the channels, to
determine the relative direction of each spin-sub channel diode, has so far been set.

We define the total conductivity σ ≡ σ↑ + σ↓ and the conductivity asymmetry β ≡
σ↑−σ↓
σ

∈ [−1, 1], such that the diode relations read:{
σ = σ− + (σ+ − σ−)θ(∆µ)
β = β− + (β+ − β−)θ(∆µ)

. (9.12)

9.1.3 Solving the equations with a charge current

In this section, we solve the continuity equation with the non-linear Onsager relations we
posited under the stationary current hypothesis (HJ) stating that the device is connected
to a source delivering a constant and uniform charge current. In the next section, we will
then use these results to relax this condition and study the response of the device to a
stochastic current (HS) in order to observe how this device could be used to harvest the
noise power provided by some thermal or magnetic fluctuations directly impacting the spin
channel-resolved transport in an asymmetrical way.

The spin-potential equation

Having defined the conductivity of the diodematerial, we can now try to solve the system
of equations formed by the continuity equation 9.1 and the Onsager relations 9.6. We want
to find a stationary solution such that ∂tn↑ = ∂tn↓ = 0. The continuity equation thus
imposes the uniformity of the charge current ∂xj = 0 and the variation ∂x∆j = −2ν of
the spin-current ∆j ≡ j↑ − j↓. Setting the electron potential µ ≡ µ↑ + µ↓, we rewrite the
Onsager relations as 

−ej = βσ∂x∆µ+ σ∂xµ
−e∆j = σ∂x∆µ+ σβ∂xµ
ν = α∆µ

. (9.13)

To avoid any complications due to the differentiation of the step functions θ, we place
ourselves in the domains where∆µ ̸= 0, in which case differentiating the previous system
and injecting it into the stationary conditions leads to the well-known equation [49, 539,
542, 543]:

∂2x∆µ− λ−2∆µ = 0, (9.14)
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where we have defined the spin-diffusion characteristic length λ−2 = eα
σ(1−β2)

. In the
same manner as the conductivity changes with respect to the sign of ∆µ, the above equa-
tion has two behaviors that are dictated by two different spin-diffusion lengths which are
respectively in the regions where ∆µ > 0 and ∆µ < 0, such that we can also write
λ = λ− + (λ+ − λ−)θ(∆µ), where λ+ and λ− are the spin-diffusion lengths in the diode
for the two signs of the spin-potential.

The boundary conditions

Now that the equation governing ∆µ is established, we can solve it with the appropriate
boundary conditions. The conditions are set in the far edges of the electrodes x = ±x∞ and
at the two interfaces between the electrodes and the diode material at x = ±l. Standard
approaches [49, 538] give the following conditions at the edges:

• Global equilibrium (HF): all potential differences are null between the two edges
at equilibrium (j = 0): µs(+x∞)− µs(−x∞) = µs(+x∞)− µs(−x∞) = Φ(+x∞)−
Φ(−x∞) = H∗(+x∞)−H∗(−x∞). This condition is set to ensure that the device is
not powered by any external thermodynamic force other than the injected current j.

• Ground fixing (HG): an arbitrary constant voltage V0 may be set somewhere in the
system, defining a reference point for all potentials.

Then, at each interface, the following conditions are typically considered:

1. Spin conservation (H1): the spin currents are continuous across the interface, such
as we assume no surface spin relaxation: js(x = ±l+) = js(x = ±l−) = js(x = ±l).

2. Interface resistance (H2): some kind of spin-scattering effect that occurs at the
interface results in a discontinuity of the spin magneto-electrochemical potential and
is directly proportional to the spin current, such that there may be a spin-dependent
interface resistance rs that verifies µs(x = ±l+)− µs(x = ±l−) = rs±js(x = ±l)/e.
In the following the interface resistances will be set to rs = 0.

3. Charge conservation (H3): the electric current−e(j↑+ j↓) is continuous across the
interface. This is in accordance with the assumption of stationarity and uniformity
of the current detailed above, which fixes a constant charge current−ej everywhere
in the material that, at this point, is provided by an external source. This condition
is redundant given the conservation of both spin currents but it holds as stronger if
the former assumption were to be relaxed.

The conditions at the edges give two equations for ∆µ, and each interface gives two
conditions for the spin potential and its derivative, leading to a total of six conditions.
These conditions will be discussed further in the next section. Indeed, these assumptions
are usual in the case of passive spintronics, although here, we aim at describing an engine
which must be powered by some external thermodynamic force, most likely of magnetic
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origin. We will therefore challenge them in what follows in order to account for some
kind of magnetic driving which we believe to be permanent or with a negligible decay and
self-sustained in our system.

Solutions with a charge current

Let us now solve the equation in the three domains and then link them with the boundary
conditions.

• In the left electrode, given the global equilibrium condition, the solution reads for all
x < −l:

∆µ(x) = Aex/λL , (9.15)
where λL is the spin-diffusion length of the left electrode.

• In the diode, the solution depends on the sign of ∆µ. For all x ∈]− l, l[, we have{
∆µ(x) = Bex/λ

−
+ Ce−x/λ

− if ∆µ(x) < 0

∆µ(x) = Dex/λ
+
+ Ee−x/λ

+ if ∆µ(x) > 0
(9.16)

We immediately see that we are faced with a difficulty here. Supposing that the
boundary conditions lead to ∆µ(−l) < 0, for any integration constants B, C , the
function x→ Bex/λ

−
+Ce−x/λ

− either has zero or one root in the range x ∈]− l, l[.
In case it has none, then the solution will remain in the negative branch in the diode
material. And in case it has one, then we will need to connect the positive and the
negative branches at the point where the function vanishes. Applying the same rea-
soning to the negative branch, we thus conclude that the spin-potential in the diode
can only have at most one root. The objective of the study will thus be to characterize
those two cases.

• In the right electrode, the solution is for all x > l:

∆µ(x) = Fe−x/λR , (9.17)

where λR is the spin-diffusion length of the right electrode.

The integration constants will be fixed by the interface conditions and the geometry and
will determine the number of roots of the spin potential in the diode material.

The thin barrier limit ∆µ ̸= 0

Let us first consider that the two interfaces have a null interface resistance (H2b) for each
spin channel: rs± = 0. And let us start by assuming the negative diode hypothesis (H-),
which corresponds to the case where the spin potential in the diode maintains a constant
negative sign ∆µ(x) < 0. Using Equation 9.13, we have the derivative:

2eαλ2∂x∆µ = σ(1− β2)∂x∆µ = eβj − e∆j. (9.18)
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Therefore, using the continuity of the spin and charge currents at the two interfaces (H1)
and (H3), we get:{

αLλ
2
L∂x∆µ(−l−)− αDλ

2
−∂x∆µ(−l+) = j(βL − β−)/2

αRλ
2
R∂x∆µ(l

+)− αDλ
2
−∂x∆µ(l

−) = j(βR − β−)/2
(9.19)

Then the continuity of the potential at the interface (H2b) leads to a linear system of 4
equations that we can solve to find the integration constants:

e−l/λL −e−l/λ− −el/λ− 0
αLλLe

−l/λL −α−λ−e
−l/λ− α−λ−e

l/λ− 0
0 −α−λ−e

l/λ− α−λ−e
−l/λ− αRλRe

−l/λR

0 el/λ− e−l/λ− −e−l/λR



A
B
C
F

 =
j

2


0

βL − β−
βR − β−

0


(9.20)

To simplify, let us then consider the uniform spin flip hypothesis (Hα) such as the spin
flip probability is identical in the three materials, namely αL = αR = α− = α+ ≡ α > 0.
Inverting the matrix, with discriminant d− ≡ (λL−λ−)(λ−+λR)e−4l/λ−+(λL+λ−)(λ−−
λR), we obtain the solution:

A = jel/λL

2dα

{[
(λ− + λR)e

−4l/λ− + (λ− − λR)
]
(βL − β−)− 2λ−e

−2l/λ−(βR − β−)
}

B = je−l/λ−

2dα

{
e−2l/λ−(λ− + λR)(βL − β−)− (λ− + λL)(βR − β−)

}
C = je−l/λ−

2dα

{
(λ− − λR)(βL − β−)− e−2l/λ−(λ− − λL)(βR − β−)

}
F = jel/λR

2dα

{
2λ−e

−2l/λ−(βL − β−)−
[
e−4l/λ−(λ− − λL) + (λ− + λL)

]
(βR − β−)

}
(9.21)

These expressions are quite complicated so we need further approximations in order to get
insights into the distribution of the spin potential within the junction.

The previous analysis is only valid when∆µ stays negative in the diode (H-). To confirm
this, we just need to check that ∆µ(−l) < 0 and ∆µ(l) < 0. Indeed, a simple application
of the intermediate value theorem shows that, since ∆µ vanishes at most once in [−l, l],
the function ∆µ has a single root in the diode iff ∆µ(−l) and ∆µ(l) have a different sign,
otherwise its sign remains constant.

To ensure that ∆µ does not change sign, physical intuition leads us to consider a thin
barrier (Hb) which corresponds to case where l ≪ λ−, λ+. In this approximation, we have:

d− = 2λ−(λL − λR)

(
1 +

2l

λ−

(λ− + λR)(λ− − λL)

λ−(λL − λR)

)
+ o

(
l

λ−

)
, (9.22)

∆µ(−l) = j

2α

βL − βR
λL − λR

{
1 +

2l

λ−

[
1− λR

λ−

βL − β−
βL − βR

− (λ− + λR)(λ− − λL)

λ−(λL − λR)

]}
+ o

(
l

λ−

)
,

(9.23)
and

∆µ(l) =
j

2α

βL − βR
λL − λR

{
1 +

2l

λ−

[
1− λL

λ−

βR − β−
βL − βR

− (λ− + λR)(λ− − λL)

λ−(λL − λR)

]}
+ o

(
l

λ−

)
.

(9.24)
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From these expressions, we see that ∆µ(−l) ∼ ∆µ(l) ∼ j
2α

βL−βR
λL−λR

. To comment on this
result, we see that ∆µ is fully determined by the sign of j along with the ratio βL−βR

λL−λR
intrinsic to the electrodes. Assuming that this quantity is positive, the above expressions
are thus valid only if j < 0.

The previous calculation yielded a solution for ∆µ < 0 within the negative diode hy-
pothesis (H-), which required j < 0. Similarly, the solution for the positive diode case
(H+) ∆µ > 0 requires j > 0 and is obtained by replacing λ− by λ+ and β− by β+ in the
expressions above. We thus now have two different behaviors depending on the sign of j,
which reflect the asymmetric behavior of the device, leading to two different distributions
of the potential within the diode. In Figure 9.3, we plot the distribution of∆µ for λ+ < λ−
in the two cases of j > 0, and j < 0, keeping the same magnitude of the current for both
cases. This figure shows the strong asymmetry of the integral under∆µ with the direction
of the current. This asymmetry will be used in the next section to show how the device can
rectify the current fluctuations and generate power.

We can now calculate the potential difference induced by the current. Without some
kind of additional interacting probe relying on a mechanism such as the spin Hall effect,
it is not possible to measure separately the different conduction channels in this system
because any realistic electric contact shortcuts the two channels, and we need the usual
Ohm’s law to relate the current to the electric field ej = −σ∂xΦ. This unperturbed electric
field−∂xΦ adds to a non-equilibrium electric field−∂xV that may be defined from the total
potential µ as [49]:

e∂xV ≡ −∂xµ+ e∂xΦ = −β∂x∆µ, (9.25)
We can thus calculate the voltage difference ∆V induced by the non-equilibrium current:

e∆V = −
∫ +∞

−∞
β∂x∆µ = (β− − βL)∆µ(−l) + (βR − β−)∆µ(l). (9.26)

and the dissipated power P ≡ eaj∆V , which yields in the thin barrier limit (Hb):

P ∼ −aj
2

2α

(βL − βR)
2

λL − λR
. (9.27)

The general case

Let us now briefly look into the general case where the barrier can have a thickness. In this
case, the potential∆µmay change sign within the barrier. Let us assume that∆µ(−l) < 0
and that there exists x0 ∈] − l, l[ such as ∆µ(x0) = 0, corresponding to the negative
vanishing potential hypothesis (HV-). The continuity of the spin currents in the diode
(H1) thus also imposes that ∂x∆µ be continuous in x = x0. The two additional conditions
∆µ(x−0 ) = 0 and ∆µ(x+0 ) = 0 lead to two linear systems of three equations parametrized
by x0 that should be solved to obtain the integration constants: e−l/λL −e−l/λ− −el/λ−

λLe
−l/λL −λ−e−l/λ− λ−e

l/λ−

0 ex0/λ− e−x0/λ−

AB
C

 =
j

2α

 0
βL − β−

0

 (9.28)
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Figure 9.3: Asymmetry of the spin potential. Plots of the spin potential∆µwith respect
to x in the two cases of the positive diode (H+) where j > 0 (left panel) and negative diode
where (H-) j < 0 (right panel) in the thin barrier limit (Hb). We chose λ+ < λ− along with
|β+|, |β−| ≪ λRβL−λLβR

λL−λR
< 0 and the same magnitude of j in both cases.

and  ex0/λ+ e−x0/λ+ 0
−λ+el/λ+ λ+e

−l/λ+ λRe
−l/λR

el/λ+ e−l/λ+ −e−l/λR

DE
F

 =
j

2α

 0
βR − β+

0

 (9.29)

Setting the two discriminants:

dL− = (λL−λ−)e−2l/λ−−(λL+λ−)e
2x0/λ− and dR+ = (λR−λ+)e2l/λ+−(λR+λ+)e

2x0/λ+ ,
(9.30)

wet get the solutions
A = j

2αdL−
(βL − β−)e

l/λL(e−2l/λ− − e2x0/λ−)

B = j
2αdL−

(βL − β−)e
−l/λ−

C = − j
2αdL−

(βL − β−)e
−l/λ−e2x0/λ−

, (9.31)

and 
D = − j

2αdR+
(βR − β+)e

l/λ+

E = j
2αdR+

(βR − β+)e
l/λ+e2x0/λ+

F = − j
2αdR+

(βR − β+)e
l/λR(e2l/λ+ − e2x0/λ+)

. (9.32)

Then, this linear solution needs to be complemented by a non-linear feedback that cor-
responds to an equation on x0. Indeed, the solution also needs to verify the continuity
equation for the spin currents (H1), leading to an extra equation:

B

λ−
ex0/λ− − C

λ−
e−x0/λ− =

D

λ+
ex0/λ+ − E

λ+
e−x0/λ+ , (9.33)

which gives after some algebra, using the above expressions for the integration constants:

λ+
λR − λ+
βR − β+

e
−x0−l

λ+ − λ+
λR + λ+
βR − β+

e
x0−l
λ+ = λ−

λL − λ−
βL − β−

e
−x0+l

λ− − λ−
λL + λ−
βL − β−

e
x0+l
λ− (9.34)

or equivalently
λ+

βR − β+

[
λ+ ch

(
x0 − l

λ+

)
+λR sh

(
x0 − l

λ+

)]
=

λ−
βL − β−

[
λ− ch

(
x0 + l

λ−

)
+λL sh

(
x0 + l

λ−

)]
.

(9.35)
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Similarly, if we assume that∆µ(−l) > 0 and∆µ vanishes in the diode under the positive
vanishing potential hypothesis (HV+), we obtain a similar equation by changing λ+ and
β+ to λ− and β−. The reasoning can now be studied in reverse, and we obtain that the
spin-potential vanishes within the diode iff there is a solution x0 ∈] − l, l[ to one of these
two equations.

9.1.4 Solving the equations with a stochastic current

Let us now focus on the simplest case, where ∆µ does not change sign in the diode ((H+)
and (H-)). As we showed, a sufficiently thin barrier is guaranteeing this condition. Let us
now consider that the device is subjected to a stochastic current J over a bandwidth J
such that J is described by a Brownian noise J ∼ N (0, J), referenced as the stochastic
current hypothesis (HS) in Table 9.2. Assuming that the bandwidth does not match the
characteristic relaxation time of the system, no resonance should be generated from this
excitation so that we can consider the system to remain in a stationary non-equilibrium
state (∂tn↑ = ∂tn↓ = 0) and the equations of motion remain valid. The average of the spin
potential ⟨∆µ⟩ can now be calculated by separating the distribution with respect to the
sign of J . For writing purposes, let us define the two distributions ∆µ as:

∆µ(x < −l, j < 0) =
j

2αl−
e

x+l
λL and ∆µ(x < −l, j > 0) =

j

2αl+
e

x+l
λL , (9.36)

and

∆µ(x > l, j < 0) =
j

2αr−
e

−x+l
λR and ∆µ(x > l, j > 0) =

j

2αr+
e

−x+l
λR , (9.37)

where l± and r± are constants with the unit of a length that depend only on the geometry
and thematerial properties. We point out that we should not need towrite the spin potential
within the barrier since the quantities we need to calculate only depend on the value of∆µ
at the interfaces, which is given by its value in the electrodes, by continuity. With these
expressions, we can write the average as

⟨∆µ(x)⟩ =
∫ 0

−∞

dj

J
√
2π
e−

1
2
( j
J
)2∆µ(x, j < 0) +

∫ +∞

0

dj

J
√
2π
e−

1
2
( j
J
)2∆µ(x, j > 0). (9.38)

We can thus evaluate the average potential at the interfaces:

⟨∆µ(x = −l)⟩ = J

2α
√
2π

(
1

l+
− 1

l−

)
and ⟨∆µ(x = l)⟩ = J

2α
√
2π

(
1

r+
− 1

r−

)
, (9.39)

which leads us to the average voltage:

e⟨∆V ⟩ = J

2α
√
2π

(
β+ − βL

l+
− β− − βL

l−
+
βR − β+
r+

− βR − β−
r−

)
, (9.40)

and the average power

⟨P ⟩ =
√
π

2
eaJ⟨∆V ⟩. (9.41)
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On average, it thus looks like the device is rectifying the current fluctuations into a direct
current density of magnitude

√
π
2
J , while displaying a built-in bias voltage of ⟨∆V ⟩. The

sign of ⟨∆V ⟩ will then tell us if the device is dissipating or producing energy. Given the
passive sign convention taken, the device is active when ⟨P ⟩ < 0 and thus when ⟨∆V ⟩ < 0.

The strong diode case in the thin barrier limit

Let us now study a couple of limit cases to gain insights into the physics lying behind the
previous calculation. We coin the strong parallel diode limit (HP) as the case where
λ− ≪ λ+ and the strong anti-parallel diode limit (HAP) the case where λ+ ≪ λ−.
These two assumptions correspond to cases where the spin diffusion is greatly enhanced
for one spin carrier with respect to the other. To ensure that the sign of the spin potential
remains constant within the barrier, we must still impose the thin barrier condition (Hb)
l ≪ λ+, λ−. In the parallel case (HP), we obtain the following expression for the potential:

e⟨∆V ⟩ ∼ Jl(βL − βR)
2

α
√
2πλ−(λL − λR)

{
1− (λ+ + λR)(λ+ − λL)

λ+(λL − λR)
+

[
λR
λ+

(
βL − β+
βL − βR

)2

− λL
λ+

(
βR − β+
βR − βL

)2]}
. (9.42)

The first term corresponds to a contribution mainly due to the difference in electrode mate-
rial and spin-diffusion lengths. The second term is a correction originating from the diode
material, and the third term incorporates the spin-diffusion asymmetry of the diode with
respect to the electrodes. We see that the sign of ⟨∆V ⟩ is mainly affected by the sign of
λL − λR. The study of the anti-parallel case gives the same formula, replacing λ− by λ+
and with an opposite sign in front. This derivation thus shows that an active device may
be obtained favorably in the anti-parallel diode case (HAP) if λR > λL and in the parallel
diode case (HP) otherwise. It also shows that a non-null potential requires βL ̸= βR such
as the two electrodes must have a different asymmetry to generate an output. However,
their relative difference has a bounded impact on the voltage since 0 ⩽ (βL − βR)

2 ⩽ 4,
and since β depends on the specific properties of the material such as structure, chemical
composition and magnetization, choosing different electrodes should guarantee βR ̸= βL.
In particular, since β, and in particular its sign, depends on the quantization axis, βR and βL
should strongly depend on the magnetization difference between the two electrodes, such
as a favorable magnetic orientation could be sufficient for this term to contribute signifi-
cantly.

The weak diode case in the thin barrier limit

We name the weak diode case (HW) the situation where λ+ ∼ λ− ≡ λ, in which the spin
diffusion is similar for the two spin carriers within the diode. In the thin barrier limit (Hb)
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with l ≪ λ, we obtain the following equivalent for the potential:

e⟨∆V ⟩ ∼ −Jl(β+ − β−)

α
√
2πλ2

(
β+ + β− + 2

λLβR − λRβL
λL − λR

)
= O

(
4Jl(λL + λR)

α
√
2πλ2(λL − λR)

)
.

(9.43)
To obtain an active device, the asymmetries of the diode must then be fixed to match this
asymmetry of the electrodes: the parameters β− and β+ have to be chosen such as to ensure
that (β+ − β−)

(
β+ + β− + 2λLβR−λRβL

λL−λR

)
is positive.

In this configuration, we see that the bias voltage is directly proportional to β+ − β−.
Therefore, the stronger the diode asymmetry, the larger the output power will be. Physi-
cally, this reflects the increased ability of the diode to rectify the current when the magne-
tization of the barrier is strongly driven by the current fluctuations.

Numerical Examples

Let us take two examples in the two cases we studied before in the thin barrier limit (Hb). In
the following, we take Cobalt (Co) for the left electrode and Iron (Fe) for the right electrode,
so as to ensure that βL ̸= βR and λL ̸= λR. The total conductivities of Cobalt and Iron are
eσCo = 1.6 × 107 S/m and eσFe = 1.0 × 107 S/m [544] and their respective polarizations
in MTJs are βCo = βL = ±0.35 and βFe = βR = ±0.4 [545] (where the sign depends
on the convention of the quantization axis). We take e2α = 1021 S/m3 which seems to be
the spin-flip order of magnitude we can expect in these materials [49, 539]. It leads to the
following spin-diffusion lengths λCo = λL = 120 nm and λFe = λR = 90 nm. In Part II,
we studied MTJ designed with a barrier width of l ≈ 3 mn (see Table 5.1) and we saw in
Chapter 4 that we can expect a current noise of amplitude I ≈ 10 nA in the device so a
current density noise amplitude of eJ ≈ 4 A/m2 given the section of radius 20 µm of the
MTJs we designed in Chapter 5, keeping in mind that taking the hole cross-section of the
device greatly exceeds the effective conduction area defined by the nanotransport paths.

• We consider for example aweak diodewhich has similar spin-diffusion lengths for the
two signs of the spin-potential (HW), inherited from the properties of the electrodes.
We take λ+ = λ− = 100 nm in order to stay within the thin barrier limit (Hb).
Under this approximation, evaluating the upper-bound found in Equation 9.43 gives
|⟨∆V ⟩| ⩽ 10−14 V which is extremely low. Looking at this result and Equation 9.43,
in order to increase this voltage we need to decrease α and λ, and increase J . To
obtain an appreciable result, the hypothesis of uniform spin-flip (Hα) may be too
strong and a diode material with a very low spin-flip characteristic time should be
chosen. Then, a diode with a very low spin-diffusion length should be beneficial but
it requires to step out of the thin barrier limit (Hb) and allow the potential to vanish
within the barrier. Finally, we considered that themacroscopic intensity wemeasured
experimentally was distributed evenly across the whole section of the wire, but as
we saw in Part II, the current favorably flow across hotspots in the material where
the impurities are located, we should therefore distribute I over a much narrower
section. Taking a radius of 1 nm for the section thus allows to gain up to 9 orders of
magnitude on J , but this is still not enough to obtain a voltage that could explain the
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results presented in Chapter 4, as it would lead to ∆V = 10−5 V, and P = 10−13 W.
In the following, we take this remark into account and choose eJ = 109 A/m2.

• Let us now look at the strong diode case, which should be the preferred scenario
given the spin-filtering and hysteresis abilities of the spinterface. Equation 9.42 tells
us that the same order of magnitude as the weak diode case will be obtained if the
three contributing terms in the brackets are of the order of unity. Given the two
hypotheses of the strong diode (HP) and the thin barrier (Hb), λ+ and λ− are bounded
from below so a large voltage may only be obtained when λ+ is very large so that the
second term dominates:

⟨∆V ⟩ ∼ − Jlλ+(βL − βR)
2

α
√
2πλ−(λL − λR)2

. (9.44)

The voltage now only depends on the ratio λ+
λ−

which represents the rectifying power
of the diode. Taking λ+

λ−
= 1 − 10µm which is reasonable if the device behaves as a

dynamical spin filter (λ ∼ 1 − 10µm in organic molecular junctions [546, 547] and
semiconductor quantum wells [548] and λ = 0.1 − 1 nm in ferromagnetic metals
[549]). Taking this rectification, we obtain V = 10−2 V, which gives a power of
⟨P ⟩ = −10−10 W, closer to the power observed in the experiments and the device is
guaranteed to be generative. The strong diode may therefore be suited to explain the
rectification. Better results may be acquired by considering extreme materials with
very large spin-diffusion lengths λ, low spin-flip probabilities α and with an extended
model without the uniform spin-flip hypothesis (Hα).

9.1.5 Discussion on the spin diode model rectifying current fluctu-
ations

The above derivation showed that the spin diode can rectify a stochastic Brownian cur-
rent into a direct current on average, resulting in a net power output in the cases where
a negative potential bias builds up in the device. The main criticism we can address is
the same as the one raised by the Brillouin paradox [534, 535, 536, 537] or the ratchet and
pawl system [550, 551, 552]. It would thus seem that we may have neglected an inter-
nal compensating noise effect within the diode that would prevent the device from gen-
erating power in the absence of a temperature gradient between the diode and the source
of the current noise. Although, as we have seen in Chapters 2 and 3, devices can trade
conserved quantities and use them as resources to perform operations, such as the diode
may rely on a spin-temperature difference between two spin reservoirs instead of thermal
baths. The counter-argument to the self-rectification impossibility here would thus be that
even though every part of the device is considered to be at the same temperature, the spin
diode is linked to two ferromagnetic electrodes with magnetizations that can be different
in strengths and orientations, which generates a thermodynamic force used by the device.
Indeed, a macroscopic gradient of temperature, electronic or magnetic fields between two
baths can all be used to generate work with the right system. Therefore, we expect this
magnetization gradient within the device to induce an effective temperature or potential
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gradient acting differently on each spin carrier, allowing the device to harvest this resource.
Indeed, as we saw in the previous Chapter, the magnetism of a material can have an effect
on the spin-resolved electronic filing such that it can behave as an electronic potential act-
ing oppositely on the two spin carriers (see Section 8.2.5). A more detailed study of the
spin-resolved current noise that is generated by the ferromagnets and the diode may be
needed to reach a more convincing answer to this criticism. Several reports have analyzed
in more depths the fluctuations analogous to the Johnson-Nyquist noise in magnetic struc-
tures [514, 553, 554, 515] but the link with the spin diode remains to be made.

This work opens the path toward the experimental study of spin-resolved current noises
inside ferromagnetic tunnel junctions. One objective would then be to characterize the
noise produced by the junctions in response to a spin-polarized current in the hope of find-
ing differences in the power spectrum of those fluctuations for different amplitudes of the
spin-polarized current that would be the result of a difference in the effective temperature
of the two spin carriers, which we could quantify and exploit to generate energy.

We saw that the model successfully gives a close but underestimated magnitude of the
power output measured in the experiments in Chapter 4, for the case of a device with
a strongly rectifying diode with realistic parameters. Finely tuning the properties of the
electrodes and the diode may allow it to reach the power reported in the experiments but
it requires the use of a strongly non-linear material that is able to change its conductive
properties depending on the constraints that are applied to it. Justifying precisely that the
device studied in this work indeed presents such behaviors needs further investigation.

Although the idea of rectifying current fluctuations between two spin reservoirs with
different effective electronic temperatures driven by amagnetization gradient seems promis-
ing, the difficulties associated with the treatment of stochastic phenomena leads us to try
and find a more systematic model that would directly feed the magnetization gradient
as a non-equilibrium resource in a phenomenological model in order to prove its power-
generating ability without noises. This is the subject of the next section.

9.2 Harvesting the non-equilibrium magnetization po-
tential at the interface

This section will challenge the hypotheses at the interface of the previous model (H1),
(H2) and (H3), to see how the magnetization difference between the electrodes could be
used as a thermodynamic non-equilibrium resource, so as to yield a non-vanishing solu-
tion without requiring the flow of an external direct current, so without hypotheses (HJ)
nor (HS). In particular, we will discuss how a complex magnetization texture at an interface
stabilized by a magnetization difference within the bulk (like a skyrmion) can modify the
boundary conditions of the previous model. We will not try to justify precisely the micro-
scopic phenomena that lead to the proposed magnitude of the added terms we consider, but
we will just give qualitative explanations and references that support them.
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9.2.1 Origin of a self-sustained magnetic potential at the interface

Let us first reexamine Equation 9.5 defining the free energy increment due to a process
driving the system slightly away from equilibrium, in which we defined the spin-resolved
magneto-electrochemical potential. Although the magnetic potentialH∗ is thought to con-
tain complicated contributions coming from various sources of magnetic fields, it acts as
a thermodynamic force, so the Valet-Fert theory and subsequent works [49, 538, 539, 540]
consider this term to vanish at equilibrium. Indeed, since it does not seem to be a driving
force in most devices because previous studies always assumed or observed passive elec-
tronics, neglecting any contribution from this term is a natural assumption when studying
the response of an apparently passive electronic device to an applied current or bias voltage.

However, in the case of the spintronic engine, we would expect a contribution from
this term that should not be zero everywhere in the device since the magnetization gra-
dient, along with the change in spin diffusion properties of the materials should lead to a
non-equilibrium magnetic configuration, in particular at the interfaces where the magnetic
properties change abruptly. We thus expect a non-equilibrium magnetic potential at the
interfaces that would be an artifact of the magnetic field inside the bulk. This magnetic po-
tential should be self-sustained by themisalignment of the electrodes: each electrode slowly
changes its internal spin structure in response to the field exerted by the other electrode.

Several identified phenomena could justify the existence of a non-zero magnetic poten-
tial at the interface:

• Proximity effects [555, 269, 556] are known to induce non-linear magnetic phenom-
ena. At the microscopic level, the hybridization of a magnetic layer with localized im-
purities result in complex electronic interactions between the two, leading to a total
magnetic field that is different from the sum of the two individual fields [19, 557, 558].

• Surface currents originating from the mutual influence between the paramagnetic
diodematerial and the ferromagnetic electrodes could be the source of a non-vanishing
magnetic potential at the interface. Indeed, Stokes’ theorem applied to the Maxwell-
Ampere relation leads to the following discontinuity relation for the magnetization:
H⃗∥(x

+) − H⃗∥(x
−) = j⃗s where H⃗∥ is the in-plane magnetization of the layer and j⃗s

is the surface current. We thus expect the magnetization difference imposed by the
electrodes to generate surface currents that will retro-actively act back on the elec-
trons, giving rise to a force that could be described by a magnetic potential source
term.

• The spinterface, which designates the strong hybridization of the electronic orbitals
between a ferromagneticmetal and an adjacent organic layer [257, 256], is responsible
for complex electronic and magnetic effects which may drive emergent active pro-
cesses at the interface that result in active behaviors in response to electromagnetic
asymmetries from both sides of the interface. Indeed, the spin-to-charge conversion
due to the Rashba effect and the spin–momentum locking at the surface of topological
insulators have been observed and identified as resulting from interfacial properties
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[559]. These effects thus raise the possibility that the spinterface could host a stable
amount of energy which would originate from somemagnetic difference between the
two baths it connects, and that it could take an active role in converting this input
magnetic energy into a charge current flowing across the interface. Indeed, various
studies have showed the ability of the spinterface to act as a strong spin and energy
filter that is able to invert and fully spin-polarize the ≈40% spin polarization of the
3d ferromagnetic layer at equilibrium, which would therefore support the presence
of a self-sustained localized magnetic field at the interface [264, 480, 465, 257].

• Spin textures like skyrmions [560], domain walls [561] and topological edge states
may also induce such a thermodynamical force. When an electron moves through a
smoothly varying, non-collinear magnetic structure, its spin orientation constantly
changes. This adaptation induces forces that act on both the magnetic structure and
the electron. These forces can be described by the electric and magnetic fields of an
emergent electrodynamics [562, 467]. The topologically quantized winding number
of skyrmions (a type of magnetic whirl discovered in chiral magnets) is predicted to
induce exactly one quantum of emergent magnetic flux per skyrmion. As a result, a
moving skyrmion is expected to induce an emergent electric field that follows Fara-
day’s law of induction and inherits this topological quantization [563]. The ability
of the device to pin and maintain a skyrmion or another type of magnetic struc-
ture quantized by a topological invariant like the Chern number could thereby result
in stable non-equilibrium magnetic configuration at the interface, channeled by the
nanotrasport path, translating into a magnetic potential.

• Magneticmonopoles are another kind of possibility closely related to magnetic tex-
tures. Although, up-to-date, no fundamental particle behaves as amagneticmonopole,
quasi-particles have exhibited similar properties. They are not sources for the mag-
netic field but for other conjugated fields like the magnetization. These objects have
been experimentally identified in spin ice systems [564, 565] or topological surface
states [566] and may arise from correlations between opposite spin electrons located
at both sides of the interface such as an effective attractive force of Coulomb ori-
gin mediated by the atomic structure arise between them [567]. This link between
electrons akin to the mechanism of the Cooper pairs in superconductors may justify
their treatment as a single magnetic monopole at a larger scale. With these magnetic
monopoles, the emergence of an additional electromotive term in Faraday’s equation
linked to the motion of these quasi-particles [568, 569].

These considerations thus lead us to reconsider the boundary conditions set in the pre-
vious section. In particular, hypothesis (H2) stated that the surface spin scattering is only
driven by the spin current. This condition should be relaxed in order to incorporate the
influence of a non-zero magnetic potential at the interface. Given Equation 9.5 defining
the magneto-electrochemical potential, we thus postulate an extra term in the boundary
conditions ∆H∗(x1) at an interface located in x = x1, such that:

µ↑(x
+
1 )− µ↑(x

−
1 ) = r↑j↑(x1) + µ∆H∗(x1) and µ↓(x

+
1 )− µ↓(x

−
1 ) = r↓j↓(x1)− µ∆H∗(x1)

(9.45)
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thus yielding the discontinuity for the spin potential

∆µ(x+1 )−∆µ(x−1 ) = r↑j↑(x1)− r↓j↓(x1) + 2µ∆H∗(x1). (9.46)

The Equation 9.46 is therefore leading to an extra source term in the linear equations defin-
ing the integration constants of the spin potential. We propose to study the impact of this
interface magnetic potential hypothesis (HI) on the solution of the equation on ∆µ.

9.2.2 Solving the equations with a magnetic potential source term

Solving the equations in the case of a non-vanishing spin-potential

Let us restrict ourselves to the thin barrier limit (Hb) and consider that∆µ < 0 in the diode
barrier (H-). Then the system 9.20 now reads with the source term (HI):

e−l/λL −e−l/λ− −el/λ− 0
λLe

−l/λL −λ−e−l/λ− λ−e
l/λ− 0

0 −λ−el/λ− λ−e
−l/λ− λRe

−l/λR

0 el/λ− e−l/λ− −e−l/λR



A
B
C
F

 =


µL

j(βL − β−)/2α
j(βR − β−)/2α

µR

 , (9.47)

where we have set 2µ∆H∗(−l) = µL and 2µ∆H∗(l) = µR. Neglecting the input current
density j = 0, the inversion of the matrix thus leads to

A = λ−
d
e

l
λL

{
2λRe

− 2l
λ−µR −

[
(λR + λ−)e

− 4l
λ− + (λR − λ−)

]
µL

}
B = 1

d
e
− l

λ−

{
λR(λ− + λL)µR − λL(λ− + λR)e

− 2l
λ−µL

}
C = 1

d
e
− l

λ−

{
λR(λ− − λL)e

− 2l
λ−µR − λL(λ− − λR)µL

}
F = λ−

d
e

l
λR

{[
(λL − λ−)e

− 4l
λ− + (λL + λ−)

]
µR − 2λLe

− 2l
λ−µL

} . (9.48)

In the thin barrier limit l ≪ λ−, λ+ (Hb), we thus obtain the following equivalents for the
spin potential at the edges of the diode material:

∆µ(−l+) ∼ ∆µ(l−) ∼ −λLµL − λRµR
λL − λR

(9.49)

so as we indeed have a solution of constant sign∆µ < 0within the barrier iff λLµL−λRµR

λL−λR
>

0. In the opposite case (H+), since the equivalents do not depend on λ±, then the same
solution holds for a constant sign ∆µ > 0.

We can now evaluate the bias voltage induced by the magnetic potential using Equation
9.26 in the thin barrier limit:

e∆V ∼ −µL − µR

λL − λR

[
λR(β− − βL) + λL(βR − β−)

]
. (9.50)

For a steady current to emerge from this bias voltage, we observe that we are faced with a
difficulty, since the current density linked to this non-equilibrium voltage ejne ≡ −eσ∂xV =
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σβ∂x∆µ vanishes at infinity (HF), at the far edges of both ferromagnetic electrodes. This
investigation shows that in the thin barrier limit, a solution of the equation with j = 0
is always possible since the device behaves linearly in this approximation. We shall thus
consider a larger barrier ((HV+) and (HV-)) and look for conditions on the parameters that
impose a solution of the equation requiring j ̸= 0.

Solving the equations with a magnetic potential in the strong diode regime

Let us suppose in this section that ∆µ vanishes within the diode such that there exists
x0 ∈] − l, l[ verifying ∆µ(x0) = 0. We also assume that ∆µ(−l+) < 0 and ∆µ(l−) > 0
so that we place ourselves in the positive vanishing potential assumption (HV+). Under
this condition, the systems 9.28 and 9.29 read with the extra magnetic potential source term
(HI):  e−l/λL −e−l/λ− −el/λ−

λLe
−l/λL −λ−e−l/λ− λ−e

l/λ−

0 ex0/λ− e−x0/λ−

AB
C

 =

 µL
j
2α
(βL − β−)

0

 (9.51)

and  ex0/λ+ e−x0/λ+ 0
−λ+el/λ+ λ+e

−l/λ+ λRe
−l/λR

el/λ+ e−l/λ+ −e−l/λR

DE
F

 =

 0
j
2α
(βR − β+)

µR

 . (9.52)

The solution to these two systems must also verify the current continuity equation (H3)
reading:

B

λ−
ex0/λ− − C

λ−
e−x0/λ− =

D

λ+
ex0/λ+ − E

λ+
e−x0/λ+ , (9.53)

We treat the source term j as a free variable and we will show that in some cases, a solution
to these equations requires a non-vanishing j. We set λ to be the shorter length scale of
the problem. By linearity, each constant X ∈ {A,B,C,D,E, F} can now be decomposed
as X ≡ X0 +

j
αλ
X1. For j = 0, the systems solve into:

A0 = − λ−
dL−

e
l

λL (e
2x0
λ− + e

− 2l
λ− )µL

B0 = − λL
dL−

e
− l

λ−µL

C0 =
λL
dL−

e
2x0−l
λ− µL

and


D0 =

λR
dR+

e
l

λ+µR

E0 = − λR
dR+

e
2x0+l
λ+ µR

F0 =
λ+
dR+

e
l

λR (e
2x0
λ+ + e

2l
λ+ )µR

. (9.54)

The continuity equation thus reads:

f0(x0) +
j

αλ
f1(x0) = 0, (9.55)

where we have set

fi(x0) ≡
Bi

λ−
ex0/λ− − Ci

λ−
e−x0/λ− − Di

λ+
ex0/λ+ +

Ei
λ+
e−x0/λ+ .

We then calculate

f0(x0) = − 2λL
dL−λ−

e
x0−l
λ− µL − 2λR

dR+λ+
e

x0+l
λ+ µR. (9.56)
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For the current to be non-zero, we need this function to have a constant sign in ]− l, l[.

If we now assume the opposite case of the negative vanishing potential (HV-) such
as∆µ(−l+) > 0 and∆µ(l−) < 0, then we obtain a similar condition by permuting λ+ and
λ−, which leads to the following continuity equation:

g0(x0) +
j

αλ
g1(x0) = 0, (9.57)

with
g0(x0) = − 2λL

dL+λ+
e

x0−l
λ+ µL − 2λR

dR−λ−
e

x0+l
λ− µR. (9.58)

Let us show that neither f0(x0) nor g0(x0) vanish in the strong diode case (HP) or (HAP).
Let us suppose that λ− ≪ λ+ ≲ λR ∼ λL so that we place ourselves in the strong parallel
diode limit (HP). We then obtain the following equivalents:

f0(x0) ∼
2µL
λ−

e
x0−l
λ−

e
2x0
λ− − e

− 2l
λ−

and g0(x0) ∼ −2µR
λ−

e
x0+l
λ−

e
2l
λ− − e

2x0
λ−

, (9.59)

which show that f0(x0) has the same sign as µL, and g0(x0) has the same sign as −µR in
the interval ]− l, l[, therefore we must have j ̸= 0.

Before moving towards to the study of the power generated by the device, let us check
that a solution where ∆µ does not vanish in the diode is also prohibited under these con-
ditions (neither (H+) or (H-) can be satisfied). We have two cases:

• Suppose first that ∆µ < 0 in the diode (H-), then, using the solution found in the
previous paragraph, we get:

∆µ(−l+) ∼ −µL and ∆µ(l−) ∼ −µR. (9.60)

Therefore, given the continuity of∆µwithin the diode (H1), a solution with negative
sign can only exist iff both µL > 0 and µR > 0.

• Suppose now that ∆µ > 0 in the diode (H+), then we get:

∆µ(−l+) ∼ e
− 2l

λ+∆µ(l−) ∼ λ+e
− 2l

λ+

(λL − λ+)e
− 4l

λ+ − (λR − λ+)
[µR − e

− 2l
λ+µL]. (9.61)

Therefore, a solution with positive sign can only exist iff µR and µL are chosen such
as this expression is positive. Given the ordering of the spin diffusion lengths λ− ≪
λ+ ≲ λR ∼ λL (HP), we thus obtain that a positive solution requires µR−e

− 2l
λ+µL <

0.

Gathering all this, in order to ensure that a solution in which the spin-potential∆µ changes
sign within the diode ((HV+) or (HV-)) and leads to a current, we must have:

µL < 0 and µL < e
2l
λ+µR. (9.62)

Let us now study the two cases where we assume ∆µ(−l+) < 0 (HV+) and ∆µ(−l+) > 0
(HV-).
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The charge current for ∆µ(−l+) > 0 in the strong diode regime

With the previous analysis, we can now evaluate the current. In order to have a solution,
we require that µL < e

2l
λ+µR and µL < 0. The current j must then be a non-zero parameter

that allows for a solution to the equation g0(x0) + j
αλ−

g1(x0) = 0 to be found in ] − l, l[.
There may be a large interval for j over which this equation has a solution. Therefore, we
should consider the value of j that will minimize the power, i.e. |j| = αλ− min

x0∈]−l,l[

∣∣∣g0(x0)g1(x0)

∣∣∣.
Given that we have

g1(x0) =
βR − β−
dR−

e
x0+l
λ− +

βL − β+
dL+

λ−
λ+
e

x0−l
λ+ ∼ βR − β−

λR

e
x0+l
λ−

e
2l
λ− − e

2x0
λ−

, (9.63)

it follows that j is uniquely given to leading order by:

j =
2αµRλR
βR − β−

. (9.64)

A first observation about this result is that j is not negligible because it has a non-vanishing
zero-order term, so it should contribute to the values of the spin-potential at the interfaces
and therefore have an impact on the voltage. Then, we observe that the sign of j is given by
the sign of µR

βR−β− and that the current only depends on the properties of the right electrode
and not the left. This is due to the two assumptions (HV-) and (HP) which together strongly
suppress the electromagnetic impact of the left electrode: the diode blocks the current con-
tribution of the left electrode which has positive spin-potential. Another remark is that we
need to go to a higher order in perturbation in order to recover an equation on x0 and find
the zero value of ∆µ within the diode. After some algebra, we obtain:

αλ−
g0(x0)

g1(x0)
= −2αµRλR

βR − β−
+

2αλ−
λ+

sh
(
l−x0
λ−

)
e
−x0+l

λ+

βR − β−

[
µL − 2λR

λL

βL − β+
βR − β−

µR

]
+ o

(
λ−
λ+

)
(9.65)

The absolute minimum of this function is therefore approached for x0 → l or x0 → −l
depending on the sign of µR and µL − 2λR

λL

βL−β+
βR−β−µR.

Let us now check that ∆µ(−l+) > 0 and ∆µ(l−) < 0 (HV-). The value of j we found
is a limit that does not allow checking the sign of ∆µ at the edges. Let us then take j =
2αµRλR
βR−β− + δj with δj = o

(
λ−
λ+

)
, then we get:

∆µ(−l+) ∼ −
[
µL − βL − β+

βR − β−
µR

]
1− e

−2
l+x0
λ+

2
and ∆µ(l−) = −δj(βR − β−)

2αλR
. (9.66)

Therefore, we indeed have∆µ(−l+) > 0 if µL−µR
βL−β+
βR−β− > 0 and∆µ(l−) < 0 if δj(βR−

β−) > 0. An important remark here is that the output current j resulting from the input
of magnetic potential at the interface is almost killing the spin potential inside the diode at
both interfaces as x0 → −l. This diode is thus converting the spin potential into a current
that emerges through its feedback. A sketch of the spin-potential profile obtained in this
case is presented in Figure 9.4.
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Figure 9.4: Spin-potential profile with a magnetic potential source. Plots of the spin
potential ∆µ with respect to x in the AP (left) and P (right) configurations of the elec-
trodes in the case where ∆µ vanishes within the diode with ∆µ((−l−) > 0. The situation
presented corresponds to an active device which generates an output current and bias in
response to the magnetic potential applied at the interfaces.

Voltage, power and working conditions

We now have all the ingredients we need to find the voltage. Evaluating the integral defin-
ing ∆V in Equation 9.26, we get:

e∆V = −
∫ +∞

−∞
β∂x∆µ = −βL∆µ(−l−)+β+∆µ(−l+)−β−∆µ(l−)+βR∆µ(l+). (9.67)

Using the definition of the spin-potential discontinuity at the interface (Equation 9.46), it
reduces to:

e∆V = (βR − β−)∆µ(l
−)− (βL − β+)∆µ(−l+) + βLµL + βRµR (9.68)

∼ −(βL − β+)

[
µL − βL − β+

βR − β−
µR

]
1− e

−2
l+x0
λ+

2
+ βLµL + βRµR (9.69)

−→
x0→−l

βLµL + βRµR. (9.70)

As we can see, the term that depends on the spin-potential profile in the diode vanishes as
x0 → −l or βL ∼ β+ or l ≪ λ+. Let us then place ourselves in one of those cases. We can
finally write the power P of the device:

P = jae∆V =
2aαλRµR
βR − β−

(βRµR + βLµL) (9.71)

Let us then finish by commenting on the sign and the magnitude of P . The electrodes
being ferromagnetic, they are magnetically oriented and thus the spin-conduction asym-
metry β may be large in the electrodes, but its precise value will depend on non-trivial
parameters such as material composition and geometry. In order to gain insights into the
power, assumptions have to be made on βR and βL. Let us physically limit study the de-
pendence of β on the magnetism of the electrodesML andMR. The left electrode was fixed
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as the quantization axis (HQ) of the spin such that we assume that βL > 0. Then, because
the quantization axis may differ from the magnetic orientation of the right electrode, the
sign of βR is mainly dictated by the orientation of the right electrode with respect to the
reference electrode. Also, taking into account that βR is odd with respect to an inversion
of the quantization axis, we refer to the P configuration when βR > 0 and to the AP con-
figuration when βR < 0, keeping in mind that in this context, the configuration is relative
to the asymmetries and not the magnetizations, although they may be closely correlated.

Since the diode material is made out of a chain of paramagnetic atoms within an in-
sulating barrier, the magnetic orientation of this chain is imposed by the magnetization of
the electrodes and the conduction is weaker than in the electrodes. Moreover, we expect
the reference electrode, with the stronger magnetization, to have a stronger asymmetry
than the other materials due to an increased spin-splitting. This consideration leads us to
formally translate the electrode hypothesis (HM) as β−, β+ ≪ βL, in which case the power
reduces to:

P ∼ 2aαλR

(
µ2
R +

βL
βR

µLµR

)
. (9.72)

We observe that the first term is always positive and corresponds to some dissipation due
to the current traversing the right interface, which gains some internal resistance due to
spin diffusion. Then, the second term can be generative or dissipative depending on the
sign of µR

βR
. Since βLµL < 0, the device may be power-generative when µR

βR
> 0. Let us then

obtain some conditions on µR and µL for the device to produce power in the two alignment
cases of the electrodes:

• In the P case, βR > 0 so we must have µR > 0 for energy generation. Then, the
inequality P < 0 gives 0 < βRµR < −βLµL.

• In the AP case, similarly, βR < 0 such as µR < 0 and P < 0 leads to the same
inequality 0 < βRµR < −βLµL.

Three remarks may be given to interpret this inequality. The quantity βµ can be named as
the interface magnetic spin-potential and it represents some measure of the strength of the
magnetic force exerted on the majority conduction spin-channel by the interface magnetic
field. The above inequality thus states that a generative device may be obtained only when
themagnitude of themagnetic spin-potential at the interfacewith the free electrode is lower
than at the interface with the reference layer. A strong geometric asymmetry between
the left and right sides of the barrier is thus needed for the device to work. This result
thus has a strong echo on the experimental part (see Part II and References [18, 19]) and
confirms the need for a electrode-diode spacer of different thickness across the junction.
Different thicknesses indeed relate to different coupling parameters to atomic centers in
the barrier, which in turn shape a diode characteristic. The required asymmetry could also
be engineered using different spinterfaces, or even not having a spinterface on one side.

Secondly, we notice that we need βL and µL to be of different sign on the left side, while
we need βR and µR to have the same sign on the right side. Sinceµ is deeply linked to a non-
equilibrium magnetic field at the interface, it should be related to the magnetization of the
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spinterface, and we know that the spinterface has the effect of increasing and inverting the
sign of spin-polarization of a current that flows through it [257]. This should be consistent
with the fact that we require βL > 0 and µL < 0 for the reference electrode. If the right side
was completely isolated from the left side, we would then also expect a different sign on
the right, but here in our microscopic device, proximity effects should be such as the strong
magnetic field of the left electrode should also have an impact on the right interface so that
the combined influence of the magnetism of the left and the right electrode forces µR to
have the same sign as βR. In other words, the magnetism of the thinner spinterface on the
right side is controlled by both electrodes such that its polarization inversion property is no
longer valid in this configuration where the strong opposed electrode must also be taken
into account to describe the properties of the right interface.

Finally, it is important to see that for the device to be power generative, we need the
current j = 2αµR

βR
to be positive regardless of the orientation of the electrode asymme-

tries, such that the negative pole of the device is the left electrode (see Figure 9.4). This
result is in agreement with the experiments that showed that electrodes flow towards the
reference electrode [18]. If we consider the left bath to be "magnetically cold" since the
strong reference electrode has a higher absolute magnetization than the "magnetically hot"
right bath (entropy usually shrinks with magnetization), we thus find that the current has
the same direction as the "magnetic temperature gradient". A hand-waving analogy with
thermoelectricity with n-type semiconductors can be made: in the left reservoir with up
magnetization, the density of down-spin electrons is higher to the left than to the right,
which should lead to a flow of down spins from left to right, but since the diode is recti-
fying this spin-current by killing the flow of down spins, an equilibration must be made
through a charge current and the hot left reservoir must then lose some positive energy
electrons to the left side for a balance to be reached.

Numerical Examples

The ab-initio calculations along with the experimental results presented in Chapter 4 sug-
gest that the spin-splitting by the spinterface of the energy levels of the paramagnetic cen-
ters trapped inside the junction is ∆ = 0.7 meV [19]. Such a splitting should be the result
of a permanent magnetic field inside the junction of H = ∆/µ = 120 T. Although we
cannot expect this equilibrium magnetic field to account for the magnetic potential ∆H∗

which is necessary to power the device in this model, its magnitude can be used to estimate
the non-equilibrium magnetic field that could be trapped at the interface due to the effects
envisaged in Section 9.2.1. It would thus seem reasonable that the non-equilibrium interac-
tions resulting from the gradual alignment of the electrodes or other magnetic phenomena
induce a non-equilibrium magnetic potential at the interface of the order of 0.1% of the
equilibrium magnetic field. We shall thus consider ∆H∗ = 0.1 T, resulting in a potential
µ = ∆H∗/2µ = 0.01meVwhich looks like a small potential compared to the energy scales
of the system, supporting the possibility that some external phenomenon might maintain
naturally such a spin-resolved bias. But we should keep in mind that, given the ability of
the spinterface to display interface magnetic moments oriented in the opposite direction of
those of the electrode, it might also result in a interface magnetic field ∆H∗ ∼ H , which
would lead to a spin potential of µ = 10 meV. This substantial potential could explain the
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large voltage observed in the experiments presented in Figure 4.6 of Chapter 4.

Let us consider several generative examples depending on the values of µ. For all these
examples, we use the same parameter values as Section 9.1.4 and consider a nanotransport
path of section a = 3 nm2.

• Let us first suppose that the magnetism of the right electrode is weaker than that of
the left electrode in the P configuration, resulting in a weak potential µR = 2.10−6 eV
and a strong asymmetry. Suppose then that the spin-potential on the left is moderate
such that µL = −10−5 eV. Then, the voltage is ∆V = −3.10−6 V, the current is
I = 3.10−9 A and the power is P = −9.10−15 W. In this case, the current is close
to the intensity measured for MgO devices but the voltage is too small to explain
those results. Nonetheless, if we allow for the left electrode to display a stronger
spin-potential, leading to an even greater asymmetry between the two interfaces,
with µL = −10−2 eV, then the intensity remains unchanged while both the voltage
and the power gain three orders of magnitude and the results for the MgO devices
presented in Chapter 4 can be reproduced.

• Let us now suppose aweaker asymmetry between the interfaces and assume that both
of them allow for a substantial spin potential of the order of 10−2 eV.With µR = 10−2

eV and µL = −2.10−2 eV. Then the voltage reads∆V = −3mV and the current gives
I = 1.10−5 A, leading to a power of P = −3.10−8 W. For this set of parameters, we
thus recover the results obtained for molecular junctions (see Figure 4.6).

These examples show that the experimental results can be reproduced, provided that a
strong non-equilibrium magnetic field of the order of 100 T be maintained at the interface,
so as to generate the required voltage of the order of 10−3 meV. This magnetic field value
is supported by Reference [465].

9.3 Discussion

In this Chapter, we considered a ferromagnetic junction in which the barrier is composed
of a non-linear material whose conducting behavior depend on the spin-potential, and we
extended the canonical Valet-Fert theory [49] to devices acting as spin-diodes. In the first
section, we examined the ability of this diode device to rectify a stochastic charge current
in order to deliver electrical power. It was indeed first suggested by Brillouin [534] that
electrical diodes could rectify the Johnson-Nyquist noise coming from a resistor in order
to produce work. Although its initial proposal rested on flawed assumptions, it was later
experimentally [570] and theoretically [537, 536] proved that the device can indeed deliver
energy, provided that a temperature gradient exists within the electrical system, although
the efficiency is usually very small. These first studies on electrical ratchet effects suggest
that the spintronic engine could work in a similar way.

Although, we shall not assume any temperature difference within the device, we argued
in the previous Chapter that the ferromagnetic electrodes do act as both thermal reservoirs
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and spin reservoirs. Intuitively, the difference in magnetism of the two electrodes due to
differences in alignment or magnitude of their magnetizations should therefore induce an
effective temperature difference of magnetic origin within the device that could be used as
a resource by the spin ratchet material to generate work. This idea led us to study the re-
sponse of the non-linear material to an uncompensated stochastic current noise that would
be self-sustained by the magnetization gradient between the electrodes. Developing upon
this hypothesis, we showed that the nonlinearity indeed allowed it to rectify the noise into
a dc current, and build up a voltage that resulted in a generative power output in some cases
dependent on the geometry of the device, its rectifying properties and the characteristics of
the electrode materials. Under specific assumptions, we showed that this model was able to
reproduce the voltage and the current observed in the experiments on MgO junctions, but
could not explain the results obtained for molecular junctions under reasonable assump-
tions. Indeed, this theory based on the rectification of a current noise can only deliver a
dc current whose amplitude is of the order of the dispersion of the input noise. Therefore,
given the spectral features of the results obtained on molecular junctions featuring very
low dispersion (see Figure 4.8), it seems unlikely that the magnetism within the junction
results in such a strong current noise of the order of 10−5 A, leaving no trace in the IV .

This first section serves as a basis to initiate the systematic study of generalized thermal
ratchets: just as the theory of quantum thermodynamics describes thermal reservoirs with
conserved quantities in such a way that any difference in generalized charge between two
reservoirs can be used as a resource to produce work, stochastic thermodynamics allows
us to consider thermal reservoirs with different properties whose interactions will gener-
ate uncompensated noises that can be used by non-linear devices to produce work. The
theory thus invites us to look for materials with intrinsic non-linearities and meta-stable
reservoirs with additional thermodynamic invariants, different from the usual temperature,
pressure and chemical potential, which can act as continuous sources of rectifiable noises.
In this context, this work opens up to further investigations regarding microscopic spin
and charge current noises at equilibrium within ferromagnets and more specifically within
MTJs containing spinterfaces. We expect future experimental studies to reveal differences
in the noise spectrum of interfacial layers adposed to ferromagnets depending on their
magnetism so as to confirm the possibility of harvesting such a thermodynamic resource.

Although we cannot exclude that such a noise could be localized at the microscopic
level within the junction and explain the results obtained for molecular junctions, this dif-
ficulty oriented us to look for another argument. The second section thus envisaged the
possibility of a non-equilibrium interface magnetism powering the device which was un-
til then ignored by the canonical passive spintronic theory. We showed that this interface
magnetism results in an interface spin potential bias that acts as a non-equilibrium resource
that the diode material can harvest to produce a dc charge current. The analytic study was
able to derive the current, the power and the working conditions required for the device
to act as an engine. We showed that under specific conditions regarding the diode, the
electrodes and the asymmetry of the interface potentials, the power could be decomposed
into two contributions: a resistive term and a generative term. Numerical applications then
confirmed that it was possible to explain the results of both the oxide and molecular ac-
tive junctions, provided that a strong non-equilibrium magnetic field of the order of 100
T be maintained at the interface. This condition is, for instance, naturally fulfilled by the
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spinterface.

This theory is based on two main assumptions that need to be backed by further stud-
ies in order to be fully convincing. First, this model relies on a spin diode material whose
conductivity varies depending on the applied spin-potential bias i.e. spin accumulation).
Evidence of this effect may be found in junctions where transport channels formed by the
excited states of a spin chain result in discrete resistance values depending on the voltage
and applied magnetic field [251]. More experiments should thus be conducted in order to
find materials with these properties, and confirm that our junctions can indeed behave in
such a non-linear fashion. Probing the response of our devices to directed spin-polarized
currents should be a first step to confirming their ability to change their conducting prop-
erties. Then, on the theory side, we believe that the study of microscopic phase transitions
could lead to more insights into the designs of such non-linear materials, as a sharp struc-
tural or magnetic transformation due to a change in an order parameter of magnetic origin
should lead to the change in conductivity we require for this device. Under specific thermo-
dynamical and electromagnetic constraints, a material close to a phase transition between
two states (either microscopic like the ground and excited state of a spin chain [251], or
mesoscopic like the Chern number [571]) is in a thermodynamically unstable phase such
as a small change in the external constraint like the spin potential can drastically change
its properties.

And secondly, this model postulates a steady non-equilibrium magnetic field at the in-
terface, that we assume constant in the model due to its macroscopic origin, just like one
usually assumes a constant thermal gradient in the study of nanoscopic heat engines. While
we have guided its origin within the ingredients of the spinterface, surface currents, prox-
imity effects, magnetic textures or magnetic monopoles, the precise mechanism that justify
this magnetism still needs to be thoroughly detailed. We expect that this phenomenon ulti-
mately corresponds to boundary artifacts of the differences in magnetism between the bulk
of the two ferromagnetic electrodes: themagnetization gradient between the two electrodes
may be the macroscopic driver that translates into a mesoscopic magnetic non-equilibrium
phenomenon located at the interface. The remaining question is now to justify how this
non-equilibrium resource can be maintained in our device without an external energy in-
put. Indeed, because this parameter is supposed constant in the model, we obtain a constant
power output in the steady state, but we expect that this energy harvesting will have a back
action on this potential such as it will tend to deplete it over time, just like a heat engine
tends to rectify the thermal gradient applied to it. In that case, our device may therefore
be considered as some kind of battery that converts the magnetic energy stored within the
magnetic potential trapped at the interface until it returns to equilibrium. The question
would now be to study the characteristic time of the device corresponding to the duration
the device can work until the resource is depleted. Giving an estimate of the decay of the
magnetic potential trapped at the interface is indeed another challenge because we expect
that at least two opposing phenomena are driving the magnetism of the interface at two
very different scales: we saw that the microscopic device tends to kill this interface po-
tential and then the macroscopic magnetic misalignement of the electrodes should tend to
maintain it. Although giving a precise duration is out of the scope of this manuscript, we
can highlight a few elements that suggest that it could be very large: first, the non-ergodic
properties of spin-glasses suggests that the time needed to reach a global equilibrium state
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could be infinite, and then the hysteric property of ferromagnetic materials is known to
trap them in magnetic meta-stable states from which it takes an infinite amount of time to
return to equilibrium unless a strong global change in temperature or magnetic field are
applied to frustrate them.

This study invites us to pursue more research into the interface magnetism between
ferromagnets, spinterfaces and barriers with magnetic centers as it suggests that the nan-
otransport path will concentrate the infinitesimal changes of the magnetism from the bulk
of the two ferromagnets due to their quasi-static alignment by structural rearrangements.
We therefore suggest that magnetic vortexes or other complex magnetic structures may be
at the core of the spintronic engine. Indeed, related studies have revealed the possibility
of storing and harvesting energy from domain wall motion [9] or magnetic textures like
skyrmions [7, 8].

parameter description
M⃗L, M⃗L magnetization of the electrodes

2l length of the barrier
a section of the wire

N↑, N↓ number of spin carriers
n↑, n↓ number density of spin carriers
N number of electrons
j↑, j↓ spin-resolved current density
∆j spin-current density
j electronic current density
ν rate of down-spin to up-spin

flip
T temperature
F free energy
U internal energy
S entropy
Q heat
W work
V voltage
P power
α characteristic spin-flip time
g g-factor
e elementary charge
µB Bohr magneton
f free energy density
s entropy density

parameter description
Φ electro-static potential
m⃗ magnetic moment
H∗ magnetization potential
µ↑, µ↓ chemical potential of the spin carriers
µ↑, µ↓ magneto-electrochemical potential of

the spin carriers
∆µ spin-potential
µ electron potential

σ↑, σ↓ spin-resolved conductivities
σ±
↑ , σ

±
↓ spin-resolved conductivities in the

diode for the two signs of the spin-
potential

σ electronic conductivity
βR, βL spin-based conductivity asymmetry of

the electrodes
β−, β+ spin-based conductivity asymmetry of

diode for the two signs of the spin-
potential

λR, λL spin-diffusion characteristic length of
the electrodes

λ−, λ+ spin-diffusion characteristic length of
diode for the two signs of the spin-
potential

r↑, r↓ spin-resolved interface resistance
µR, µL interface potential

Table 9.1: Table of the parameters.
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code symbolic form name and description
(HQ) M⃗R =MRe⃗z , M⃗L =MLe⃗z quantization axis: the magnetization of the electrodes

is along the z-axis only
(HM) MR ≪ML and β−, β+, βR ≪ βL reference electrode: the magnetization of the refer-

ence electrode is stronger than that of the free electrode
(HR) dQ = TdS reversibility: the device operates in a steady-state

regime so that the evolution process is reversible
(HT) T is constant thermal equilibrium: the temperature is constant and

uniform in the materials
(HF) µs(x∞)− µs(−x∞) = 0 global equilibrium: no external force is applied to the

device, and all potential differences between the to edges
vanish

(HJ) j is constant stationary current: the device is connected to a dc cur-
rent source

(HS) J ∼ N (0, J) stochastic current: the device is subject to a uniform
stochastic charge current noise

(HG) V0 is constant ground fixing: an arbitrary origin of the potentials may
be set somewhere in the device

(H1) js(±l+) = js(±l−) spin conservation: continuity of the spin currents
across the interfaces

(H2) µs(±l+)− µs(±l−) = rsjs(±l)/e interface scattering: interface resistance due to spin
scattering

(H2b) µs(±l+)− µs(±l−) = 0 null interface resistance: no spin scattering across the
interface

(H3) j(±l+)− j(±l−) = 0 charge conservation: continuity of the charge current
across the interface

(H+) ∀x ∈]− l, l[,∆µ(x) > 0 positive diode: the spin potential remains positive
within the diode

(H-) ∀x ∈]− l, l[,∆µ(x) < 0 negative diode: the spin potential remains negative
within the diode

(HV+) ∆µ(−l+) < 0,∆µ(l−) > 0 positive vanishing potential: the spin potential in-
creases and vanishes within the diode

(HV-) ∆µ(−l+) > 0,∆µ(l−) < 0 negative vanishing potential: the spin potential de-
creases and vanishes within the diode

(Hα) αL = αR = α+ = α− ≡ α uniform spin-flip: the spin-flip probability is identical
in the material

(Hb) l ≪ λ+, λ− thin barrier limit: the spin-diffusion length is higher
than the barrier width

(HP) λ− ≪ λ+ strong parallel diode limit: the spin-diffusion length
in the diode is larger for positive spin potential

(HAP) λ+ ≪ λ− strong anti-parallel diode limit: the spin-diffusion
length in the diode is larger for negative spin potential

(HW) λ+ ∼ λ− ≡ λ weak diode limit: the spin-diffusion length in the diode
weakly depends on the sign of the spin potential

(HI) µs(±l+)− µs(±l−) = µ interfacemagnetic potential: under the null interface
resistance hypothesis, the trapped magnetic field at the
interface generates a spin potential source term

Table 9.2: Table of the hypotheses.
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The Macroscopic Model

In the previous chapter, we developed amesoscopic model of the spintronic engine by intro-
ducing a diode material into the standard theory of non-equilibrium spin-transport across
magnetic interfaces. We showed that the device could rectify stochastic charge current in
order to produce power, and that it could harvest the energy of a sustained non-equilibrium
magnetic field confined at the interface between the electrode and the diode material. In
both the quantummodel of Chapter 8 and the mesoscopic model of Chapter 9, it thus seems
that the energy harvested by the device inherently originates from the difference in mag-
netization ∆M⃗ of the electrodes.

Macroscopically, the misalignment of the magnetic fields produced by the ferromagnets
is indeed associated with a coupling energy E = −

∫
M⃗ · B⃗dV . Here, the integral spans

both the left and the right electrode, so that the total magnetic field B⃗ contains contributions
coming from both the right and left electrodes along with additional complex sources of
magnetic fields confined at the interface originating from non-linear effects. At the lowest
order, if we assume that in the vicinity of the ferromagnet, the magnetic field it creates is
proportional to themagnetization, i.e. B⃗ = µM⃗ where µ is some kind of permeability, using
the reciprocity theorem [572], one gets the interaction energy between the left electrode
taken as a fixed reference and the right electrode that is considered free:

EL/R = −
∫
R

M⃗R · B⃗LdV = −
∫
R

µM⃗R · M⃗LdV. (10.1)

We expect the proportionality parameter to vanish far away from the interface, such that
the weight of this integral is concentrated near the interface, and we observe that under
the constraint where M⃗R has a bounded magnitude, then the above functional is a potential
well for M⃗R that is minimized when M⃗R and M⃗L are co-linear and aligned. The gradual
alignment of the free layer as it rearranges its magnetic structure to align with the field that
is naturally applied by the fixed layer is thus responsible for a magnetic energy relaxation.
The possibility that a device, located at the interface between the two layers where this
interaction energy is the highest, and which would generate electricity from the varying
magnetic fields as they slowly change towards equilibrium, thus seems reasonable (see
Figure 10.1).

The changing magnetic interaction energy between the two ferromagnets lead us to
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Figure 10.1: Magnetic alignment of the electrodes fueling the engine. Interaction en-
ergy between the two electrodes as a function of time. The electrodes are prepared in a
frustrated magnetic alignment such as they progressively align towards a potential mini-
mum. This quasi-static decrease in magnetic energy leads to a constant thermodynamical
force of magnetic origin acting on the microscopic, stochastic device trapped at their inter-
face. This nano-engine then converts heat and themagnetic exchange energy into electrical
energy.

consider that the difference in magnetization between the two layers can be thought as a
thermodynamic force that may drive the device, which would then convert some magneti-
zation flux into a charge current. In other words, the magnetization of the electrode bath
is acting as a magnetic potential on the electrons. The difference in magnetic potential
between the two baths can therefore act as a force on the electrons that may drive a flow
of charges, provided that an adapted device operate the conversion of the magnetization
energy flux, as the two electrode magnetizations slowly align, into a charge flux along with
an appropriate voltage so that it can extract electrical work from this magnetic potential
difference (see Figure 10.1).

This Chapter plans to find a macroscopic model that can explain how this device oper-
ates at the scale of the electronic circuit, in order to complement the previous microscopic
and mesoscopic approaches. The objective is then to find an equivalent circuit that can
describe the system using standard electronic or spintronic components. The previous in-
tuition invites us to look for a non-linear device that is suited to convert amagnetic potential
difference into a charge current, and we wish to study the circuit with proper care such as
to avoid the subtleties of self-rectification and not fall into Brillouin’s paradox.

In Brillouin’s first approach to the noisy diode issue [534], just like in the "ratchet-and-
pawl" engine [550, 551, 552], naive considerations based on Langevin dynamics may show
the possibility to extract work from self-rectifying thermal fluctuations from a system at
thermal equilibrium, which is in contradiction with the second law of thermodynamics. For
the ratchet, Feynmann showed that no work could be extracted from such systems [550],
and for the noisy diode, a more thorough analysis developed by Sokolov showed that no
self-rectification occurs within the electrical system unless a temperature difference exists
between the diode and the rest of the circuit [536]. In both approaches, Feynmann and
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Sokolov indeed show that the devices are passive in the absence of a non-equilibrium force
such as a temperature gradient. In the following we will therefore argue that current rec-
tification may happen in non-linear spin-diode circuits provided that a magnetic potential
gradient exists between the two poles of the electronic device. In this context, we will
describe the magnetic potential as the internal magnetic field of ferromagnetic electrodes
whose effect is to split the energy levels of spin up and spin down electrons along the trans-
port channel. The difference in magnetization of the ferromagnetic electrodes can thus give
rise to a spin-potential bias (i.e. a spin accumulation) that can provide the necessary non-
equilibrium resource to power the device.

In the present chapter, we consider a circuit approach to the energetics of the spintronic
engine that is based on a framework of generalized electronics with two independent con-
ducting channels that code for the two spin carriers. In the first section, we present the
model and, using the formalism of stochastic electronics, we derive a master equation de-
scribing the occupation probability density of the two spin channels at one pole of the
device. Then in the second section, we solve this equation and establish the working con-
ditions under which the device can behave as an electrical generator. In the third section we
discuss those results and compare themwith those of the other microscopic andmesoscopic
models we studied.

10.1 The spin-diode electronic model

The model under study features a couple of spin-diodes and spin-resolved resistors ar-
ranged in parallel and connected at both ends to spin-polarized electronic reservoirs. In Fig-
ure 10.2, we represent the equivalent circuit of the diode system under study with the four
possible configurations of the two diodes. The reservoirs we consider can be represented by
their electrochemical potential µ and their magnetic or spin potential ν which comes nat-
urally from their permanent magnetization. The microscopic diode system schematically
depicted in Figure 10.2 separates the two ferromagnetic layers such that it additionally
forms a capacitor of capacitance C .

Figure 10.2: Equivalent spin-diode circuit. Electrical circuit of the two spin-diode model.
The limit case of the weak diodes is represented along with the four possible configurations
of the diodes. Up spins travel through the channels with the red arrows while down spins
take the paths with the blue arrows.
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10.1.1 The master equation

To establish the master equation describing the spin-diode system, we proceed in a similar
way as to Sokolov’s analysis[536] of Brillouin’s paradox and start with a discrete state space.
Contrary to his analysis, we now have two different channels for the two spin carriers. At
the exit pole of the device, on the right, the electronic state may thus be represented by two
numbers q = nξ representing the charge, which is the number of excess electrons in the
conductor ; and s = mζ representing the spin, or the number of discrete spinswhich deviate
from the equilibrium state of this pole. We assume that each electron can flow through the
spin-diode device through only one of the four possible channels represented in Figure 10.2
such that an electron can only pass through the resistor or the diode which corresponds to
its spin. We consider all of these channels to be independent so that no spin-flip mechanism
is allowed in this system: the four channels are completely uncorrelated.

The spin-diode circuit is then represented by a rate functionWm,m′

n,n′ that represents the
probability for right pole to be in the state (n′,m′) knowing that the right pole was in the
state (n,m). To be in physical accordance with thermodynamics, the rate should satisfy a
detailed balance condition reading:

Wm,m′

n,n′ = Wm′,m
n′,n exp

(
ϵmn − ϵm

′

n′

)
, (10.2)

where ϵmn − ϵm
′

n′ represents the potential energy gained by an electron traveling from the
left reservoir with state (n′,m′) to the right reservoir with state (n,m), in adimensional
units of kT .

Finally, we consider that this system may be traversed by a charge and a spin current,
which translates into two rates w↑ and w↓ for each spin channel.

The overall process is then modeled by the following discrete master equation describ-
ing the evolution of the probability function pmn (t) of finding the conductor on the right
side in the state (n,m) at time t:

dpmn
dt

= −w↑p
m−1
n−1 − w↓p

m+1
n−1 + w↑p

m+1
n+1 + w↓p

m−1
n+1

+ pm−1
n−1W

m−1,m
n−1,n + pm+1

n−1W
m+1,m
n−1,n + pm+1

n+1W
m+1,m
n+1,n + pm−1

n+1W
m+1,m
n+1,n

− pmn

(
Wm,m−1
n,n−1 +Wm,m+1

n,n−1 +Wm,m+1
n,n+1 +Wm,m−1

n,n+1

)
. (10.3)

Introducing the functions:
W↑(q, s) = W↑(nξ,mζ) ≡ Wm−1,m

n−1,n

W↓(q, s) = W↓(nξ,mζ) ≡ Wm+1,m
n−1,n

ϵ(q, s) = ϵ(nξ,mζ) ≡ ϵmn
p(t, q, s) = p(t, nξ,mζ) ≡ pmn (t)

, (10.4)

we show in Appendix L that the master equation reduces to a Fokker-Planck (FP) equation
in the limit of X ≡ (ξ, ζ) → 0:

∂tp = ∇
[
W↑
(
p∇ϵ+∇p

)
·X
]
·X+∇

[
W↓
(
p∇ϵ+∇p

)
·X
]
·X+2w↑X ·∇p+2w↓X ·∇p,

(10.5)
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where X = (ξ,−ζ). Then, with the following change of variable:{
q = ξ(x+ y)
s = ζ(x− y)

⇔
{
x = q

2ξ
+ s

2ζ

y = q
2ξ

− s
2ζ

(10.6)

we observe that the equation simplifies into:

∂tp = ∂x

[
W↑
(
p∂xϵ+ ∂xp

)
+ 2w↑p

]
+ ∂y

[
W↓
(
p∂yϵ+ ∂yp

)
+ 2w↓p

]
. (10.7)

x represents somemeasure of the number of up spins in the conductor while y is the number
of down spins.

10.1.2 The power

The ratesW↑ andW↓ are in units of frequencies and are related to the total resistance R of
each channel through the capacitance formed by the electrodes byW = 1/RC . Since, for
each spin carrier, we consider a spin diode sensitive to the number of the corresponding
spins and a resistor, we consider the following rate functions:

W↑(x) = G+ + (G↑ −G+)Θ(x) and W↓(y) = G− + (G↓ −G−)Θ(y), (10.8)

so that G+ > 0 and G− > 0 are the linear parts of the conductance, and corresponding
to the conductances of each channel when x < 0 and y < 0, and G↑ > 0 and G↓ > 0 are
the conductances of the diode when x > 0 and y > 0 respectively (keep in mind that the
conductances are assimilated with rates via the capacitance). Depending on the order of
the conductances, we have four different situations represented in Figure 10.2: the diodes
are arranged in parallel forward when G↑ > G+ and G↓ > G−, in parallel backward when
G↑ < G+ and G↓ < G−, in anti-parallel forward when G↑ > G+ and G↓ < G−, and in
anti-parallel backward when G↑ < G+ and G↓ > G−.

And for the energy, since the electrons go through a capacitorC , and from a reservoir of
electrochemical potential µL and spin potential νL (corresponding to a magnetic potential
along the quantized axis), to a reservoir of electrochemical potential µR and spin potential
νR, we consider the energy:

ϵ(q, s) =
E

kT
=

q2

2kTC
− ∆µ

ekT
q − ∆ν

kT
s, (10.9)

where ∆µ ≡ µR − µL and ∆ν ≡ νR − νL. Using the variables x and y, we obtain:

ϵ =
α

2
(x+ y)2 − µ↑x− µ↓y with


µ↑ =

∆µ
ekT

ξ + ∆ν
kT
ζ

µ↓ =
∆µ
ekT

ξ − ∆ν
kT
ζ

α = ξ2

kTC

. (10.10)

In the following, we set ∆µ = 0, since we consider that there is no external bias voltage
applied to the device. Without loss of generality, we also set ∆ν > 0 to favor the up spins
considered as the majority spins of reference. Finally, since α is of order ξ2, we consider
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this parameter as a perturbation, α ≪ µ↓, µ↑. We emphasize that the potentials µ↓ and
µ↑ correspond to the spin-resolved potential of each channel and that they are taken to be
adimensional, in units of kT . With these assumptions, the energy reduces to:

ϵ = −∆νs+
q2

2C
= −µ(x− y) +

α

2
(x+ y)2 with µ ≡ µ↑ = −µ↓ =

∆ν

kT
ζ > 0. (10.11)

We now have every ingredient we need to calculate the power. Going back to the dis-
crete picture, the left reservoir receives the power in units of kT :

P = Wm,m+1
n,n+1 (ϵm+1

n+1 − ϵmn )−Wm,m−1
n,n−1 (ϵmn − ϵm−1

n−1 )

+Wm,m−1
n,n+1 (ϵm−1

n+1 − ϵmn )−Wm,m+1
n,n−1 (ϵmn − ϵm+1

n−1 ). (10.12)
Expanding to the second order, we obtain

P = X · ∇(W↑X · ∇ϵ)−W↑(X · ∇ϵ)2 +X · ∇(W↓X · ∇ϵ)−W↓(X · ∇ϵ)2 (10.13)
= ∂x(W↑∂xϵ)−W↑(∂xϵ)

2 + ∂y(W↓∂yϵ)−W↓(∂yϵ)
2. (10.14)

Integrating by parts, the average value thus reads

⟨P⟩ =
∫

Pp dxdy = −
∫
W↑∂xϵ[∂xp+ p∂xϵ]dxdy−

∫
W↓∂yϵ[∂yp+ p∂yϵ]dxdy. (10.15)

Integrating by parts again and using the master equation of p twice, noticing that some
integrals of partial derivatives vanish, we get the power

⟨P⟩ =
∫
ϵ∂x[W↑(∂xp+ p∂xϵ)]dxdy +

∫
ϵ∂y[W↓(∂yp+ p∂yϵ)]dxdy (10.16)

= −
∫

2w↑ϵ∂xp dxdy −
∫

2w↓ϵ∂yp dxdy (10.17)

=

∫
2w↑∂xϵ pdxdy +

∫
2w↑∂yϵ pdxdy. (10.18)

Inserting the expression of the energy from Eq.10.11, the power finally reads

⟨P⟩ = 2µ(w↓ − w↑) + 2α(w↑ + w↓)⟨Q⟩ ≡ ⟨P0⟩+ α⟨P1⟩, (10.19)

where ⟨Q⟩ =
∫
(x + y)p dxdy is the average adimensional charge of the right reservoir.

We emphasize here that, given the sign chosen for w↑ and w↓, we employed the active sign
convention that the rectifier delivers power whenever the intensity I ∝ 2w↑+2w↓ and the
charge ⟨Q⟩ are positive. Therefore, to lowest order in α, the power of the device is given by
the electromagnetic power of the spin-polarized current passing through the device ⟨P0⟩.
The objective of the next part of the study will thus be to prove that the second term ⟨P1⟩
in this expression can be positive, which will show that the device can deliver a electrical
power output, meaning a charge current and a voltage of the same sign.

10.2 Solving the equation

In this section, we will look for a solution to the FP equation Eq. 10.7 by separating the
variables. We will find the conditions under which such a separable solution exists and
study the corresponding operating regime of the device.
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10.2.1 Integration

Let us look for a solution p to Eq. 10.7 such that p(x, y) = f(x)g(y), f, g > 0 a.e. Since we
are interested only in the first-order correction of ⟨P ⟩, we will limit ourselves to looking
for a solution of the equation in the case of α = 0. Because of the non-linearity of the
diodes, the equation takes different forms in the four quadrants of the (x, y) plane. Let us
then define the four portions of the plane (see Figure 10.3):

Q1 ≡ {(x, y) ∈ R2 | x > 0, y > 0}
Q2 ≡ {(x, y) ∈ R2 | x > 0, y < 0}
Q3 ≡ {(x, y) ∈ R2 | x < 0, y < 0}
Q4 ≡ {(x, y) ∈ R2 | x < 0, y > 0}

. (10.20)

The FP equation now reads in each quadrant:

G↑

(
− µ↑

f ′

f
+ f ′′

f

)
+ 2w↑

f ′

f
+G↓

(
− µ↓

g′

g
+ g′′

g

)
+ 2w↓

g′

g
= 0 for x > 0, y > 0

G↑

(
− µ↑

f ′

f
+ f ′′

f

)
+ 2w↑

f ′

f
+G−

(
− µ↓

g′

g
+ g′′

g

)
+ 2w↓

g′

g
= 0 for x > 0, y < 0

G+

(
− µ↑

f ′

f
+ f ′′

f

)
+ 2w↑

f ′

f
+G−

(
− µ↓

g′

g
+ g′′

g

)
+ 2w↓

g′

g
= 0 for x < 0, y < 0

G+

(
− µ↑

f ′

f
+ f ′′

f

)
+ 2w↑

f ′

f
+G↓

(
− µ↓

g′

g
+ g′′

g

)
+ 2w↓

g′

g
= 0 for x < 0, y > 0

.

(10.21)
The separation thus shows that there exists a real constant P over the whole (x, y) plane
such as: {

G↑f
′′ + [2w↑ −G↑µ↑]f

′ + Pf = 0 for x > 0
G+f

′′ + [2w↑ −G+µ↑]f
′ + Pf = 0 for x < 0

(10.22)

and {
G↓g

′′ + [2w↓ −G↓µ↓]g
′ − Pg = 0 for y > 0

G−g
′′ + [2w↓ −G−µ↓]g

′ − Pg = 0 for y < 0
. (10.23)

We can interpret P as a constant representing the power leakage from spin ↑ to spin ↓
in the device. We now have to solve these four linear equations to get the solutions on each
quadrant and then use the boundary conditions to link them and construct a solution over
the whole plane. We set: ∆↑ ≡

(
w↑
G↑

− µ↑
2

)2
− P

G↑

∆↓ =
(
w↓
G↓

− µ↓
2

)2
+ P

G↑

and

 ∆+ ≡
(
w↑
G+

− µ↑
2

)2
− P

G+

∆− ≡
(
w↓
G−

− µ↓
2

)2
+ P

G−

. (10.24)

Since f and g must be positive, a physical solution exists only if

∆↑ ⩾ 0, ∆↓ ⩾ 0=⇒−G↓

(w↓

G↓
− µ↓

2

)2
⩽ P ⩽ G↑

(w↑

G↑
− µ↑

2

)2
(10.25)

and

∆+ ⩾ 0, ∆− ⩾ 0=⇒−G−

( w↓

G−
− µ↓

2

)2
⩽ P ⩽ G+

( w↑

G+

− µ↑

2

)2
. (10.26)
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f g

Q1

 x→ eλ
↑
+x if P > 0 and µ↑G↑ < 2w↑

x→ eλ
↑
−x if P < 0 or µ↑G↑ < 2w↑

 y → eλ
↓
+y if P < 0 and µ↓G↓ < 2w↓

y → eλ
↓
−y if P > 0 or µ↓G↓ < 2w↓

Q2

 x→ eλ
↑
+x if P > 0 and µ↑G↑ < 2w↑

x→ eλ
↑
−x if P < 0 or µ↑G↑ < 2w↑

 y → eκ
↓
+y if P > 0 or µ↓G− > 2w↓

y → eκ
↓
−y if P < 0 and µ↓G− > 2w↓

Q3

 x→ eκ
↑
+x if P < 0 or µ↑G+ > 2w↑

x→ eκ
↑
−x if P > 0 and µ↑G+ > 2w↑

 y → eκ
↓
+y if P > 0 or µ↓G− > 2w↓

y → eκ
↓
−y if P < 0 and µ↓G− > 2w↓

Q4

 x→ eκ
↑
+x if P < 0 or µ↑G+ > 2w↑

x→ eκ
↑
−x if P > 0 and µ↑G+ > 2w↑

 y → eλ
↓
+y if P < 0 and µ↓G↓ < 2w↓

y → eλ
↓
−y if P > 0 or µ↓G↓ < 2w↓

Table 10.1: Table of the solutions of the FP equation in the four quadrants for P = 0.

Let us now define the roots:{
λ↑± ≡ −w↑

G↑
+

µ↑
2
±
√

∆↑

λ↓± ≡ −w↓
G↓

+
µ↓
2
±
√

∆↓
and

{
κ↑± ≡ − w↑

G+
+

µ↑
2
±
√
∆+

κ↓± ≡ − w↓
G−

+
µ↓
2
±
√
∆−

. (10.27)

The solutions on the different part of the plane are written in Table. 10.1 and are repre-
sented in Figure 10.3 for P = 0. We see that there are three cases to study depending on
the value of P . In the following, we will primarily focus on the solution for P = 0 which
is the most physical, and give a few comments on the solutions with P > 0 or P < 0.

Figure 10.3: Solution to the Fokker Planck equation. Schematic showing the separable
solution of the FP equation in the four quadrants of the plane, with P = 0.

10.2.2 Working conditions

Let us now study the separable solution we found depending on the value of P and evaluate
the intensity and the voltage across the device in order to prove that it can behave as a
generator and find the conditions under which it can show this rectifying behavior.
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The case P = 0

Let us start by assuming that P = 0. The solution then requires{
µ↑G↑ < 2w↑ < µ↑G+

µ↓G↓ < 2w↓ < µ↓G−
(10.28)

and since µ↑ = −µ↓ = µ > 0, we already see that the solution requires G↑ < G+ and
G↓ > G−, therefore, only the parallel forward configuration is possible in this case. We
also immediately witness that 2w↑ > 0 and 2w↓ < 0 such as ⟨P0⟩ = 2µ(w↓ − w↑) < 0.
Therefore, taking into account the active sign convention we adopted, the device dissipates
the energy provided by the spin current flowing through it. This spin-current cannot be
used to generate electrical power and will most likely be dissipated into heat. The average
spin-current power is bounded by

−µ2(G+ +G↓) < ⟨P0⟩ < −µ2(G↑ +G−) < 0. (10.29)

The second law of thermodynamics tells us that at equilibrium, the device should dissipate
a minimum of power. At the lowest order, the spin currents must minimize ⟨P0⟩, and
therefore, taking into account the previous inequality, we have:

2w↑ = µG↑ + δi↑G↑ and 2w↓ = −µG− − δi↓G↓ (10.30)

where the adimensional small variations δi↑, δi↓ are such as δi↑, δi↓ > 0 and δi↑, δi↓ ≪ α.
These first order variations should then be optimized in order to minimize the total power
⟨P ⟩ containing the power dissipated by the spin currents and the electrical power delivered
to the capacitor and the rest of the circuit.

Let us now calculate the voltage ⟨Q⟩. The solution reads

p = A−1exp
(
Θ(x)λ↑−x+Θ(−x)κ↑+x+Θ(y)λ↓−y +Θ(−y)κ↓+y

)
(10.31)

We drop the index λσ ≡ λσ− and κσ ≡ κσ+ such as

A =
1

λ↑λ↓
− 1

λ↑κ↓
+

1

κ↑κ↓
− 1

κ↑λ↓
=

(
1

κ↑
− 1

λ↑

)(
1

κ↓
− 1

λ↓

)
=

(κ↑ − λ↑)(κ↓ − λ↓)

κ↑λ↑κ↓λ↓
(10.32)

The average charge ⟨Q⟩ is

⟨Q⟩ = − A−1

λ↑λ↓

(
1

λ↑
+

1

λ↓

)
+
A−1

λ↑κ↓

(
1

λ↑
+

1

κ↓

)
− A−1

κ↑κ↓

(
1

κ↑
+

1

κ↓

)
+
A−1

κ↑λ↓

(
1

κ↑
+

1

λ↓

)
. (10.33)

After a bit of algebra, we get

⟨Q⟩ = −
(

1

κ↑
+

1

λ↑
+

1

κ↓
+

1

λ↓

)
=

1
2w↑
G+

− µ
+

1
2w↑
G↑

− µ
+

1
2w↓
G−

+ µ
+

1
2w↓
G↓

+ µ
. (10.34)

Rewriting this using the variations δi↑ and δi↓, we obtain:

⟨Q⟩ = 1

δi↑
− 1

δi↓
+

1

µ
(
1− G−

G↓

) − 1

µ
(
1− G↑

G+

) + o(α). (10.35)
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In order to obtain a finite value for ⟨Q⟩, the leading order must vanish. Therefore, we need
δi↑ = δi↓, such as, under this condition

⟨Q⟩ = G+G− −G↑G↓

µ(G↓ −G−)(G+ −G↑)
+ o(α), (10.36)

which gives the voltage U ≡ ξ⟨Q⟩/C and since the total current reads

I/ξ ≡ 2w↑ + 2w↓ = µ(G↑ −G−) + δi↑G↑ − δi↓G− + o(α2), (10.37)

we obtain the electrical power at the leading order:

⟨P1⟩ = 2α(w↑ + w↓)⟨Q⟩ ∼ α
(G↑ −G−)(G+G− −G↑G↓)

(G↓ −G−)(G+ −G↑)
. (10.38)

Since we already have G+ > G↑ and G↓ > G−, we immediately find that the engine has
two regimes of operation where it delivers electrical power ⟨P1⟩ > 0.

• If G↑ > G−, and G+

G↑
>

G↓
G−

then the delivered intensity is positive and the voltage
is negative. This situation occurs when the spin up resistor is more conductive than
the spin down resistor and the relative conductance increase of the spin up diode is
stronger than the spin down diode.

• If G↑ < G−, and G+

G↑
<

G↓
G−

then the delivered intensity is negative and the voltage is
positive. This situation corresponds to the opposite case where the spin down path
is favored over the spin down path in all components.

• Otherwise the device is passive.

One essential remark we must make here is that at this lowest order of perturbation, the
power output is independent of the magnetic potential µ! As long as a magnetization differ-
ence exists between the two reservoirs, we thus expect the device to harvest the magnetic
energy. The difference lies in the current being proportional to the spin bias I ∝ µ and the
voltage being inversely proportional to it ⟨Q⟩ ∝ 1

µ
. Of course, we expect other phenom-

ena to take over if µ is too weak or too strong, so that the device will behave as an energy
generator for as long as µ stays in the adequate range where the previous perturbation
approach is valid.

These conditions show that in order to have an active device, a strong asymmetry of the
two spin channels is necessary: we first need the spin channels to favor opposite directions
of current flow such that the diodes are placed in the anti-parallel backward configuration,
andwe need one channel to be considerablymore conductive than the other. Physically, this
result looks coherent: since we imposed a spin-potential µ > 0, up spins will be attracted to
the "cold" right reservoir while down spins will be repulsed in order for the energy ϵ to be
minimized. With the diodes oriented in the anti-parallel backward direction and this con-
duction asymmetry, the device will have a tendency to block the "hot" down spin electrons
of high energy from entering the cold reservoir but to let the "cold" up spin electrons flow
out of it. The engine is therefore acting against the magnetic equilibration of the electrodes,
draining part of the energy that would be used to align the electrodes into a directed charge
current thanks to the conduction asymmetry between the two spin channels.
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The case P ̸= 0

Assuming first that P > 0, the solution requires only µG↑ < 2w↑ < µG+ such that
G↑ < G+. The spin up diode should thus be in the backward direction but the spin down
diode is free. Then, assuming that P < 0, the solution requires −µG↓ < 2w↓ < −µG−
such as G↓ > G−. In this opposite case, the spin down diode should be in the forward
direction but the spin up diode is free.

When P ̸= 0, we are faced with a difficulty since the FP equation on each quadrant
is a two-dimensional space. We thus need additional conditions in order to solve it. One
could try and find a proper solution by imposing a minimization of the power ⟨P ⟩ but the
resolution is complex and out of the scope of this chapter.

Physically, when P ̸= 0, there is a net transfer of power from one spin channel to the
other. Since we assumed the independence of the channels, and still obtain some back-
action, this solution should correspond to a situation that is strongly out-of-equilibrium:
some process must drive a spin flip process resulting in a mixing of the two spin channels
at the macroscopic scale even though they are supposed independent at the discrete level.
This might explain why the solution needs extra conditions to be fully determined since it
should be extended with an additional non-equilibrium assumption. We interpret this flux
of energy between the two channels as a conduction loop: the electrons first travel one way
into one channel, then they may flip their spin at one pole and travel back the other way
in the opposite spin-channel.

The case of anti-parallel backward diodes

The previous analysis showed that, for every value of P , we must have either the up spin
diode in the forward direction of the down spin diode in the backward direction such that
the case of anti-parallel backward diodes is not included in this description. While it should
be physically possible to implement such a device with this equivalent circuit, the assump-
tion of the previous calculations cannot describe this configuration. This shows that no
solution to the FP equation with separated variables can be suited such as a strong mix-
ing of the two spin channels must be present for this type of device. We believe that this
interdependence between the channels may result in exotic properties that could be ben-
eficial for the energy harvesting capabilities of the device but the analytic analysis of this
configuration will be strongly limited.

The limit of weak diodes

The limit of weak diodes corresponds to the case whereG↑ ∼ G+ andG↓ ∼ G−. Assuming
P > 0, the inequality µG↑ < 2w↑ < µG− such as the inequalities on P Eq. 10.25 and
Eq. 10.26 give P ⩽ G+

µ2

4

(
1− G↑

G+

)2
= o(G+ −G↑). Assuming P < 0, the same reasoning

leads to the same conclusion P = o(G↓ − G−). Therefore, in the case of weak diodes, the
issues regarding P ̸= 0 disappear but we expect the power output to be vanishingly small
since the necessary diode effect will be small, although the previous derivation fails to give
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an exact result of the power under no further assumptions.

Numerical applications

The above derivation shows us that the dissipated power strongly depends on the capaci-
tance felt by the nanotransport channel. We can estimate this parameter in our junction by
approximating the ferromagnetic electrodes as two parallel conductive plates such as the
capacitance reads C = ϵa/d where ϵ is the permittivity of the barrier, a is the area of the
plates and d is the distance between the plates. From the structure presented in Chapter
5, we extract the distance d = 2 nm. Then, we take the relative permittivity of MgO to be
ϵr = 9 [573] such that ϵ = 8.10−11 F/m. Finally, we could take the area of the plates to
correspond to the full section of the nanopillars designed in Chapter 5, which would give a
maximum area of amax = 3.10−10 m2 (corresponding to a radius of 10 µm) but we expect the
impact of some screening effects due to the spinterface such as the nanotransport path will
likely not be sensitive to such a large area. Given the sizes of the conduction hotspots re-
vealed e.g. in Reference [574], we thus expect a much lower effective area amin = 3.10−14

m2 (corresponding to a radius of 100 µm). This would give a microscopic capacitance C
spanning the range between Cmin = 10−15 F and Cmax = 10−11 F. And we immediately see
that the extracted power output will vary greatly depending the precise value.

Now, the derivation of the master equation presented in Appendix L was obtained by
taking the continuum limit of a discrete master equation with respect to a charge parameter
ξ and a spin parameter ζ . Typically, at the quantum level, we expect single electrons to be
the main source of transport, such that the quantization of the charge is ξ = e and the spin
angular momentum is ζ = ℏ/2. With this in mind, we can estimate the spin potential µ =
∆νζ
kT

. Given that, at the molecular level, the magnetic field inside the junction is of the order
of B = 100 T, the difference in magnetization of the two electrodes, leads us to consider
a conservative magnetic field difference between the two ends of the nanotransport path
of the order of ∆B ≈ 10 T, which will lead to a potential difference ∆νζ ≈ µB∆B ≈ 0.6
meV. Compared to the thermal energy at ambient temperature kT = 26 meV, it leads to
µ = 0.02. Keeping in mind that a strong magnetic asymmetry of the reservoirs may lead
to an increased magnetic field difference of ∆B ≈ 200 T at the microscopic level, it is also
possible that this parameter µ comes close to unity for tailored systems.

These two estimations lead us to confirm that our device lies in the perturbation regime
that is necessary to use the previous derivation. At room temperature, we have 2.10−7 ⩽
α = ξ2

kTC
⩽ 2.10−3 , so that we indeed have α ≪ µ for most of the domains considered for

the parameters. Still, we point out that a potential breach of this approximationmight occur
when the capacitance of the nanotransport path is extremely low (which would maximize
α and the power) and the spin potential is weak (which would minimize the current).

Finally, we need to evaluate the conductances of the spin channels. Given the experi-
mental results obtained during probing, we measured that shortcut junctions presented a
conductance of 10−2 S, while most working devices presented a total conductance of 10−6

S. Taking into account the conductance associated with the wires, conductances of up to
100 S could be considered for favorable channels at the level of the microscopic device.
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Given these observations, these measurements can give us some intuition about what to
expect from the diode system parametersG+, G−, G↓ andG↑. Let us then look at different
examples leading to a generative current.

• Consider that the spin-up channel is more conductive than the spin-down channel:
G+ = 10 S, G↑ = 10−1 S, G↓ = 10−5 S, G− = 10−6 S. Taking the smallest value
we considered for the capacitance C = 10−15 F and the sub-optimal value for the
spin bias µ = 0.02, we obtain the current I = 3.10−7 A, the voltage U = 5 mV and
thus the power ⟨P ⟩ = 1.5 nW. We can see that with these parameters, the results
of the experiments on oxide junctions (see Figure 4.4) are well approximated, both
in voltage and current! We remark that if the conductance of the spin-up channel
can gain two orders of magnitude, then the results for molecular junctions can also
be reproduced, although such a strong conductance could be improbable even at this
scale.

• Take the spin-up channel as strongly conductive and moderately rectifying such that
G+ = 30 S andG↑ = 1 S, with the same spin-down channel as weakly conductive and
weakly rectifying G↓ = 1.1× 10−5 S and G− = 1.10−5 S. Then with the same C and
a stronger spin-potential µ = 0.4, we get I = 6.10−5 A, U = 5 mV and P = 3.10−8

W, which is another way to reproduce the results obtained for molecular junctions
(see Figure 4.6). We mention that in this case, the order of magnitude chosen for the
conductance of the spin-down channels has little importance provided that it is lower
than the order of the spin-up channels.

Similar values can be obtained by favoring down-spin over up-spin channels by symmetry,
in which case the current and the voltage will be reversed.

10.3 Discussion

In this Chapter, we showed how an electronic device based on two spin-diodes oriented in
the opposite direction can convert a spin-potential imbalance into a charge current and a
voltage, thereby delivering a constant electrical power. Our study revealed crucial work-
ing conditions that are necessary for the device to behave as an engine. The first condition
(α ≪ µ) ensures the perturbative regime and imposes that the energy required to deposit a
quantum of charge on the capacitor formed by the device be smaller than the spin-potential
energy provided by the difference in magnetization between the two reservoirs. The sec-
ond condition (⟨P ⟩ > 0) ensures that the device behaves as a generator, which imposes an
asymmetry between the up-spin and down-spin conduction channels (G↑ ≷ G−), in con-
gruence with an asymmetry between the rectifying power of the two diodes

(
G+

G↑
≷ G↓

G−

)
.

The main results of this Chapter, encompassed in Equations 10.36-10.38, establish the
non-equilibrium voltage, current and power stabilized by the device, as a function of the
spin-potential µ applied to the device and the capacitanceC and conductancesG of the four
spin channels (up/down and forward/backward). Strikingly, the derivation reveals that the
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output power does not depend on the spin-potential µ, for as long as it satisfies the pertur-
bative condition, since the current depends linearly on it and the voltage inversely. This
counter-intuitive result suggests that the output does not depend on the input, suggesting
a kind of threshold effect. The equations also reveal that both the current and the voltage
are inversely dependent on the capacitance such that the power can be greatly increased
for devices with extremely low capacitance, provided also that it maintains the perturbative
condition. Finally, a large current requires a strong conductance with a domination of one
spin channel over the other, while a large voltage requires that one of the two spin diodes
be weakly rectifying in an absolute sense (G± ∼ G↕) and compared to the other diode.

Collecting all these ingredients into one device that promises to deliver a continuous,
constant and sizable output power from the spin bias is challenging but the theory does
suggest that both the molecular and the oxide spintronic engines experimentally reported
in Chapter 4 rely on this mechanism. It requires a strong built-in spin bias of the order
of 10 meV, corresponding to a magnetic field gradient of around 100 T that is constantly
maintained within the device, whose precise mechanism still needs to be elucidated in more
depth even though in the previous Chapters we have provided insight into several quali-
tative arguments that justify its origin in the macroscopic to microscopic coupling of the
electrodes with the nanotransport path, through the spinterface.

This model thus give us a way to represent the device using five intrinsic parameters
: the capacitance and the four conductances of each spin-channel along with the spin-
potential, which can be considered as partly intrinsic since it shall depend both on the
magnetic orientation of the electrodes and on the precise magnetic features of the spin-
terfaces. This theory opens up a path towards further experiments which would aim at
characterizing these parameters for each device. To this end, the conductances may be ob-
tained by measuring the resistance of the device subjected to a forward or backward spin-
polarized current. Being able to probe the response of the device upon injecting a pure spin
current would therefore confirm whether the device indeed acts as a spin diode and can
behave as a generator. Studying the response of the device to an ac voltage should give us
an estimation of the capacitance. Finally, given the spin-potential that is required for the
device to act as a generator, probing the micro-magnetism of a junction in the vicinity of
the electrode-spinterface pair may give some insight into magnetic field at the interface,
and this could be achieved through augmented scanning tunneling microscopy methods.
Although finding a systematic way to inject a spin-current into the device or probing the
interface of a processed sample seems technologically challenging, looking at the response
of the device to an ac current is readily accessible, so future efforts should be first oriented
towards this goal.

This theory also raises interesting mathematical questions. Indeed, our perturbative
study based on separated variables could only yield a solution to a device in the antiparallel
backward direction in the case where the "power leakage" from the up-spin diode to the
down-spin diode P is null. The following question thus appears: can the other configu-
rations of the electrodes be solved analytically and can they behave as generators under
specific conditions? What is the precise physical origin of P , interpreted as a constant rep-
resenting the power leakage from spin ↑ to spin ↓ in the device, and can we justify that
the device will naturally converge toward a steady-state where P = 0? What are the so-
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lutions with P ̸= 0 and can they manifest in the steady-state in the absence of additional
external forces on the device? Further mathematical investigations may thus improve our
understanding of the spintronic engine, and more generally of nonlinear electronic devices
featuring two non-interacting transport channels. Additionally, numerical simulations of
the continuous master equation derived in this Chapter may give us more insights into
transport phenomena involving both charge and spin. In the end, we emphasize that this
Chapter’s theory is only as a minimal toy model so as to serve as a proof of concept vali-
dating the spintronic engine as an autonomous electronic device relying on a spin-bias to
produce work. Indeed, the non-linear feedback we considered for the diode is the most
simple and ideal kind of rectification that we can hope to mathematically treat in a com-
prehensive manner, while the experiments performed in Part II showcased much richer
nonlinear electrical responses, leading to chaotic phenomena which seem quite impracti-
cable to treat numerically. Henceforth, we hope that this work will serve as a basis to study
more complex non-linear responses from which we will surely discover some emergent
rich behaviors akin to self-sustained steady-state oscillations.

Finally, this model raises a question which is that of the microscopic origin of the non-
linear rectification of the device. In order to satisfy microscopic reversibility and energy
conservation considerations, we would indeed expect that the two spin diodes be fueled by
some kind of additional power source in order to generate this non-linearity. This raises
fundamental questions: what is the thermodynamic resource used by the diodes to allow for
their non-linear response? What are themicroscopic ingredients that justify their asymmet-
ric behavior? And what is the exact thermodynamical behavior of the misaligned spinter-
faces stabilized by the underlying magnetizations? Chapter 8 gave us some insights about
these questions, which may be linked to the quantum nature of the device, and especially to
the complex relationship between quantum systems with discrete energy levels, quantum
measurements, special kinds of reservoirs with conserved quantities and interaction rules
between all these ingredients, ultimately giving rise to an autonomous Maxwell’s demon
at the microscale.
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Le travail exposé dans cemanuscrit présente deux volets, l’un expérimental, l’autre théorique.

Pour la partie expérimentale, l’objectif premier était d’abord de reproduire les résul-
tats pionniers sur le moteur spintronique obtenus en 2019 sur les jonctions magnétiques
tunnel MgO dopées Carbone, dans le but de caractériser plus finement de nouveaux dis-
positifs actifs et d’éclairer leur conception en vue d’une possible production industrielle.
Malheureusement, cet objectif n’a pas été atteint et aucun des dispositifs MgO étudiés au
cours de mon travail de thèse n’a révélé de génération d’énergie. La raison de cet échec
vient vraisemblablement d’un procédé de fabrication non maîtrisé, encore trop soumis à
des aléas comme le positionnement aléatoire des impuretés de Carbone dans la barrière
MgO, ne permettant la formation d’un complexe aux propriétés de récolte d’énergie que
dans de très rares cas où leur géométrie présente une asymétrie et des couplages aux élec-
trodes finement choisis. Tant qu’une méthode systématique de contrôle et de piégeage de
ces centres paramagnétiques ne sera pas mise au point, il est donc possible que cette voie
de synthèse ne soit pas adaptée pour produire suffisamment d’échantillons. Ce travail ou-
vre donc la voie vers la recherche de nouveaux procédés permettant le placement précis de
complexes atomiques sur des couches minces.

En revanche, même si aucun moteur n’a été rapporté, les expériences ont tout de même
révélé des jonctions aux réponses électroniques et magnétiques singulières, non encore ob-
servées dans ce genre de dispositifs oxide tout-solide, mais typiques des expériences de
microscopie électronique et de jonctions moléculaires. Les résultats montrent en effet des
jonctions présentant des comportements memristifs, et magnétorésistifs caractérisés par
des sauts de conductance réversibles à des valeurs de tension spécifiques, un signal de mag-
nétorésistance tunnel corrélé à la conductance différentielle ainsi que différents types de
bruits localisés en tension et en température. Ces résultats nous montrent ainsi que ces
dispositifs disposent d’un comportement mémoire.

D’un point de vue technologique, la diversité des effets rapportés, expliquée par des
phénomènes quantiques, nous montre ainsi la possibilité d’utiliser des jonctions magné-
tiques tunnel dopées afin de développer des dispositifs spintronique performants. Le dé-
faut principal à ce stade reste la difficulté à répliquer un dispositif à cause d’un contrôle
insuffisant sur le nano canal de transport de charge. Cet aléa mène donc à une forte pro-
portion de dispositifs aux propriétés triviales complété d’un petit nombre de jonctions
présentant des caractéristiques uniquement semblables qualitativement (largeur des pics
de conductance différentes, déplacement en tension des sauts de conductance...), ce qui
rend l’automatisation de la lecture ou l’écriture difficile. Par ailleurs, les expériences n’ont
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révélé qu’un comportement mémoire à des températures faibles, en deçà de la tempéra-
ture ambiante, ainsi qu’une certaine volatilité de la mémoire ce qui limite leur utilisation
pratique.

Pour autant, d’un point de vue scientifique, les propriétés remarquables de ces jonc-
tions méritent tout de même d’être étudiées en ce qu’elles se montrent capable d’être une
plateforme simple d’accès à l’étude de phénomènes quantiques, magnétiques et thermody-
namiques à l’oeuvre à l’échelle de quelques atomes d’intérêt dans la barrière et aux inter-
faces, au sein d’un dispositif microscopique. L’inconvénient étant que pour l’instant, les ex-
périences ne permettent pas d’avoir accès à la structure fine de chaque jonction, ce qui rend
difficile l’analyse des données de magnéto-transport. Pour en apprendre plus sur leur fonc-
tionnement, il serait donc nécessaire de disposer d’autres méthodes d’analyse notamment
in operando afin de pouvoir identifier avec plus de certitude les interactions microscopiques
dominantes qui donnent lieu à ces riches comportements. Dans cette optique, un projet en
partenariat avec l’Université de Stuttgart est en cours en vue de réaliser des expériences
de magnéto-transport sur ces jonctions en présence de micro-ondes. Par ailleurs, un autre
projet est également en préparation en partenariat avec l’Université de Lorraine et le CEAA-
SPEC et vise à étudier plus en détail les caractéristiques et origines des différents types de
bruits dans ces jonctions. Une compréhension plus aboutie des phénomènes stochastiques
à l’œuvre pourrait en effet donner un éclairage sur de nombreux sujets comme la transition
entre classique et quantique, la rectification spontanée, le transfert de charge et de moment
angulaire entre deux électrodes, la spintronique des interfaces...

Cette recherche nous porte donc à souhaiter la continuation de ce travail expérimental
en espérant que de nouvelles initiatives soient prises pour améliorer l’architecture et les
procédés de fabrication de ces potentiels moteurs spintroniques. La récompense, une én-
ergie abondante et peu polluante, fait naturellement rêver mais le risque et les efforts qu’il
faudrait vraisemblablement déployer pour y arriver sont élevés.

Pour la partie théorique, qui ne faisait pas partie du projet de thèse initial, l’enjeu
était d’abord d’identifier précisément les ressources thermodynamiques utilisées par les
moteurs pour produire de l’énergie ainsi que les paramètres à optimiser pour garantir
une efficacité optimale et ainsi orienter la conception pratique de ces dispositifs. Derrière
ce travail théorique se trouvait aussi la volonté d’établir un modèle minimal permettant
d’expliquer simplement le comportement du moteur en termes de spintronique et de ther-
modynamique quantique en vue de fédérer ces deux communautés autour de ce projet au
travers d’arguments physiques afin de dissiper les controverses que génèrent ce moteur qui
semble défier les lois de la thermodynamique. Sur ce point, les trois modèles présentés dans
cette thèse ont potentiellement répondu à ces attentes.

D’une part, ces trois approches complémentaires fournissent des résultats similaires et
proches des expériences avec un nombre restreint de paramètres physiques. Ces différents
points de vue apportent des descriptions à différentes échelles, quantique, mésoscopique et
macroscopique, de telle sorte à ce que chaque communauté puisse se convaincre de la fais-
abilité d’un tel dispositif. Par ailleurs, la simplicité de ces trois modèles peut permettre une
compréhension rapide du principe de fonctionnement du moteur sans nécessité de nom-
breux détails techniques. En effet, pour le moteur quantique, le cycle proposé ne comprend
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que deux étapes : la mesure et la thermalisation d’un système à trois niveaux connectés
à des bains, tandis que les modèles spintroniques et électroniques ne reposent que sur un
dispositif présentant une non-linéarité élémentaire ainsi qu’une réponse résolue en spin.

D’autre part, ces trois modèles ont identifié une différence de potentiel magnétique is-
sue d’un désalignement d’aimantation entre les deux électrodes comme la force hors équili-
bre permettant au moteur de fonctionner. Ce potentiel magnétique se traduit en effet par
l’existence d’un potentiel chimique résolu en spin, qui s’assimile à une tension de signe
opposé pour les deux valeurs de spin de l’électron, et qui peut donc être convertie par un
dispositif non linéaire pour produire une tension et un courant de charge.

Ces modèles simples constituent ainsi une preuve de principe, une porte d’entrée vers
une future description plus fine de ces moteurs spintroniques. Tous ouvrent sur des ques-
tions en suspens qui mériteraient d’être étudiées plus en profondeur afin d’asseoir encore
mieux les propositions de description physiques présentées dans cette thèse.

D’un point de vue quantique, le défaut majeur du modèle considéré réside dans la con-
jonction du caractère autonome et répété de la mesure quantique, qui nécessite un apport
d’énergie moyen venant de l’outil de mesure. Afin d’être pleinement satisfaisant, ce mod-
èle doit donc être complété d’une description fine de l’interaction à l’origine de la mesure
quantique. Cette boîte noire mène inévitablement à des questions fondamentales liées au
problème de la mesure et de l’observateur en mécanique quantique. A ce sujet, une piste
de recherche serait de modéliser la mesure à l’aide d’un qubit additionnel faiblement cou-
plé à un seul des deux sites ainsi qu’à un troisième bain. L’intuition voudrait alors que la
dynamique de ce système composite à trois sites tende vers la dynamique du système à
deux sites, entretenu par la mesure périodique. La prise en compte d’un troisième site se
justifie notamment par les sauts de branches observés dans les expériences et qui suggère
le changement d’état d’une boîte quantique dite environnementale et dont le remplissage
impacte le transport au travers d’un effet capacitif.

Une autre piste serait ensuite de complexifier le modèle présenté avec des structures
plus proches de la réalité, en y intégrant par exemple la polarisation des électrodes ferro-
magnétiques et non simplement demi-métalliques ainsi que des propriétés d’interface plus
riches au travers d’une fonction spectrale de couplage spéciale. Les possibilités d’extension
de ce modèle sont nombreuses mais mènent toutes à des difficultés analytiques qui invi-
tent à poursuivre cette étude à l’aide de méthodes numériques qu’il serait intéressant de
développer afin d’explorer l’espace de paramètres de ce moteur en vue de guider leur réal-
isation expérimentale.

Le modèle quantique a également révélé l’impact des difficultés techniques et con-
ceptuelles liées à la détermination du cycle limite, à l’influence des conditions initiales ainsi
qu’aux effets mémoires de la thermalisation imparfaite. Ces particularités mathématiques,
intrinsèquement reliées à la théorie ergodique et la théorie du chaos soulèvent des ques-
tions fondamentales quant à la définitionmême de l’équilibre thermodynamique et du cadre
théorique mis en place pour décrire un système complexe en accord avec la seconde loi de
la thermodynamique. Ainsi ce modèle bénéficierait grandement d’une description com-
plète de la fractale représentant la région de l’espace des phases formées par les attracteurs
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de cette dynamique, correspondant à l’ensemble des cycles limites accessibles en partant
d’une initialisation du système à partir d’un domaine de conditions initiales. Ultimement,
ce type d’étude pourrait orienter les expériences vers un procédé d’amorçage sans lequel le
dispositif reste dans un état passif ainsi que nous donner des indications sur la stabilité de
ces états limites moteurs piégés, qui, nécessairement, finiront par se détériorer au fur et à
mesure qu’un procédé thermodynamique à une échelle supérieure finira par corriger cette
instabilité par recuits successifs.

Enfin, le modèle quantique est thermodynamiquement incomplet en ce qu’il ne permet
pas de déduire la puissance électrique idéale délivrée par le moteur car seul un bilan én-
ergétique du cycle complet a été étudié, donnant une borne supérieure du travail maximal
produit par la machine puisqu’on s’attend à ce qu’un flux de chaleur se dégage aussi lors
de la phase de thermalisation. Afin de donner une meilleure estimation de la puissance
de sortie et d’exprimer un rendement, il faudrait donc poursuivre cette étude appliquant la
première loi de la thermodynamique hors équilibre (cf Equation 2.12) pour séparer le travail
de la chaleur.

D’un point de vue spintronique, nous avons montré qu’un matériau présentant une
réponse spintronique non-linéaire élémentaire pouvait rectifier un courant de charge stochas-
tique pour délivrer une puissance électrique continue, et que ce même matériau était aussi
capable de produire un courant et une tension électrique en réponse à l’application d’un
champ magnétique hors-équilibre piégé aux interfaces, se traduisant de manière effective
par la persistance d’un gradient de potentiel chimique résolu en spin. Les hypothèses de ce
modèle présentent alors deux défauts qui nécessiteraient des arguments additionnels.

D’abord, il s’agirait de démontrer expérimentalement que nos dispositifs présentent
bien une réponse spintronique avec une non-linéarité semblable. Ceci pourrait se faire soit
à l’aide d’expériences complémentaires, soit avec des méthodes théoriques ab-initio. La
question centrale étant de savoir d’où vient cette non-linéarité et de quel flux d’énergie se
nourrit-elle pour persister.

De plus, le modèle manque encore d’une description poussée de ce que représente le
potentiel magnétique d’interface hors-équilibre et de pourquoi il serait maintenu spontané-
ment. La réponse à cette question devra nécessairement impliquer une solution aux équa-
tions deMaxwell dans ce type dematériau où deuxmatériaux ferromagnétiques s’échangent
des charges et des spins au travers d’un nano canal de transport, de telle sorte à ce que
leur dynamique macroscopique d’aimantation interne ne puisse pas être considérée comme
gelée et se manifeste comme une force thermodynamique s’exerçant principalement au
niveau de leur point de contact formé par la jonction. Plusieurs arguments qualitatifs sup-
portent l’existence d’un tel champ hors-équilibre comme la forte polarisation et faible bande
passante de la spinterface, les propriétés de verre de spin des électrodes à l’origine d’états
métastables aux durées de vie quasi infinies, différentes anisotropies magnétiques ou des
courants de surface générés par le magnétisme des électrodes mais aucune de ces pistes n’a
été quantitativement suivie de telle sorte à justifier proprement la persistance de potentiel
magnétique d’interface, et d’évaluer sa dynamique et sa durée de vie.
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Discussion and perspectives

Et ensuite, plusieurs paramètres ont été négligés dans ce modèle, en particulier les ré-
sistances d’interfaces qui réduisent la tension induite par le courant spontané. Intégrer des
valeurs non-nulles de résistances pourrait mener à un modèle plus réaliste et changer les
conditions de fonctionnement en réduisant la puissance délivrée.

D’un point de vue macroscopique, le modèle électronique présente l’avantage de ne
se préoccuper que de la réponse spintronique globale du dispositif sans s’inquiéter des
phénomènes microscopiques qui sous-tendent sa phénoménologie. Des questions iden-
tiques au modèle précédent se recouvrent donc comme la justification physique de la car-
actéristique non linéaire du dispositif ainsi que la source du gradient de potentiel dit mag-
nétique ou résolu en spin. Au-delà, le modèle soulève des questions d’ordre mathématiques
comme la signification physique de la constante d’intégration associée à la puissance du
courant de transfert de spin, et de l’existence de solutions à l’équation maîtresse dans le
cas où cette constante est non nulle. Il serait alors intéressant d’étudier plus en détail les
solutions à variables non séparables de cette équation, en vue d’étudier toutes les configu-
rations du dispositif. Il se pourrait alors que d’autres paramètres conduisent à unemeilleure
rectification du potentiel magnétique en courant de charge.

Par ailleurs, ce modèle électronique repose uniquement sur les quatre paramètres élé-
mentaires de conductance résolue en spin et en direction du courant, qui pourraient s’estimer
expérimentalement en mesurant la réponse des dispositifs à un courant polarisé en spin.
L’accès à ces valeurs pourrait alors permettre de tester la validité du modèle à partir de don-
nées déterminées physiquement et non pas extrapolées par interpolation des paramètres du
modèle sur les résultats de l’expérience.

Finalement, j’espère que quelques-unes des nombreuses perspectives de recherche ou-
vertes par ce travail seront menées et pourront déboucher sur une technologie ou d’autres
avancées dans notre compréhension fondamentale de la matière.
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Conclusion

Ce travail a d’abord présenté l’état de l’art des domaines des jonctions tunnel magnétiques,
de la thermodynamique quantique et des moteurs quantiques avec une insistance partic-
ulière sur les phénomènes rapportés dans les expériences sur les jonctions MgO ainsi que
sur les mécanismes nécessaires à la conception d’un dispositif thermodynamique actif.

Ensuite, le volet expérimental de cette étude a permis demettre en lumière les propriétés
de jonctions magnétiques tunnel pour lesquelles le transport de charge s’effectue au travers
de complexes atomiques magnétiques et d’interfaces entre un matériau ferromagnétique et
d’un sélecteur de spin. Les expériences menées sur des jonctions MgO contenant des im-
puretés de Carbone au sein de la barrière ont démontré des réponses spintroniques riches,
d’origine quantique, se traduisant par des signatures memristives et magnétorésistives sin-
gulières permettant à ces dispositifs d’être utilisés comme des composantsmémoires adress-
ables électriquement.

Puis, cette thèse a proposé trois modèles théoriques permettant d’expliquer le fonction-
nement du moteur à différentes échelles. Tous ont permis d’identifier la source d’énergie
exploitée par le moteur qui réside dans l’inhomogénéité du champ magnétique interne du
dispositif, influencée par la dynamique d’aimantation entre les deux électrodes ferromag-
nétiques au travers des spinterfaces. Ce champ magnétique hors équilibre donne alors
lieu à une différence de potentiel magnétique de spin qui agit comme une force thermo-
dynamique sur les électrons. Le moteur quantique convertit cette force en une tension et
un courant de charge grâce à sa réponse non-linéaire, qui se postule comme une hypothèse
phénoménologique ou qui se justifie dans l’approche quantique par l’action de la mesure
quantique ainsi que des règles de transport de charge au travers la structure.

Les estimations théoriques entrent en accord avec les résultats expérimentaux obtenus
précédemment sur des jonctions de ce type, donnant un certain crédit à ces approches
qui mériteraient ainsi d’être étudiées davantage afin d’éclaircir les différentes questions
soulevées par cette étude. Les difficultés à la fois expérimentales, fondamentales et math-
ématiques rencontrées dessinent ainsi les limites de notre compréhension conceptuelle et
pratique de la matière et nous poussent à souhaiter que ce projet continue et mène à des
découvertes à l’impact disruptif !

Ce manuscrit, je l’espère, pourra ouvrir la voie à une collaboration féconde entre les do-
maines de la thermodynamique quantique et de la spintronique, qui nécessitent cruellement
d’être combinées afin de pouvoir expliquer avec précision les mécanismes qui gouvernent
les dispositifs tels que le moteur spintronique.
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« If someone points out to you that your pet theory of the universe is in dis-
agreement with Maxwell’s equations – then so much the worse for Maxwell’s
equations. If it is found to be contradicted by observation – well, these ex-
perimentalists do bungle things sometimes. But if your theory is found to be
against the second law of thermodynamics, I can give you no hope; there is
nothing for it but to collapse in deepest humiliation. »

Sir Arthur Eddington
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Appendix A

Current plume of quantum
interference

Figure A.1: Zoom on the plume of quantum interference. Bias dependence of the
frequency of the deviation from the mean current. Data at T = 10 K in the MTJ’s P (top)
and AP (bottom) states is shown. Nanojunction C5 was used. Statistics are obtained on 800
points at each bias value.

We present in Figure A.1 a high resolution dataset of the current distribution plume reported
in Figure 7.3 of the main text for the junction’s P and AP states. We observe a positive 33 mV bias
shift of the AP dataset due to spin accumulation. For each bias voltage we measured 800 times the
junction current. The mean current is calculated and subtracted for all points inside the dataset, and
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finally a histogram is computed with a bin size of 1 nA. The result of the histogram is represented in
Figure A.1 by a vertical line of dots at the corresponding voltage bias, the color of a dot representing
the number of counts in every bin of the histogram.

To distinguish spintronic contrast, we overlap the datasets by manually removing the shift (see
Figure A.2(a)). We note that the OFF branch (lower branch) overlaps rather well. On the other hand,
the ON branch (upper branch) exhibits a different deviation from mean current in the MTJ’s P and
AP states. We attribute this differing deviation to a slight change in the effective potential landscape
due to spin-polarized hybridization between the electrodes and the localized paramagnetic barrier
states.

Figure A.2: Spintronic contrast in the plume of quantum interference. (Top) Same
data as in Figure A.1, but with a +33 mV shift in the P data. (Bottom) Difference P-AP of
the datasets of the top panel. The round dots below the lower branch represent an average
of the lower branch difference data. They are centered around the range considered. These
points are all blue-leaning: the lower branch is more strongly weighed in the MTJ’s AP
state.

To further examine spintronic contrast, we then consider the difference P-AP between the datasets.
The results are plotted in the bottom panel of Figure A.2 We observe that the difference is very pro-
nounced for the OFF branch. To confirm this trend, we’re integrated this difference over several bias
ranges. The position of the resulting round dots below the OFF branch represents the center of the
range, while the color code shows the averaged result. Over the seven bias ranges considered, all
averages of the OFF branch reveal that the OFF branch is more prevalent in the MTJ’s AP state. We
infer that the transport path responsible for the OFF branch is spin-polarized.
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Appendix B

Spin accumulation at negative bias

Figure B.1: Spin accumulation on the sharpest Coulomb blockade peak found at
V < 0. Bias dependence of differential conductance dI/dV at T = 10 K on junction G10
in the MTJ’s P (black) and AP (red) states. The AP data in green was bias-shifted by +0.35
mV. This shift enables a qualitatively good overlap of the conductance peak with that seen
in the P data. Inset: Overview of the conductance peak in the MTJ’s P state, and the bias-
shifted AP data.

In the main text, we present evidence at V > 0 of a shift to higher bias values of the Coulomb
blockade peaks when the MTJ’s magnetic state is switched from P to AP. We now consider the case
of V < 0, and focus on the Coulomb blockade peak shown in Figure B.1. Its presence can also be
switched on/off thanks to writing eventsE+ andE−, leading to different values of TMR at that bias
position (see Figure 6.1(c)). The data of Figure B.1 is acquired within -100 < V (mV) < 0, i.e. below
the writing events E− and E+ (see inset). An excellent overlap between the P and AP data is seen
for bias value below the peak. However, as the peak onset is reached, a bias shift is clearly seen. The
very close agreement in the data for the forward and reverse scans underscores that the shift is not
the result of trivial charging/heating effects. To qualitatively estimate the small bias shift between
the P and AP data, we manually shift the AP data. A reasonable fit is found for a bias shift of 0.35
mV.
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Appendix C

Overview of the several Coulomb gaps
with evolving junction state

In our datasets, we observe that heating/cooling our FeCoB/MgO/C/MgO/FeCoB junctions, and bias
cycling, can alter the effective potential landscape inferred at T = 10 K from the current derivative.
To illustrate these effects, we focus on junction G10. We plot in Figure C.1(a) select dI/dV traces
obtained after three cooldowns. We have looked for a pattern of pairs of peaks with the same energy
spacing as thermal and electrical cycling were conducted. This led us to label pairs of peaks and
ascribe them to the charging of a given C atom. In total we identify at least 3, and asmany as 5, atoms
involved in the device’s electrical response. As described in the main text, these atoms can be in the
main transport path. In that case, charging the atom generates a conduction peak. Alternatively,
the atom in question can be tunnel coupled to a C atom that is in the transport path, and thus
constitutes an ‘environmental’ atom. Following the deductions of Figure C.1 and accompanying

Figure C.1: Overview of Coulomb gap energies with evolving junction state. (a) Se-
lect dI/dV traces for three cooldowns. (b) (top) Endpoints of the Coulomb gap for select
datasets deduced from the bias spacing of pairs of conductance peaks. (bottom) The result-
ing Coulomb energy gap of the transport atom. Junction G10 was used. The data from four
cooldowns was used.
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text, we assumed that energy motion of a pair of peaks was due to changes in the environmental
charge felt by the transport atom, rather than the re-attribution of ‘transport’ and ‘environmental’
roles. This logic is supported by the fairly stable energy gap between the paired peaks (see Figure
C.1(b))

Using this labeling logic, we find for example, for cooldown 9, that pairs of conductance peaks
can be attributed to the same carbon atom A, and that, in the course of IV cycling, three absolute
energy positions of its Coulomb gap (see labels A1-, A2-, A3- and A1+, A2+ and A3+ in Figure
C.1(a)) relative to the MTJ electrodes’ Fermi level can be tracked as the environmental charge is
varied through write events E+ and E−. Note how after an E+ writing event the pair of peaks
shifts to lower absolute bias. The reverse occurs for anE− writing event. This trend in the bias shift
was systematically observed, when a shift indeed occurred (see Appendix B).

We observe additional conductance peaks at higher absolute bias voltage. In the absence of a
clear trend suggesting additional charging of atom A, we surmise that these peaks correspond to
additional atoms (C, D...) directly in the transport path.

Comparing these cooldowns, we observe that the peak of a dI/dV in one cooldown can spec-
trally correspond to noise for another cooldown. The best example is, at V ∼ −190 mV, that of
peak B- in cooldown 2 (black), and of the corresponding noise nB- in cooldown 9 (blue). We infer
that atom B is present in the transport path in cooldown 2, but becomes an environmental atom in
cooldown 9. This also explains the absence of peaks B- and B+ in cooldowns 3 and 9.

We also observe that, in the junction state defined by cooldowns 3 and 9, the writing event
E+ occurs just as the spectral window B+ corresponding to environmental atom B is reached with
increasing positive bias around +150 mV. This illustrates the role that the charge state of the envi-
ronmental atom has in the junction write process.

Figure C.2: Quantization of the energy shift of the transport atom’s Coulomb gap.
Absolute values are shown.
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Within the junction state defined by a cooldown, writing eventsE− andE+ generate an effective
bias shift that can be quantized. A∼75 meV shift was observed on transport atom A during the 1357
tests of the E− and E+ event after cooldown 10 (see Appendix B). A shift of 111 meV was observed
on atom B in a transport role, However, those junction states promoted only two pairs of peaks. We
present in C.2 the energy shift∆W data in junction cooldown 9 arising from the presence of 3 pairs
of peaks due to transport atom A. Aside from the trivial ∆W = 0 points due to write failure (see
Appendix B),∆W takes on multiple values of 70-80 meV. Here, we make the reasonable assumption
that the charge of an environmental atom can only change by 1 electron, which implies that several
environmental atoms can be charged during a write event.
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Appendix D

Estimation of the impurities sizes and
distances

Let us approximate the impurity involved in transport as a sphere of radius r, located at a distance
d from the lower electrode, with inter-electrode spacing l. In the far-field limit, the capacitance C
is given in Reference [575] and reads:

C =
4πϵϵ0r

1 +
[
ψ(0)(dl ) + ψ(0)(1− d

l ) + 2γ
]
r
2l

, (D.1)

where ψ(0) is the polygamma function. Using the relation between the capacitance and the charging
energy EC = e2/2C = e∆CG, we obtain the radius of the impurity

r =
l

8πϵϵ0∆CG/e+ 5/3
(D.2)

where 1
2

[
ψ(0)(dl ) + ψ(0)(1 − d

l ) + 2γ
]
≈ −5

3 with d = 1 nm and l = 3 nm as approximated from
the experimental design of the stack. Taking ϵ = 9 for the relative permittivity of MgO according
to Reference [576], we obtain r = 0.2 nm. This shows that the impurities involved in the transport
are of atomic sizes and should indeed correspond to single carbon atoms or dimers trapped inside
the MgO lattice.

Let us now approximate both the transport and environmental quantum dots as two spheres of
radius r, separated by a distance d. The capacitance C of the system is approximately given by:

C =
2πϵ0ϵr

1− r
d−r

. (D.3)

According to the observed shift ∆W = 70 mV which shall be due to the change of charge of
one environmental quantum dot by a quantum of elementary charge, we should then write:

e = C∆W , (D.4)

which leads to the distance between the dots:

d = r

(
1 +

1

1− 2πϵϵ0r∆W
e

)
. (D.5)
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With r = 0.2 nm as estimated above; we obtain the following approximation:

d ≈ 2r, (D.6)

such as d = 0.4 nm. We thus find that the distance between the transport quantum dots and the
environmental charging species is of the order of the diameter of the dots, so the control dot should
be a second, third or fourth neighboring site of the transport dot in the MgO lattice. This estimation
confirms that we are indeed observing the interaction of a reduced number of atomic formations
closely packed inside the MgO barrier which are producing single-electron effects.

206



Appendix E

The Quantum Master Equation

In this Appendix, we derive a quantum master equation that describes the evolution of the reduced
density matrix of the QD system presented in Chapter 8.

E.1 The integro-differential master equation

Taking ℏ = 1, the total density matrix ρ represented in the Schrödinger picture obeys the Von-
Neumann equation:

dρ

dt
= −i[H, ρ(t)] (E.1)

Switching to the interaction picture where any operator O reads:

Õ(t) = ei(HS+HE)tOe−i(HS+HE)t , (E.2)

where the Von-Neumann equation now reads:

dρ̃

dt
= −i[H̃SE(t), ρ̃(t)] , (E.3)

which integrates into

ρ̃(t) = −i

∫ t

0
[H̃SE(s), ρ̃(s)]ds . (E.4)

Inserting this formula back into the Von-Neumann equation leads to

dρ̃

dt
= −i[H̃SE(t), ρ̃(0)]−

∫ t

0
[H̃SE(t), [H̃SE(t

′), ρ̃(t′)]]dt′ . (E.5)

We now invoke the Born approximation (weak coupling) which states that the system does not
influence the environment, so that ρ̃E(t) = ρ̃E and the system decomposes as a tensor product at
all times, ρ̃(t) = ρ̃S(t) ⊗ ρ̃E . Under this approximation, tracing out the Von-Neumann equation
governing the evolution of the composite system leads to

dρ̃

dt
= −iTrE [H̃SE(t), ρ̃S(0)⊗ ρ̃E ]−

∫ t

0
TrE [H̃SE(t), [H̃SE(t

′), ρ̃S(t
′)⊗ ρ̃E ]]dt

′ . (E.6)
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We now write the tunnel interaction as:

HSE =

4∑
i=1

Si ⊗ Ti , (E.7)

with

S1 ⊗ T1 = c†↑ ⊗
∑

k γkck ≡ S†
L ⊗ TL, S2 ⊗ T2 = c↑ ⊗

∑
k γ

∗
kc

†
k ≡ SL ⊗ T †

L,

S3 ⊗ T3 = c†R ⊗
∑

p γpcp ≡ S†
R ⊗ TR, S4 ⊗ T4 = cR ⊗

∑
p γ

∗
pc

†
p ≡ SR ⊗ T †

R

. (E.8)

Then, in the interaction picture, we obtain the simple form:

H̃SE(t) = eiHtHSEe
−iHt =

4∑
i=1

eiHStSie
−iHSt ⊗ eiHEtTie

−iHEt ≡
∑
i

S̃i(t)⊗ T̃i(t). (E.9)

E.2 Bath operators in the interaction picture

We now need to calculate the operators Ti in the interaction picture. From the anti-commutation
relations, we have, for all l ∈ N:

ckn
l+1
k = ckc

†
kckn

l
k = (1− c†kck)ckn

l
k = ckn

l
k = . . . = ck , (E.10)

and nl+1
k ck = 0, therefore, expanding the exponential in series, we have:

cke
−iϵknkt =

+∞∑
l=0

(−iϵkt)
l

l! ckn
l
k =

+∞∑
l=0

(−iϵkt)
l

l! ck = e−iϵktck , (E.11)

and

eiϵknktck = ck +

+∞∑
l=1

(iϵkt)
l

l! nlkck = ck , (E.12)

therefore
eiϵknktcke

−iϵknkt = e−iϵktck , (E.13)

and because of the commutation relation [nk, nk′ ] = 0, we obtain:

eiHEtcke
−iHEt = eiHLtcke

−iHLt = ei
∑

k′ ϵk′nk′ tcke
−i

∑
k′ ϵk′nk′ t = e−iϵktck . (E.14)

An identical relation is obtained for c† by taking the adjoint:

eiHEtc†ke
−iHEt = eiϵktc†k , (E.15)

which leads to the particle number by multiplying the two previous results:

eiHEtnke
−iHEt = nk , (E.16)

which is correct because nk commutes with every term ofHE . The same relations can be obtained
for the right lead by taking k = p. We now have all the elements to write the Ti(t) ≡ eiHEtTie

−iHEt

in the interaction picture

T̃L(t) =
∑

k γke
−iϵktck, T̃R(t) =

∑
p γpe

−iϵptcp . (E.17)
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E.3 Averages over the bath

The average values ⟨T̃i(t)⟩E = Tr(T̃i(t)ρE) in the ρE state can now be calculated and yield

⟨T̃L(t)⟩E = 0 and ⟨T̃R(t)⟩E = 0 (E.18)

Indeed, we recall that the one point functions ⟨c⟩E all vanish because the number operators are
hermitian and commute with HE . Therefore, by diagonalizing in a common basis, the c and c†

project each eigenspace onto their perpendicular space because they change the particle number, so
the trace is null.

The same argument allows us to calculate the averages ⟨T̃ †
i (t)T̃j(t

′)⟩. The only four two-point
functions that do not vanish are:

⟨T̃ †
L(t)T̃L(t

′)⟩E =
∑

k |γk|2eiϵk(t−t
′)⟨nk⟩E

⟨T̃L(t)T̃ †
L(t

′)⟩E =
∑

k |γk|2e−iϵk(t−t′)(1− ⟨nk⟩E)
⟨T̃ †
R(t)T̃R(t

′)⟩E =
∑

p |γp|2eiϵp(t−t
′)⟨np⟩E

⟨T̃R(t)T̃ †
R(t

′)⟩E =
∑

p |γp|2e−iϵp(t−t′)(1− ⟨np⟩E)

. (E.19)

E.4 The GKSL master equation

The first term in the integro-differential equation reads:

TrE [H̃SE(t), ρ̃S(0)⊗ ρ̃E ] =

4∑
i=1

[S̃i(t), ρ̃S(0)]⟨T̃i(t)⟩E . (E.20)

We can always choose a special Hamiltonian by adding a constant to it such that ⟨Ti⟩E = 0. Indeed,
the rescaled HamiltonianH =

(
HS+

∑
i⟨Ti⟩ESi

)
+HE+H ′

SE , withH ′
SE =

∑
i Si⊗ (T −⟨Ti⟩E)

is such that ⟨T ′
i ⟩E = 0, with T ′

i = Ti − ⟨Ti⟩E , while having the same dynamics. Therefore, we can
discard this term in the equation.

The second term in the Von-Neumann equation reads:

−
∫ t

0
TrE

(
[H̃SE(t), [H̃SE(t

′), ρ̃S(t)⊗ ρ̃E ]]
)
dt′ (E.21)

which expands into

−
∫ t

0
TrE

(
H̃SE(t)H̃SE(t

′)ρ̃S(t)⊗ ρ̃E − H̃SE(t
′)ρ̃S(t)⊗ ρ̃EH̃SE(t)

− H̃SE(t)ρ̃S(t)⊗ ρ̃EH̃SE(t
′) + ρ̃S(t)⊗ ρ̃EH̃SE(t

′)H̃SE(t)
)
dt′ , (E.22)

reading also:∫ t

0
TrE

(
[H̃SE(t

′)ρ̃S(t)⊗ ρ̃E , H̃SE(t)]
)
dt′ +

∫ t

0
TrE

(
[H̃SE(t), ρ̃S(t)⊗ ρ̃EH̃SE(t

′)]
)
dt′ . (E.23)
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Invoking now the hermiticity of H̃SE , we replace H̃SE(t) by H̃†
SE(t) in the first term and H̃SE(t

′)

by H̃†
SE(t

′) in the second term, then we express the tunnel Hamiltonians in terms of Si and Ti and
use the cyclicity property of the trace to obtain∑

i,j

∫ t

0
⟨T̃ †
i (t)T̃j(t

′)⟩E [S̃j(t′)ρ̃S(t), S̃†
i (t)]dt

′ +

∫ t

0
⟨T̃ †
i (t

′)T̃j(t)⟩E [S̃j(t), ρ̃S(t)S̃†
i (t

′)]dt′ (E.24)

Using the above expressions for the tunnel two point functions, and evolving the system operators
from t′ to t, only four terms remain:∫ t

0
⟨T̃ †
L(t)T̃L(t

′)⟩Eeiϵ↓(t
′−t)dt′[S̃L(t)ρ̃S(t), S̃

†
L(t)]

+

∫ t

0
⟨T̃ †
L(t

′)T̃L(t)⟩Eeiϵ↓(t−t
′)dt′[S̃L(t), ρ̃S(t)S̃

†
L(t)]

+

∫ t

0
⟨T̃ †
R(t)T̃R(t

′)⟩EeiϵR(t′−t)dt′[S̃R(t)ρ̃S(t), S̃
†
R(t)]

+

∫ t

0
⟨T̃ †
R(t

′)T̃R(t)⟩EeiϵR(t−t′)dt′[S̃R(t), ρ̃S(t)S̃
†
R(t)]

. (E.25)

With a final change of variable s ≡ t′− t, the integrals can now be extended to infinity such as they
do not depend on t and we obtain the master equation in the interaction picture:

dρ̃S
dt

= T −
L D[S̃†

L(t)](ρ̃S) + T +
L D[S̃L(t)](ρ̃S) + T −

R D[S̃†
R(t)](ρ̃S) + T +

R D[S̃R(t)](ρ̃S) (E.26)

where the superoperator D is given by:

D[S](ρ) = SρS† − 1

2
{S†S, ρ} , (E.27)

and the coefficients are reading:

T −
L =

∫ +∞
0

∑
k |γk|2ei(ϵk−ϵ↓)s⟨nk⟩E ds,

T +
L =

∫ +∞
0

∑
k |γk|2e−i(ϵk−ϵ↓)s(1− ⟨nk)⟩E ds,

T −
R =

∫ +∞
0

∑
p |γp|2ei(ϵp−ϵR)s⟨np⟩E ds,

T +
R =

∫ +∞
0

∑
p |γp|2e−i(ϵp−ϵR)s(1− ⟨np)⟩Eds

. (E.28)

Going back to the Schrödinger picture, we finally get:

dρS
dt

= −i[HS , ρS ] + T −
L D[S†

L](ρS) + T +
L D[SL](ρS) + T −

R D[S†
R](ρS) + T +

R D[SR](ρS).

(E.29)

The constants T −
L and T −

R are characterize the electrons tunneling coefficients of the left and
right leads, while T +

L and T +
R characterize the hole tunneling coefficients.

We need a final approximation to gain insights on these coefficients. Using the secular approx-
imation, discarding the fast-oscillating terms, we get:

T −
L =

∑
k |γk|2⟨nk⟩E ,

T +
L =

∑
k |γk|2(1− ⟨nk)⟩E ,

T −
R =

∑
p |γp|2⟨np⟩E ,

T +
R =

∑
p |γp|2(1− ⟨np)⟩E ,

(E.30)
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such that T − and T + are not independent since we should have T + + T − =
∑

k |γk|2 ≡ κ.
This approximation thus require some detailed balance when considering perfectly thermal baths
such that T − = κnF (µ, T ) and T + = κ(1−nF (µ, T )), where nF (µ, T ) = 1

1+e−µ/kBT is the Fermi
function at temperature T and electrochemical potential µ. In the following, we will discard the link
between the two quantities and consider that they can be tuned relatively independently either by
acting on the electron filling, the electrochemical potential, the temperature, or by invoking some
non-thermal interaction between the spinterface and the QDs, which will be the topic of a future
paper. We will avoid this discussion by placing ourselves mainly in the high-temperature limit such
as T − ≈ T +. Indeed, at room temperature T = 300 K, the thermal energy is kBT ≈ 26meV which
is an order of magnitude higher than the energies ϵ ≈ 1 meV we are considering in this system, so
this approximation should hold.

E.5 Bosonic Bath

We shall now proceed as above in order to establish a Lindblad master equation accounting for this
added bosonic bath. The interaction Hamiltonian now readsHI ≡ HSE +HSB and we decompose
HSB as:

HSB = FA+ FA† + F †A+ F †A†, (E.31)

where F ≡ c†↑c↓ is the flip operator that corresponds to the relaxation of a spin on the left dot from
↓ to ↑, and A ≡

∑
q λqaq is the total ladder bosonic operator.

In the interaction picture, this operator becomes

H̃I(t) = ei(HE+HB)tHIe
−i(HE+HB)t (E.32)

= H̃SE(t) + F (t)A(t) + F (t)A†(t) + F †(t)A(t) + F †(t)A†(t) (E.33)

= H̃SE(t) +
∑
q

λq(e
−itδF + eitδF †)(e−iqtaq + eiqta†q), (E.34)

where δ ≡ ϵ↓ − ϵ↑. Moving into the continuum limit, one thus gets

H̃I(t) = H̃SE(t) +

∫ √
J(ω)(e−it(ω+δ)Fa(ω) + eit(δ−ω)F †a(ω) + e−it(δ−ω)Fa†(ω)

+ eit(δ+ω)F †a†(ω))dω, (E.35)

where J(ω) is the density of oscillators per unit frequency, usually referred to as the spectral density
of the bath. Then, employing the rotating wave approximation, we can discard the fast oscillating
terms in Fb(ω) and in F †b†(ω) such as

H̃I(t) = H̃SE(t) +

∫ √
J(ω)(eit(δ−ω)F †a(ω) + e−it(δ−ω)Fa†(ω))dω. (E.36)

Using the Born-Markov approximation and the same renormalization trick as above to remove
the one-particle bath terms, we can write the following equation of evolution of the reduced density
matrix in the interaction picture:

dρ̃

dt
= −

∫ t

0
TrEB

(
[H̃I(t), [H̃I(t

′), ρ̃S(t)⊗ ρ̃E ⊗ ρ̃B]]
)
dt′ (E.37)
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where TrEB is the partial trace over the two electrode baths and the bosonic bath.

After a bit of algebra, we separate the contributions from the electrodes and the bosonic bath
and find:

dρ̃

dt
= DE(t)ρ̃+

∫ t

0

∫ ∫ √
J(ω)J(ω′)⟨a†(ω)a(ω′)⟩ei(ωt−ω′t′)[F (t′)ρ(t), F †(t)]dωdω′dt′

+

∫ t

0

∫ ∫ √
J(ω)J(ω′)⟨a(ω)a†(ω′)⟩e−i(ωt−ω′t′)[F †(t′)ρ(t), F (t)]dωdω′dt′, (E.38)

where the terms containing elements in ⟨a(ω)a(ω′)⟩ and ⟨a†(ω)a†(ω′)⟩ have been eliminated by
the rotating wave approximation in energy and the superoperator DE codes for the action of the
electrodes and is defined as:

DE(t)ρ ≡ T −
L D[S†

L(t)](ρ̃) + T +
L D[SL(t)](ρ̃) + T −

R D[S†
R(t)](ρ̃) + T +

R D[SR(t)](ρ̃) (E.39)

Considering that the bosonic bath is at thermal equilibrium, at temperature T , we have the following
expectation values:

⟨a†(ω)a(ω′)⟩ = nB(ω, T )δ(ω − ω′), and ⟨a(ω)a†(ω′)⟩ = (1 + nB(ω, T ))δ(ω − ω′), (E.40)

in which
nB(ω, T ) =

1

eω/kBT − 1
, (E.41)

is the Bose-Einstein statistics. Therefore, we obtain

dρ̃

dt
= DE(t)ρ̃+

∫ t

0

∫
J(ω)nB(ω, T )e

i(ω−δ)(t−t′)[F (t)ρ(t), F †(t)]dωdt′

+

∫ t

0

∫
J(ω)(1 + nB(ω, T ))e

−i(ω−δ)(t−t′)[F †(t)ρ(t), F (t)]dωdt′, (E.42)

which, with a change of variable s = t− t′ leads to:

dρ̃

dt
= DE(t)ρ̃+ Λ+D[F (t)](ρ) + Λ−D[F †(t)](ρ), (E.43)

in which we defined

Λ+ ≡
∫∞
0

∫
J(ω)nB(ω, T )e

i(ω−δ)sdωds ,

Λ− ≡
∫∞
0

∫
J(ω)(1 + nB(ω, T ))e

−i(ω−δ)sdωds.
(E.44)

Going back to the Schrödinger picture, we finally get the master equation as written in the main
text:

dρ

dt
= −i[HS , ρ] + T −

L D[c†↑](ρ) + T +
L D[c↑](ρ) + T −

R D[c†R](ρ) + T +
R D[cR](ρ)

+Λ−D[c†↓c↑](ρ) + Λ+D[c†↑c↓](ρ),
(E.45)

We alert the reader that the previous equation features coefficientsΛ+ andΛ− that are not necessar-
ily real numbers. Meaning that under this form, it stands as a Bloch-Redfield equation which is not
completely trace-preserving. It is possible to derive a master equation in Lindblad form satisfying
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these last conditions under some more approximations (see Ref. [289]), although we will leave the
study of such a more complex equation to future work and consider here that the boson spectral
density is strongly peaked around ω = δ, which will lead us to the following approximation:

Λ+ = nB(δ, T )D(δ), and Λ− = (1 + nB(δ, T ))D(δ), (E.46)

whereD(δ) =
∫
J(ω)dω. In the end, we recover the final form of the master equation with positive

coefficients. We finally point out that to address a spin splitting of δ ≈ 10meV as was calculated ab
initio in Ref. [18] and verified experimentally in Ref [19], we need a frequency of f = 2πω ≈ 10THz,
which would be accessible to usual phonons and vibrons below and close to room temperature, such
as we can hope for the lattice and molecular vibrations to be sufficient to mediate this interaction
and discard the intervention of outside photons coming from natural sources.
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Appendix F

Perturbative solution to the
steady-state master equation

F.1 Reduction of the system

In the case where without the bosonic bath, we will now show how to find the steady-state density
matrix ρ ≡ ρss such that:

−i[HS , ρ] + T −
L D[c†↑](ρ) + T +

L D[c↑](ρ) + T −
R D[c†R](ρ) + T +

R D[cR](ρ) = 0. (F.1)

This equation is a linear system of 64 equations, which seems hard to solve but can be reduced with
a bit of effort, and while no usable analytical solution can be found, it is still possible to derive the
approximate steady-state using perturbation theory.

Writing the steady-state master equation (F.1) in the basis reference in the main text, we notice
that a set of 12 equations are independent of the 52 other and can be used to find the diagonal
coefficients and four off-diagonal terms: ρ14 = ⟨0 ↓ |ρ| ↓ 0⟩, ρ41 = ⟨↓ 0|ρ|0 ↓⟩, ρ36 = ⟨↑↓ |ρ|20⟩
and ρ63 = ⟨20|ρ| ↑↓⟩

(−T −
L − T −

R )ρ00 + T +
R ρ11 + T +

L ρ22 = 0

T −
R ρ00 + (−T −

L − T +
R )ρ11 + T +

L ρ33 + iγρ14 − iγ∗ρ41 = 0

T −
L ρ00 + (−T +

L − T −
R )ρ22 + T +

R ρ33 = 0

T −
L ρ11 + T −

R ρ22 + (−T +
L − T +

R )ρ33 + iγρ36 − iγ∗ρ63 = 0

(−T −
L − T −

R )ρ44 + T +
R ρ55 + T +

L ρ66 − iγρ14 + iγ∗ρ41 = 0

T −
R ρ44 + (−T −

L − T +
R )ρ55 + T +

L ρ77 = 0

T −
L ρ44 + (−T +

L − T −
R )ρ66 + T +

R ρ77 − iγρ36 + iγ∗ρ63 = 0

T −
L ρ55 + T −

R ρ66 + (−T +
L − T +

R )ρ77 = 0(
− T −

L − T −
R +T +

R
2 + i∆

)
ρ14 + T +

L ρ36 − iγ∗ρ44 + iγ∗ρ11 = 0

T −
L ρ14 +

(
− T +

L − T −
R +T +

R
2 + i(∆ + U)

)
ρ36 − iγ∗ρ66 + iγ∗ρ33 = 0(

− T −
L − T −

R +T +
R

2 − i∆
)
ρ41 + T +

L ρ63 + iγρ44 − iγρ11 = 0

T −
L ρ41 +

(
− T +

L − T −
R +T +

R
2 − i(∆ + U)

)
ρ63 + iγρ66 − iγρ33 = 0

, (F.2)
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where we have set ∆ = ϵ↓ − ϵR.

To study this system, we first vectorize the system and define the vector ρ⃗ such that:

ρ⃗ ≡ (ρ00, ρ11, ρ22, ρ33, ρ44, ρ55, ρ66, ρ77, ρ14, ρ41, ρ36, ρ63) (F.3)
≡ (ρ0, ρ1, ρ2, ρ3, ρ4, ρ5, ρ6, ρ7, ρ14, ρ36, ρ41, ρ63). (F.4)

What we can now easily see by taking the complex conjugate of the system is that it yields the exact
same system but with the following solution:

(ρ∗0, ρ
∗
1, ρ

∗
2, ρ

∗
3, ρ

∗
0, ρ

∗
1, ρ

∗
2, ρ

∗
3, ρ

∗
41, ρ

∗
63, ρ

∗
14, ρ

∗
36). (F.5)

This checks out with the hermiticity of the density matrix, which is a good confirmation of the
correctness of our calculus. Using this property, we obtain the following relations:

ρi = ρ∗i , ρ14 = ρ∗41, and ρ36 = ρ∗63. (F.6)

This allows us to discard the last two equations from this system, meaning that we can discard the
off-diagonal lower terms ρ41 and ρ36, which we will get from the solved upper terms.

With this reduction, we shall now write this system in matrix format. We start by setting γ ≡
reiϕ. Then we choose to separate the real and imaginary parts of the rotated off-diagonal terms by
setting ρ↓ ≡ ρR↓ + iρI↓ ≡ ieiϕρ14 and ρ↑ ≡ ρR↑ + iρI↑ ≡ ieiϕρ36. And finally, we redefine the vector ρ⃗
by deleting the last two redundant components, such that:

ρ⃗ ≡ (ρ0, ρ1, ρ2, ρ3, ρ4, ρ5, ρ6, ρ7, ρ↓, ρ↑). (F.7)

Starting from a system with 12 complex parameters, we have now managed to reduce it down to a
system with 12 real parameters or 8 real parameters and 2 complex parameters.

This system is too complicated to be solved exactly analytically so we will use perturbation
theory in order to find an approximate solution. The small parameterwe should use as a perturbation
shall the magnitude of the tunneling coefficient r = |γ|, which should be an order of magnitude
lower than all the energy scales present in this problem.

We can now write the system in matrix format by defining Λ ≡ Λ0+irΛ1 such as Λρ⃗ = 0, with
the block matrix

Λ0 = diag(A, A, B), (F.8)

filled by

A ≡


−(T −

L + T −
R ) T +

R T +
L 0

T −
R −(T −

L + T +
R ) 0 T +

L

T −
L 0 −(T −

R + T +
L ) T +

R

0 T −
L T −

R −(T +
L + T +

R )

 , (F.9)

and

B =

(
−T −

L − T −
R +T +

L
2 + i∆ T +

L

T −
L −T +

L − T −
R +T +

L
2 + i(∆ + U)

)
(F.10)

and with the perturbation interaction matrix Λ1 such as

Λ1ρ⃗ = (0, ρR↓ , 0, ρ
R
↑ , −ρR↓ , 0, −ρR↑ , 0, ρ4 − ρ1, ρ6 − ρ3). (F.11)
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F.1.1 Preliminary calculus

Let us first start by diagonalizing the matrix Λ0, meaning that we should diagonalize A and B.

The diagonalization of A is straightforward and yields the following eigenvalues
λ0 = 0

λ1 = −T −
L − T +

L

λ2 = −T −
R − T +

R

λ3 = −T −
L − T +

L − T −
R − T +

R

, (F.12)

with the corresponding eigenvectors
v0 = (T +

L T +
R , T

+
L T −

R , T
−
L T +

R , T
−
L T −

R )

v1 = (−T +
R , −T −

R , T
+
R , T

−
R )

v2 = (−T +
L , T

+
L , −T −

L , T
−
L )

v3 = (1, −1, −1, 1)

. (F.13)

As we can see, we can have non-unicity issues whenever λ1, λ2 or λ3 vanishes. In the following,
we will suppose that the tunneling parameters T +

L , T −
L , T +

R and T −
R are chosen such that λ0 is the

only null eigenvalue.

The diagonalization of B is also trivial and yields the eigenvalues λ− = −T −
L +T +

L +T −
R +T +

R
2 + i(∆ + U

2 )−
1
2

√
4T −

L T +
L + (T +

L − T −
L − iU)2

λ+ = −T −
L +T +

L +T −
R +T +

R
2 + i(∆ + U

2 ) +
1
2

√
4T −

L T +
L + (T +

L − T −
L − iU)2

, (F.14)

where the square root of the complex number is chosen such that its real part is positive, and with
the following eigenvectors: v− =

(
T +
L − T −

L − iU −
√

4T −
L T +

L + (T +
L − T −

L − iU)2, 2T −
L

)
v+ =

(
T +
L − T −

L − iU +
√

4T −
L T +

L + (T +
L − T −

L − iU)2, 2T −
L

) . (F.15)

We will also need its inverse, which reads:

B−1 =
1

detB

(
−T +

L − T +
R +T −

R
2 + i(∆ + U) −T +

L

−T −
L −T −

L − T +
R +T −

R
2 + i∆

)
(F.16)

where

detB =

(
T −
L +

T −
R + T +

R

2
− i∆

)(
T +
L +

T −
R + T +

R

2
− i(∆ + U)

)
− T −

L T +
L . (F.17)

F.2 Perturbation theory: kernel approach

Let us look for a perturbed solution ρ⃗ in the kernel of Λ, meaning that we are searching ρ⃗ as an
expanded form ρ⃗ = ρ⃗ (0)+ rρ⃗ (1)+ r2ρ⃗ (2)+ o(r2). Expanding the equation Λρ⃗ = 0, and identifying
each order leads to:

Λ0ρ⃗
(0) = 0Λ0ρ⃗

(1) = −Λ1ρ⃗
(0)Λ0ρ⃗

(2) = −Λ1ρ⃗
(1). (F.18)
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More generally, it is straightforward to see that we can obtain the (i + 1)-th order from the i-th
order by solving the system Λ0ρ⃗

(i+1) = −Λ1ρ⃗
(i), with ρ⃗ (0) in the kernel of Λ0.

From the initial diagonalization, we immediately obtain the kernel of Λ0, which can be written
as:

ρ⃗ (0) = λ v0 ⊗ 0⊗ 0 + µ 0⊗ v0 ⊗ 0 (F.19)

where λ and µ are two real parameters.

Using the properties of the density matrix, we can eliminate one parameter. Because of the
conservation of the probabilities, ρ must have a unit trace. This condition leads to:

Tr ρ(0) = 1=⇒λ = α− µ , (F.20)

where we have set 1/α ≡ (T +
L + T −

L )(T +
R + T −

R ). Rewriting µ ≡ αµ, we thus obtain

ρ⃗ (0) = α
(
(1− µ) v0 ⊗ 0⊗ 0 + µ 0⊗ v0 ⊗ 0

)
. (F.21)

Moreover, the positivity of the density matrix imposes 0 ⩽ µ ⩽ 1.

Apparently here, we now have a problem because ρ (0) cannot be determined uniquely because
of this free λ parameter. Thismeans that the steady-state solution to themaster equationwill depend
on its initial condition! Fortunately, in this case, we can deduce the final state corresponding to the
initial state quite easily. Indeed, we point out that ρ(0) taken as a density matrix should correspond
to a solution of the Liouville-Von Neumann equation with γ = 0 encoded in the Hamiltonian:

H = ϵ↑n↑ + ϵ↓n↓ + ϵRnR + J n↓nR + U n↑n↓ +HL +HR +HSL +HSR . (F.22)

Looking at this operator, it should be clear that we have the commutation relation [H, n↓] = 0.
Therefore, n↓ is a conserved quantity during the time evolution of the whole system. This property
is transferring directly to ρ⃗ (0), which should therefore verify

Tr ρ(0)n↓ = Tr ρ(0)n↓ ⇔ µ = ⟨n↓(0)⟩ . (F.23)

This initial information gives us the value of µ that corresponds to the initial occupation number of
the down spin energy level of the left qubit. It should be clear that the two extremal values µ = 0

and µ = 1 will be the most interesting.

We can now move to finding the first order ρ(1). We need to solve Λ0ρ⃗
(1) = Λ1ρ⃗

(0). The
right-hand side reads:

Λ1ρ⃗
(0) = (0, 0, 0, 0, 0, 0, 0, 0, ρ

(0)
4 − ρ

(0)
1 , ρ

(0)
6 − ρ

(0)
3 ) (F.24)

=
(
0, 0, 0, 0, 0, 0, 0, 0, αT +

L (µT +
R − (1− µ)T −

R ), αT −
L (µT +

R − (1− µ)T −
R )
)
.

(F.25)

Decomposing ρ⃗ (1) as ρ⃗(1) = ρ⃗
(1)
+ ⊗ ρ⃗

(1)
− ⊗

(
ρ
(1)
↓
ρ
(1)
↑

)
, we immediately obtain the following three

equations from the block diagonal expression of Λ0:

Aρ⃗
(1)
+ = 0, Aρ⃗

(1)
− = 0, and B

(
ρ
(1)
↓
ρ
(1)
↑

)
= −α(µT +

R − (1− µ)T −
R )

(
T +
L

T −
L

)
, (F.26)
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Let us focus first on the last system which gives a unique solution given the inversibility of B: ρ
(1)
↓ =

αT +
L

detB (µT
+
R − (1− µ)T −

R )
(
T +
L + T −

L +
T −
R +T +

R
2 − i(∆ + U)

)
ρ
(1)
↑ =

αT −
L

detB (µT
+
R − (1− µ)T −

R )
(
T +
L + T −

L +
T −
R +T +

R
2 − i∆

) . (F.27)

The general solution to the first-order equation thus leads to the unique off-diagonal terms we just
found plus additional diagonal terms in the kernel of Λ0. Having non-zero diagonal terms would
give first-order corrections to the unit-trace condition of the density matrix and to the mean value
of the number operators. Such solutions would therefore be less physical so we should discard them
to keep the normalization of the density matrix intact.

Unfortunately, this method cannot be used to evaluate the higher orders. Indeed, we can show
that the system Λ0ρ⃗

(2) = −Λ1ρ⃗
(1) has no solution because ℜ(ρ(1)↓ ) ̸= ℜ(ρ(1)↑ ). We shall thus limit

the analysis to the first order we have just derived.

Collecting every piece together thus leads to a steady-state solution ρµ calculated up to first
order in γ with null coefficients everywhere except:

ρµ00 = α(1− µ)T +
L T +

R

ρµ11 = α(1− µ)T +
L T −

R

ρµ22 = α(1− µ)T −
L T +

R

ρµ33 = α(1− µ)T −
L T −

R

ρµ44 = αµT +
L T +

R

ρµ55 = αµT +
L T −

R

ρµ66 = αµT −
L T +

R

ρµ77 = αµT −
L T −

R

ρµ14 = −iγ∗
αT +

L
detB (µT

+
R − (1− µ)T −

R )
(
T +
L + T −

L +
T −
R +T +

R
2 − i(∆ + U)

)
ρµ36 = −iγ∗

αT −
L

detB (µT
+
R − (1− µ)T −

R )
(
T +
L + T −

L +
T −
R +T +

R
2 − i∆

)
ρµ41 = iγ

αT +
L

detB∗ (µT +
R − (1− µ)T −

R )
(
T +
L + T −

L +
T −
R +T +

R
2 + i(∆ + U)

)
ρµ63 = iγ

αT −
L

detB∗ (µT +
R − (1− µ)T −

R )
(
T +
L + T −

L +
T −
R +T +

R
2 + i∆

)

. (F.28)
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Appendix G

Energy and Entropy for Different
Measurement Protocols

G.1 On the applicability of the relation between the en-
ergy increment given by the measurement and the
coherence energy

Referring to the main text, the master equation reads:

dρS
dt

= −i[HS , ρS ] + T −
L D[c†↑](ρS) + T +

L D[c↑](ρS) + T −
R D[c†R](ρS) + T +

R D[cR](ρS) (G.1)

In the canonical basis we chose, we write a set of 12 equations independent of the 52 others. We can
thus decompose the density matrix ρS taken as a vector such as ρ⃗S = ρ⃗D ⊗ ρ⃗F with

dρ⃗D
dt

= Dρ⃗D and dρ⃗F
dt

= F ρ⃗F , (G.2)

where D and F are two matrices. The first equation with D is describing the evolution of the 12
coefficients we are interested in, in particular the 8 diagonal terms ; while the second equation in F
dictates the evolution of the rest of the coefficients. It thus appears that when the device is initialized
in a pure state, a thermal state, or any state with no coherence, then ρ⃗F (0) = 0, which would lead
to ρ⃗F (t) = etF ρ⃗F (0) = 0. This - not too restrictive - initial condition would thus imply that the
52 coefficients of ρS describing ρ⃗F remain null during the whole time-dependent evolution of the
thermalizing stroke. Furthermore, the measurement is also not changing these coefficients as it is
projecting the density matrix onto a diagonal state, therefore the measurement only has an effect
on the coefficients described by ρ⃗D . This thus shows that ρ⃗F = 0 at any time, for all cycles and for
all measurement protocols, provided that we start with ρ⃗F (0) = 0.

This reduction down to the 12 coefficients reveals that the essential relation ∆E = −⟨C⟩ re-
mains valid at any time, for all cycles, since the calculus that led to it in the main text remains the
same given the shape of the density matrix.
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G.2 Energy for other measurement protocols

G.2.1 Unselective measurement of the spin of the left quantum dot

Let us now study the case where the environment measures the spin of the left quantum dot at
frequent times. The spin operator S reads

S = n↑ − n↓ = 1× n↑(1− n↓)− 1× n↓(1− n↑) + 0× (n↑n↓ + (1− n↑)(1− n↓)) . (G.3)

The measurement can give one of the three values 0, 1 or -1 and at time τ+, the unselected measured
state read:

ρ(τ+) = (n↑n↓ + (1− n↑)(1− n↓))ρ↑(n↑n↓ + (1− n↑)(1− n↓)) + n↑(1− n↓)ρn↑(1− n↓)

+ n↓(1− n↑)ρn↓(1− n↑). (G.4)

Once again, we observe that the off-diagonal terms do not contribute to any of the projected states
because they involve the tunneling of one electron between the two sites, leading to

ρ(τ+) =
7∑
i=0

ρii|i⟩⟨i|. (G.5)

The calculation for the average energy increase is then straightforward and identical to the case
treated in the main text, and we find the exact previous result ⟨∆E⟩ = −Tr[Cρ].

G.2.2 Unselective measurement of the charge of the left quantum
dot

The very same results hold when measuring the charge of the left quantum dot. In this case, the
charge operator QL reads

QL = n↓ + n↑ = 0× (1− n↓)(1− n↑) + 1× (n↑(1− n↓) + n↓(1− n↑)) + 2× n↓n↑ , (G.6)

which yields the following measured state:

ρ(τ+) = (1−n↓)(1−n↑)ρ(1−n↓)(1−n↑)+(n↑(1−n↓)+n↓(1−n↑))ρ(n↑(1−n↓)+n↓(1−n↑))
+ n↓n↑ρn↓n↑. (G.7)

And again, the off-diagonal terms do not contribute, which leads again to the previous result ⟨∆E⟩ =
−Tr[Cρ].

G.2.3 Unselective measurement of the total charge

As a counterexample, let us now consider an observable that acts on both quantum dots, namely the
total charge Q = n↑ + n↓ + nR, which decomposes as:

Q =

0× (1− n↑)(1− n↓)(1− nR)

+1× [n↑(1− n↓)(1− nR) + (1− n↑)n↓(1− nR) + (1− n↑)(1− n↓)nR]

+2× [n↑n↓(1− nR) + n↑(1− n↓)nR + (1− n↑)n↓nR]

+3× n↑n↓nR

. (G.8)
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Just as in the previous section, we can calculate the measured state and we find the very simple
result ρ(τ+) = ρ. This time, off-diagonal terms are present in the projected state, which is identical
to the thermalized state! Therefore, the average energy increment ∆E vanishes! In this case, we
cannot expect the measurement to energize the system on average because it does not produce the
necessary separation and leaves the state unchanged.

G.2.4 Selective measurement of the occupation of the right quan-
tum dot

Let us initialize our engine at t0 = 0 in some state ρ(0) such that µ = ⟨n↓(0)⟩. After completing the
first thermalization process, a selective partial projective measurement of the system is performed
by the environment at time τ . This measurement projects the system from the steady state ρ(τ−) =
ρµ ≡ ρ to a projected state ρi(τ+) that depends on the measurement outcome i.

The measurement of the occupation of the right quantum dot nR can only give one of the two
values 1 or 0, which code either the presence or the absence of one electron on the right-hand QD.
The two possible projected states read:{

ρ1(τ+) = nRρR
Tr[nRρ]

ρ0(τ+) = (1−nR)ρ(1−nR)
Tr[(1−nR)ρ]

. (G.9)

The same argument holds once again: the off-diagonal terms do not contribute in the projected states
because they encode the tunneling of one electron from one site to the next. Hence we calculate{

ρ1(τ+) = ρ11|1⟩⟨1|+ρ33|3⟩⟨3|+ρ55|5⟩⟨5|+ρ77|7⟩⟨7|
ρ11+ρ33+ρ55+ρ77

ρ0(τ+) = ρ00|0⟩⟨0|+ρ22|2⟩⟨2|+ρ44|4⟩⟨4|+ρ66|6⟩⟨6|
ρ00+ρ22+ρ44+ρ66

. (G.10)

The associated probabilities to obtain these two states are given by{
p1(τ+) ≡ Tr[nRρ] = ρ11 + ρ33 + ρ55 + ρ77
p0(τ+) ≡ Tr[(1− nR)ρ] = ρ00 + ρ22 + ρ44 + ρ66

. (G.11)

From these quantities, we can now calculate the impact of the measurement in terms of energy and
entropy. For each of the two measurement outcomes, the energy of the system respectively changes
by an amount ∆E1 and ∆E0 such that

∆Ei = Tr[HSρ
i(τ+)]− Tr[HSρ(τ

−)] . (G.12)

We calculate

Tr[HSρ(τ
−)] =

7∑
i=0

Hiiρii + γρ14 + γρ36 + γ∗ρ41 + γ∗ρ63 (G.13)

then {
Tr[HSρ

1(τ+)] = H11ρ11+H33ρ33+H55ρ55+H77ρ77
ρ11+ρ33+ρ55+ρ77

Tr[HSρ
0(τ+)] = H00ρ00+H22ρ22+H44ρ44+H66ρ66

ρ00+ρ22+ρ44+ρ66

. (G.14)

This allows us to derive the expected value of the energy increment ∆E ≡ p1∆E1 + p0∆E0. We
emphasize the difference here between the average value of a quantum observable over all possible
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quantum trajectories written between angles ⟨·⟩ and the expectation value of a random variable
coming from the measurement of the system, written with an overline ·. We directly notice that the
terms coming from the diagonal components all vanish, leaving only

∆E = −γρ14 − γρ36 − γ∗ρ41 − γ∗ρ63 = −2ℜ[γ(ρ14 + ρ36)] = −Tr[Cρ] . (G.15)

Therefore, the energy increment is identical to the case of unselective quantum measurement.

Now, for the next cycle, we need to obtain is the particle number with spin ↓ in the left quan-
tum dot so that we can calculate the next thermalized state. Fortunately, because the two possible
projected states are diagonal, we obtain directly{

Tr[n↓ρ
1(τ+)] = ρ55+ρ77

ρ11+ρ33+ρ55+ρ77
= µ

Tr[n↓ρ
0(τ+)] = ρ44+ρ66

ρ00+ρ22+ρ44+ρ66
= µ

. (G.16)

This means that the occupation number with spin ↓ remains unchanged after both the thermalizing
and the measurement processes for both outcomes of the measurement! Therefore, the second cycle
starts again with ⟨n↓(τ+)⟩ = µ, so it yields the same thermalized state just before the second
measurement as in the previous cycle. This means that ρ(2τ−) = ρ(τ−) = ρ and thus ρi(2τ+) =
ρi(τ+).

An instant recursion then allows us to explicitly obtain the state of the system at the end-point
of each cycle n: 

ρ(nτ−) = ρ

ρ1(nτ+) = ρ11|1⟩⟨1|+ρ33|3⟩⟨3|+ρ55|5⟩⟨5|+ρ77|7⟩⟨7|
ρ11+ρ33+ρ55+ρ77

ρ0(nτ+) = ρ00|0⟩⟨0|+ρ22|2⟩⟨2|+ρ44|4⟩⟨4|+ρ66|6⟩⟨6|
ρ00+ρ22+ρ44+ρ66

. (G.17)

G.2.5 Selective measurement of the spin of the left quantum dot

Let us now study the case where the environment operates a selective measurement of the spin of
the left quantum dot at frequent times. At time τ+, the three possible projected states read:

ρ0(τ+) =
n↑n↓+(1−n↑)(1−n↓)ρ↑n↓+(1−n↑)(1−n↓)

Trn↑n↓+(1−n↑)(1−n↓)ρ]
= ρ00|0⟩⟨0|+ρ11|1⟩⟨1|+ρ66|6⟩⟨6|+ρ77|7⟩⟨7|

ρ00+ρ11+ρ66+ρ77

ρ1(τ+) =
n↑(1−n↓)ρn↑(1−n↓)

Tr[n↑(1−n↓)ρ]
= ρ22|2⟩⟨2|+ρ33|3⟩⟨3|

ρ22+ρ33

ρ−1(τ+) =
n↓(1−n↑)ρn↓(1−n↑)

Tr[n↓(1−n↑)ρ]
= ρ44|4⟩⟨4|+ρ55|5⟩⟨5|

ρ44+ρ55

, (G.18)

with the corresponding probabilities
p0(τ+) = Tr[(2n↓n↑ − n↑ − n↓)ρ] = ρ00 + ρ11 + ρ66 + ρ77
p1(τ+) = Tr[n↑(1− n↓)ρ] = ρ22 + ρ33
p−1(τ+) = Tr[n↓(1− n↑)ρ] = ρ44 + ρ55

, (G.19)

Once again, we observe that the off-diagonal terms do not contribute to any of the projected states
because they involve the tunneling of one electron between the two sites.

Therefore, we can write ∆E = p0∆E0 + p1∆E1 + p−1∆E−1 with ∆Ei = Tr[HSρ
i(τ+)] −

Tr[HSρ]. Given that we have
Tr[HSρ

0(τ+)] = H00ρ00+H11ρ11+H66ρ66+H77ρ77
ρ00+ρ11+ρ66+ρ77

Tr[HSρ
1(τ+)] = H22ρ22+H33ρ33

ρ22+ρ33

Tr[HSρ
−1(τ+)] = H44ρ44+H55ρ55

ρ44+ρ55

, (G.20)
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we find the exact previous result ∆E = −Tr[Cρ].

Compared to the previous in the main text where the parameter µ remains unchanged for each
cycle, in this case, the measurement has an impact on the spin ↓ population on the left quantum dot,
which can lead to three different values for the initial condition of the next cycle:

µ0(τ+) = Tr[n↓ρ
0(τ+)] = ρ66+ρ77

ρ00+ρ11+ρ66+ρ77
=

µT −
L

(1−µ)T +
L +µT −

L

µ1(τ+) = Tr[n↓ρ
1(τ+)] = 0

µ−1(τ+) = Tr[n↓ρ
−1(τ+)] = 1

. (G.21)

Nonetheless, its average value µ = p0µ0 + p1µ1 + p−1µ−1 remains unchanged:

µ =
µT −

L

(1− µ)T +
L + µT −

L

×
[
α(T +

R + T −
R )((1− µ)T +

L + µT −
L )
]
+ 1×

[
αµT +

L (T +
R + T −

R )
]
= µ .

(G.22)
This means that the initial value at the beginning of each thermalizing stroke describes a stochastic
sequence µn such that:

µn+1 =


µnT −

L

(1−µn)T +
L +µnT −

L

with probability p0(nτ+)

0 with probability p1(nτ+)

1 with probability p−1(nτ+)

. (G.23)

It is quite straightforward to see that after some time, starting from a random initial value µ0, the
sequence µn can only take one of the two values 0 or 1. Indeed, let us consider the first cycle, such
as µn0 = 0 or µn0 = 1. In the first case µn0 = 0, we have:

µn0+1 =

{
0 with probability p1(nτ+) + p0(nτ+) = 1

1 with probability p−1(nτ+) = 0
. (G.24)

Recursively, we then show that the sequence µn stabilizes at 0. And in the second case µn0 = 1, we
have:

µn1+1 =

{
0 with probability p1(nτ+) = 0

1 with probability p−1(nτ+) + p0(nτ+) = 1
. (G.25)

A trivial recursion hence shows the stabilization at either µn = 0 or µn = 1. This shows that
when starting with µ0 = 0, the value of µ remains constant and is stabilized by the measurements,
which guarantees that the energy increment ∆E remains positive, i.e. that energy can potentially
be extracted during each cycle.

G.2.6 Selective measurement of the charge of the left quantum dot

The very same results hold when measuring the charge of the left quantum dot. It yields the fol-
lowing projected states:

ρ0(τ+) =
(1−n↓)(1−n↑)ρ(1−n↓)(1−n↑)

Tr[(1−n↓)(1−n↑)ρ]
= ρ00|0⟩⟨0|+ρ11|1⟩⟨1|

ρ00+ρ11

ρ1(τ+) =
(n↑(1−n↓)+n↓(1−n↑))ρ(n↑(1−n↓)+n↓(1−n↑))

Tr[(n↑(1−n↓)+n↓(1−n↑))ρ]
= ρ22|2⟩⟨2|+ρ33|3⟩⟨3|+ρ44|4⟩⟨4|+ρ55|5⟩⟨5|

ρ22+ρ33+ρ44+ρ55

ρ2(τ+) =
n↓n↑ρn↓n↑
Tr[n↓n↑ρ]

= ρ66|6⟩⟨6|+ρ77|7⟩⟨7|
ρ66+ρ77

,

(G.26)
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with the associated probabilities
p0(τ+) = Tr[(1− n↓)(1− n↑)ρ] = ρ00 + ρ11
p1(τ+) = Tr[(n↑(1− n↓) + n↓(1− n↑))ρ] = ρ22 + ρ33 + ρ44 + ρ55
p2(τ+) = Tr[n↓n↑ρ] = ρ66 + ρ77

. (G.27)

Once again, the off-diagonal terms do not contribute, which leads to the following mean energies
for each outcome: 

Tr[HSρ
0(τ+)] = H00ρ00+ρ11H11

ρ00+ρ11

Tr[HSρ
1(τ+)] = H22ρ22+ρ33H33+H44ρ44+ρ55H55

ρ22+ρ33+ρ44+ρ55

Tr[HSρ
2(τ+)] = H66ρ66+ρ77H77

ρ66+ρ77

, (G.28)

This leads again to the previous result ∆E = −Tr[Cρ].

Similarly to the previous case, we find that the initial values follow a stochastic sequence µn
such that:

µn+1 =


0 with probability p0(nτ+)

µnT +
L

(1−µn)T −
L +µnT +

L

with probability p1(nτ+)

1 with probability p2(nτ+)

. (G.29)

Its average also remains constant and a recursion shows once again that after some time, the se-
quence stabilizes at a constant value µn = 0 or µn = 1 depending on which of the two is reached
first.

G.2.7 Selective measurement of the total charge

Let us now consider the total charge Q = n↑ + n↓ + nR, acting on both QD. We can calculate the
four possible projected states:

ρ0(τ+) = |0⟩⟨0|
ρ1(τ+) = ρ11|1⟩⟨1|+ρ22|2⟩⟨2|+ρ44|4⟩⟨4|+ρ14|1⟩⟨4|+ρ41|4⟩⟨1|

ρ11+ρ22+ρ44

ρ2(τ+) = ρ33|3⟩⟨3|+ρ55|5⟩⟨5|+ρ66|6⟩⟨6|+ρ36|3⟩⟨6|+ρ63|6⟩⟨3|
ρ33+ρ55+ρ66

ρ3(τ+) = |7⟩⟨7|

, (G.30)

and the probabilities: 
p0(τ+) = ρ00
p1(τ+) = ρ11 + ρ22 + ρ44
p2(τ+) = ρ33 + ρ55 + ρ66
p3(τ+) = ρ77

. (G.31)

This time, off-diagonal terms are present in the projected states! And we can now easily see that
the average energy increment ∆E = p0∆E0 + p1∆E1 + p2∆E2 + p3∆E3 vanishes! In this case,
we cannot expect the measurement to energize the system on average because it does not produce
the necessary separation.
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G.3 Entropy for the various measurement protocols

G.3.1 Second-order correction

Aswe have shown in Appendix F, the perturbative kernel approach solution we have derived cannot
yield a second-order correction because the system is not invertible. Nonetheless, it is still possible
to find such a correction using another trick. Indeed, one should remember that the density matrix
is a positive hermitian matrix, but the solution we have found up to first order may not verify this
positivity condition whenever µ = 0 or µ = 1. We shall thus try to find a second-order correction
that does not change the eigenvalues of the density matrix up to second order.

Let us first remunerate the basis and set:

|0̃⟩ ≡ |0⟩ = |00⟩, |1̃⟩ ≡ |1⟩ = |0 ↓⟩, |2̃⟩ ≡ |4⟩ = | ↓ 0⟩, |3̃⟩ ≡ |3⟩ = | ↑↓⟩,
|4̃⟩ ≡ |6⟩ = |20⟩, |5̃⟩ ≡ |5⟩ = | ↓↓⟩, |6̃⟩ ≡ |2⟩ ≡ | ↑ 0⟩, |7̃⟩ ≡ |7⟩ = |2 ↓⟩

, (G.32)

such as the perturbative steady state matrix now reads in this basis

ρ =



ρ00 0 0 0 0 0 0 0

0 ρ11 ρ14 0 0 0 0 0

0 ρ∗14 ρ44 0 0 0 0 0

0 0 0 ρ33 ρ36 0 0 0

0 0 0 ρ∗36 ρ66 0 0 0

0 0 0 0 0 ρ55 0 0

0 0 0 0 0 0 ρ22 0

0 0 0 0 0 0 0 ρ77


, (G.33)

so that it is block-diagonal.

Let us then focus on a block
(
p+ ra

ra∗ p−

)
with p+, p− > 0 and let us suppose without loss of

generality that p+ > p− (as we are only interested in the eigenvalues of such a matrix, one can still
permute the basis vectors and rename p+ and p− to satisfy this condition). The eigenvalues λ+ and
λ− then read:

λ± =
p+ + p−

2
±
√(p+ − p−

2

)2
+ r2|a|2 , (G.34)

which expands into:

λ± = p± ± r2|a|2

p+ − p−
+ o(r2) . (G.35)

Therefore, if we want to kill the second-order term in these eigenvalues, we may set p± ≡ p± ∓
r2|a|2
p+−p− .

We should now check that this correction to the diagonal indeed does not change the eigenval-

ues. Let us then consider the block
(
p+ − r2λ ra

ra∗ p− + r2λ

)
where λ ≡ |a|2

p+−p− . Then the eigenval-

ues now read:

µ± =
p+ + p−

2
±
√(p+ − p−

2

)2
+ r4λ2 = p± + o(r2) , (G.36)
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so the correction indeed does not change the eigenvalue up to the second order.

This demonstration allows us to build a second-order correction term ρ(2):

ρ(2) =
|ρ14|2

ρ11 − ρ44
(|4⟩⟨4| − |1⟩⟨1|) + |ρ36|2

ρ33 − ρ66
(|6⟩⟨6| − |3⟩⟨3|) . (G.37)

G.3.2 Entropy for unselective quantum measurements

Let us study the evolution of the Von-Neumann entropy of the system at each step of the cycle.
Before the measurement, for any observable separating the state we consider, the entropy of the
thermalized state is given by

S(nτ−) = S(ρ) = −Tr[ρ ln ρ] . (G.38)

Then, the final entropy after themeasurement of the observable nR will depend on themeasurement
outcome. When unselective quantummeasurements breaking the coherence are performed, we have
showed in the main text as well as in the previous section of this Appendix that the cycle is the same
regardless of the considered observable since ρ(nτ−) = ρ and ρ(nτ+) =

∑7
i=0 ρii|i⟩⟨i|. Therefore,

the first term is trivial because ρ(τ+) is diagonal and leads to

S(ρ(τ+)) = −
7∑
i=0

ρiiln ρii. (G.39)

Then the second term may be evaluated using the second order we just derived. By diagonalizing
ρ, we obtain S(ρ) = S(ρ) + o(γ2) since the second order term has been chosen exactly so that the
eigenvalues of ρ calculated at the second order remain the same as the first and zero order. In the
end, we get∆S = o(γ2) and we shall not try to extend this calculation to the third order but simply
consider that the measurement process is nearly isentropic, which is sufficient for the purpose of
this study.

From the previous calculation, we notice that the corrections we found for ρ vanish in the en-
tropy, only resulting in null corrections up to the third-order of this entropy. We can thus neglect
the entropy change as long as we stay at low temperature and in the perturbative regime. The only
statement we can make up to this point is on the sign of ∆S which should be positive because of
the thermodynamic effect of unselective quantum measurements [577, 578].

This means that the measurement is reorganizing the two-QD system so that it creates localized
information from a delocalized form.

G.3.3 Entropy for selective measurement of the occupation of the
right quantum dot

From the previous calculation, the entropy of the thermalized state reduces to the entropy of the
diagonal terms of ρ:

S(ρ) = −ρ00ln ρ00 − ρ11ln ρ11 − ρ22ln ρ22 − ρ33ln ρ33 + o(γ2) . (G.40)
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Let us now study how the entropy changes after the selective measurement. The final entropy
after the measurement of the observable nR will depend on the measurement outcome. This leads to
the definition of two different entropies S1 ≡ S(ρ1(τ+)) and S0 ≡ S(ρ0(τ+)), which are calculated
simply because the projected states are diagonal:{

S1 = −ρ11ln ρ11−ρ33ln ρ33+(ρ11+ρ33)ln(ρ11+ρ33)
ρ11+ρ33

S0 = −ρ00ln ρ00−ρ22ln ρ22+(ρ00+ρ22)ln(ρ00+ρ22)
ρ00+ρ22

. (G.41)

This leads us to define the expected value of the entropy of the projected state S = p1S1 + p0S0,
which reads

S = −ρ11ln ρ11−ρ33ln ρ33+(ρ11+ρ33)ln(ρ11+ρ33)−ρ00ln ρ00−ρ22ln ρ22+(ρ00+ρ22)ln(ρ00+ρ22) .

(G.42)
So the expectancy of the entropy increase defined as∆S ≡ S − S(ρ), reads

∆S = (ρ00 + ρ22)ln(ρ00 + ρ22) + (ρ11 + ρ33)ln(ρ11 + ρ33) . (G.43)

Wewitness that the sign of∆S is negative. Thismeans that the reading of themeasurement outcome
reduces the mixture of states through the elimination of the components coding for the unmeasured
states. Contrary to the case of unselectivemeasurements, we thus find that reading themeasurement
outcome is reducing the entropy of the state.

This entropy difference can be minimized and we find that ∆S ⩾ −ln 2, reaching equality
whenever

ρ00 + ρ22 =
1

2
and ρ11 + ρ33 =

1

2
. (G.44)

Indeed, the measurement can yield two possible outcomes so the information extracted from the
system should not exceed ln 2 as expected.

G.3.4 Entropy for selective measurement of the charge of the left
quantum dot

The derivation of the entropies of each outcome of the measurement of the charge on the left QD is
again straightforward and leads to:

S0 = 1
ρ00+ρ33

[−ρ00ln ρ00 − ρ33ln ρ33 + (ρ00 + ρ33)ln(ρ00 + ρ33)]

S1 = 0

S−1 = 0

. (G.45)

This leads to the average projected entropy∆S = p0S0 + p1S1 + p−1s−1 :

⟨S⟩ = −ρ00ln ρ00 − ρ33ln ρ33 + (ρ00 + ρ33)ln(ρ00 + ρ33) , (G.46)

and to the average entropy increase:

∆S = ρ11ln ρ11 + ρ22ln ρ22 + (ρ00 + ρ33)ln(ρ00 + ρ33) < 0 . (G.47)

This time, the minimum is different as we have∆S ⩾ −ln 3, with an equality when

ρ11 =
1

3
, ρ22 =

1

3
and ρ00 + ρ33 =

1

2
. (G.48)

Again, this result is consistent with a measurement that can yield three possible values, leading to
a decrease in entropy capped by ln 3.
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G.3.5 Entropy for selectivemeasurement of the spin of the left quan-
tum dot

In the case of the spin on the left QD, we have again:
S0 = 0

S1 = 1
ρ11+ρ22

[−ρ11ln ρ11 − ρ22ln ρ22 + (ρ11 + ρ22)ln(ρ11 + ρ22)]

S−1 = 0

, (G.49)

leading to
S = −ρ11ln ρ11 − ρ22ln ρ22 + (ρ11 + ρ22)ln(ρ11 + ρ22) , (G.50)

and
∆S = ρ00ln ρ00 + ρ33ln ρ33 + (ρ11 + ρ22)ln(ρ11 + ρ22) < 0 . (G.51)

In this case, the minimum is the same ∆S ⩾ −ln 3, but the equality is achieved for different popu-
lation

ρ00 =
1

3
, ρ33 =

1

3
and ρ11 + ρ22 =

1

2
. (G.52)
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Appendix H

Engine Operational Simulations

H.1 Numerical parameters

According to our previous experimental studies, the spin splitting ∆ is estimated at ∆ ≈ 2 − 10

meV from ab-initio analytical calculations in Ref. [18] and reveal a bias dependence as it is linked
to the spintronic anisotropy. Whereas in Ref. [19], density functional theory revealed a splitting of
∆ = 0.7 meV. It is unclear whether the spin splitting should represent the on-site splitting ϵ↓ − ϵ↑
or the two-sites splitting ϵ↓ − ϵR. We shall thus take all ϵ in the meV range to stay in line with the
previous results so we set ϵ↓ = 8 meV, ϵ↑ = −3 meV and ϵR = 1 meV for all the simulations.

In Ref. [19], we observed experimentally a magnetic phase transition on the bulk unprocessed
material of interest and found critical temperature of Tc = 120 K, indicating that the parameter
coding for the magnetic coupling between the sites J should be of the order of J ≈ 10 meV. In all
of the simulations, we thus set J = 8 meV. Numerical experiments performed when changing the
value of J showed that the behavior of the engine was very weakly influenced by this parameter,
which is in line with the perturbative solution we derived that does not depend on J .

Therefore, the previous studies allows us to fix the energy scale of reference by setting the
energies of the bare atomic quantum dots in the meV range, but it remains insufficient to give a
precise value to the other parameters.

The Coulombic repulsion parameter U has been evaluated to be ranging between 10 meV and
10 eV in atomic systems from experimental and theoretical studies, so we shall study the influence
of this parameter within this range ; and the tunnel coupling between the two quantum dots γ
could vary between γ ≈ 0.01 meV in the case where the two sites are weakly coupled to γ ≈ 10

eV when the two sites are really close to each other and hybridize strongly. We shall study various
possibilities for this parameter within this large range.

Finally, we set T ≈ 0.01− 0.1 meV for most of the simulations in order for the weak-coupling
approximation to hold and we studied the influence of this parameter over an extended range to
show different operational regimes of the engine (see Fig.4 in the main text).
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H.2 Unselective measurements

H.2.1 Measurement of right qubit

The simulations all revealed a perfect agreement between ∆E and −⟨C⟩, as predicted in the main
text. This concordance between the two values has been tested for all the runs we did involving
unselective measurements, which confirms the validity of our analysis.

In Fig. H.1(a) and (b), we show additional information corresponding to Fig.3 in the main text.
This plot shows the evolution of µ during the operation of a large number of cycles. It confirms
the observation of a transitory regime lasting for about 105 cycles during which µ = 1/2 + dµ,
dµ > 0, is steadily decreasing while ∆E is presenting a steep decrease then an erratic behavior
around 0, before reaching a stationary regime after 4.105 cycles. A peculiar point we should raise
regarding this experiment is that, we do observe a convergence towards µ = µc = 1/2 for these
parameters, as predicted by the perturbation model, with a singular difference though, revealing
that ∆E > 0 while µ > µc, which should be prohibited in the first order solution. This shows that
the perturbation solution we developed can be relevant for predicting the operational steady-state
for the engine, but it fails to render the right behavior of the system in the neighborhood of this
point.

The two experiments feature a singular difference: in Fig. H.1(a), µ is stable in the limit cycle,
saturating at dµ = 2.86 × 10−8 meV while in Fig. H.1(b), µ is decreasing linearly very slowly,
saturating at dµ = 3.46 × 10−8 meV but with a decrease of the order of ∆µ ≈ 10−17 per cycle.
Though this slow decrease in µ is not influencing the energy increment ∆E which stays constant.
At this point we do not know the origin of such an infinitesimal drift in µ, it could be physical but it
could also originate from numerical floating point approximations. If this linear decrease persist, we
expect a measurable effect on µ after cycle number dµ/∆µ ≈ 109 cycles corresponding to a time
t = 109τ ≈ 1 ms. It shows that another phase transition could occur after this time or we could
reach a stable steady-state just as we found in Fig. H.1(a). We leave this point to future studies and
consider that the system stays trapped around the non-equilibrium state we find after 106 cycles.

H.2.2 Power-dissipating regime

As we saw in the main text and above, the initial state ρ0 is a critical parameter which is strongly
influencing the limit cycle the system will reach after a while.

To illustrate this claim, we show in Fig.H.2 a simulation run of the engine with the same param-
eters than in Fig.3 in the main text, but with the initial condition ρ0 = | ↑↓⟩⟨↑↓ |. In Fig.H.2(b), we
notice the same three phases pointed in the main text: the first cycles are characterised by a rapid
decrease of the energy increment towards 0, then a stochastic phase around 0 is observed, and finally
after about 105 cycles, the system gets trapped in a limit non-equilibrium state with two possible
energy increment ∆E = −3.4 meV and ∆E = −2.3 peV, leading to an average E[∆E] = −2.9

peV. This negative value thus show that the limit cycle is dissipative in this case. In Fig.H.2(b), we
observe that µ is increasing from 0 to almost 0.5 during the first 105 cycles, following an exponential
line shape very similar to the previous experiments presented in Fig.H.1. But the limit cycle is such
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Figure H.1: Simulation results of µ. The corrected perturbative results (orange) derived
from Appendix F and the numerically calculated solution at 4 ps (blue) are shown. The
transitional regime of the first 105 cycles are shown in the main figures and the insets show
the non-equilibrium steady-state after 4.105 cycles. The parameters used are ϵ↓ = 8, ϵ↑ =

−3, ϵR = 1, J = 8, U = 1000, γ = 0.1, T +
L = T −

L = 0.1, T −
R = T +

R = 0.01. For (a)
ρ0 = | ↓↓⟩⟨↓↓ | and for (b) ρ0 = 1

2
| ↑↓⟩⟨↑↓ |+ 1

2
| ↓↓⟩⟨↓↓ |.

as dµ < 0 for this run, which leads to this dissipative phase. We finally observe that the limit cycle
feature an infinitesimal linear decrease of µ just as in Fig.H.1(b). And without giving more details,
we notice that this behavior emerges when we can get two possible values of the energy increment
∆E for the limit cycle. It could be that this drift of µ is ultimately leading to a closure of the energy
gap between the two limit values of∆E.

This study shows that a particular priming is necessary for the engine to work, meaning that the
initial state of the system must be carefully tailored in order to reach an active limit cycle which will
persist after a long time. We argue that this crucial fine tuning originates from the non-ergodicity of
the cycle we are studying. Indeed, systems without this property cannot thermalize such that their
trajectory is limited to some bounded region of the phase space ; in which case the system stays
trapped in the local potential well of a metastable state endowed with singular properties that differ
from the global equilibrium thermal state. It thus appears that the frequent quantum measurements
performed on the system is limiting the ability of the system to visit the whole phase space, thus
trapping it in an active state for what seems to be eternity, until a small perturbation outside the
scope of the present study eventually allows it to gain enough energy to move to another phase
space domain.

H.2.3 Measurement of left qubit

Aswe saw in Appendix G, the behavior of the enginemight be different depending on the observable
we choose for the measurement. We showed previously that changing the observable does not
change the energy increment one can hope to harvest, and in fact, in the case of the unselective
measurements, we argue that this choice will not change the time evolution of the engine in any
way. Indeed, based on previous calculations, it is straightforward to see that the projective channel
ρ →

∑
k ΠkρΠk is exactly the same channel if we decide to measure nR, Q or S, as they all have

the same effect of deleting the off-diagonal terms in ρ, while keeping its diagonal unchanged. This
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Figure H.2: Simulation results of a dissipative device. ∆E in (a) and µ in (b). The
corrected perturbative results (orange) derivated from Appendix F and the numerically cal-
culated solution at 4 ps (blue) are shown. The transitional regime of the first 105 cycles
are shown in the main figures and the insets show the non-equilibrium steady-state after
4.105 cycles. The parameters used are ϵ↓ = 8, ϵ↑ = −3, ϵR = 1, J = 8, U = 1000, γ =

0.1, T +
L = T −

L = 0.1, T −
R = T +

R = 0.01. The initial state was set to ρ0 = | ↓↓⟩⟨↓↓ | and
lead to a dissipative steady-state contrary to the cases presented in the main text.

argument shows that the engine is completely independent from the choice of the measurement
basis, provided that it separates the two QDs, thereby killing the coherence terms between them.
Data not shown in which we compared several engine runs with the same parameters but different
measurement protocols allowed us to verify this statement as all those simulations led to the same
evolution of the density matrix.

However, we should emphasize that each observable will lead a different behavior when study-
ing selective measurement protocols because of the non-linear probability rescaling that is applied
in this case. Hence, the evolution of the linear system is independent on the local measurement basis
chosen to measure the system, the situation becomes less trivial when the measurement result rela-
tive to a specific local basis is read as this result starts to condition an erratic evolution of the system.
Further details is given below regarding the choice of observable for selective measurements.

H.3 Selective measurement

H.3.1 Measurement of the right qubit

In comparison, we show in Fig. H.3 and Fig. H.4 the results of numerical simulations obtained for
the same set of parameters used in Fig.3 in the main text, but for selective measurements. Com-
pared to the unselective case, when starting with the sate ρ0 = | ↑↓⟩⟨↑↓ | we first notice a striking
difference, which is the appearance of a negative branch in the line shapes of ∆E and −⟨C⟩. This
new possible state emerges from the two measurement possibilities of nR. One result will energize
the system, the other will lower its energy, while on average keeping the energy increment positive.
Such alternation is not present in the corresponding unselective measurement because it projects
linearly the system onto one mixed state, so the behavior is more continuous and remains positive.
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Nevertheless, we emphasize that we should not need to provide any form of work during the ther-
malization process when the measurement decreases the energy of the system because the quantum
dots will just equilibrate themselves with the baths without the need for an external energy input:
heat alone will suffice to reset the state.

We also showed in Fig.3 in the main text that unselective measurements can result in discontin-
uous alternating behavior. This stochastic process is not due to the randomness of a measurement
result but to a sensitivity on the initial conditions. We can compare this experiment to its equiv-
alent for selective measurements, presented in Fig. H.4. Compared to the unselective case where
µ = 1/2+dµ is alternating fast, within a clear uptrend, in the selective case, µ looks like a random
walk around µ = 1/2. It leads in the unselective case to a stable and sharp bimodal distribution for
∆E and ⟨C⟩ which contrasts with the plots for the selective case: ⟨C⟩ is also bimodal but its dis-
tribution is not positive and its dispersion is larger around the modes. This negative feature comes
from the two measurement outcomes leading to energy-dissipating projections, and the dispersion
comes from a stronger sensitivity to the initial conditions, induced by the non-linear projective
measurement. With the selection of the measurement, ∆E now has four modes (two modes are
superposed but distinct around zero in Fig. H.4(a))! Two of them originate from the two measure-
ment outcomes and, each of them splits into two because of the sensitivity to the initial conditions,
mainly represented by the value of µ.

It is important to point out that the quality∆E = −⟨C⟩ is no longer valid here. Indeed, because
of the random motion of∆E induced by the selection mechanism, this equality is only valid for the
statistical average over the measurement outcomes ∆E = −⟨C⟩. With the property of ergodic-
ity, this average could in principle be identical to the temporal average E[∆E] over many cycles.
Nonetheless, this equality is not achieved here for both runs. For the data displayed in Fig. H.3 we
obtain E[∆E] = 129 neV while E[−⟨C⟩] = 1.5 neV and for Fig. H.4 we have E[∆E] = −1.8 neV
while E[−⟨C⟩] = −0.5 peV. It could be that we did not reach a sufficient number of cycles to reach
a closer equality. Indeed, the multimodal quasi-symmetric distribution of ∆E has a standard devi-
ation of the order of a few meV, while its average is at least three orders of magnitude lower, which
means that we need a sample of at least N = 106 and ideally N = 109 cycles to estimate −⟨C⟩
with ∆E.

Figure H.3: Simulation results of an active device for selective measurements. Sim-
ulation results of∆E in (a) and−⟨T ⟩ in (b) and µ in (c) for 106 cycles when measuring nR.
The parameters used are ϵ↓ = 8, ϵ↑ = −3, ϵR = 1, J = 8, U = 1000, γ = 0.01, T +

L =

T −
L = 0.1, T +

R = T −
R = 0.01 and with the initial condition ρ0 = | ↓↓⟩⟨↓↓ |.
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Figure H.4: Simulation results of a passive device for selective measurements. Sim-
ulation results of∆E in (a) and−⟨T ⟩ in (b) and µ in (c) for 106 cycles when measuring nR.
The parameters used are ϵ↓ = 8, ϵ↑ = −3, ϵR = 1, J = 8, U = 1000, γ = 0.01, T +

L =

T −
L = 0.1, T +

R = T −
R = 0.01 and with the initial condition ρ0 = 1

2
| ↑↓⟩⟨↑↓ |+ 1

2
| ↓↓⟩⟨↓↓ |.

These experiments show that reading the measurement result can be detrimental to the engine’s
performance as it generates power-dissipating cycles, which are counter-balanced by energizing
cycles of larger amplitudes, thus resulting in a device with stronger power fluctuations. The non-
linear random walk issued by the selection of the measurement is in this case mostly undesirable
because of the stochastic chaotic behavior it entails: indeed, the projection onto a specific eigenstate
drastically changes the initial conditions of the next cycle, which can place it in a unfavorable domain
(µ > µc), where the system will be trapped in a power-dissipating phase. Indeed, we calculated
the temporal averages over the cycles and found for the unselective case run presented in Fig.3(b)
in the main text E[∆E] = 2.9 peV, which compare with the value found for the selective case
E[∆E] = −0.5 peV. We thus notice that the device is on average passive for the selective case but
active in the unselective case! Hence, it looks like selecting the measurement forces the system
to stay in a out-of-equilibrium behavior, stabilizing its quantum behavior via a Zeno effect which
keep the initial conditions in memory for a longer time, such as it can behave only statistically
when studied for a larger time-scale; while unselective measurements allow for a faster convergence
towards a cyclic steady-state which is closer to a statistical thermal state in which the history of the
system becomes less significant. It would thus seem like unselective measurements are restricting
the trajectory of the system, pinning it in a favorable or unfavorable region of phase space depending
on the initial condition, while selective measurements does allow the system to statistically jump
between more domains which would then make it more sensible to strong fluctuations that could
be detrimental to the power output.

Although we have seen that selective measurement may be detrimental to the engine efficiency
due to the quantum-trajectory like behavior, they allow stabilization for a larger duration. Finally,
we shall keep in mind that selective measurement may very well be more adapted to other kinds
of Maxwell demons which could better use this stroboscopic and negentropic quantum feature to
their advantage, eventually through a feedback that could counter the larger fluctuations induced
by selection.
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Figure H.5: Simulation results whenmeasuring the charge on the left quantum dot.
Simulation results of∆E in (a) and−⟨C⟩ in (b) and µ in (c) for 106 cycles when measuring
the chargeQ of the left QD. The parameters used are ϵ↓ = 8, ϵ↑ = −3, ϵR = 1, J = 8, U =

1, γ = 0.01, T +
L = 5, T +

R = T −
L = T −

R = 1 and with the initial condition ρ0 = | ↑↓⟩⟨↑↓ |.

H.3.2 Measurement of the left qubit

As detailed in Appendix G, measuring the charge or the spin of the left qubit leads to a qualitatively
very different behavior for the engine with selective measurements. Indeed, the measurement of nR
leaves the initial parameter µ = ⟨n↓⟩ unchanged up to the first order, therefore the system is slowly
drifting from the initial condition µ0 because the components that encode the population n↓ in the
density matrix are progressively mixing due to higher order terms ; contrary to a measurement on
the left quantum dot which is stabilizing the population µ, forcing it to remain close to 0 or 1.

In Fig. H.5, we show a test run of 106 cycles of the engine when we measure the spin of the left
qubit. We observe in Fig. H.5(c) a stabilization of µ close to 0 or 1, and that the system indeed stays
longer in the state 0 than in the state 1, which should ensure that the measurement is energizing
the system on average.

The data of Fig. H.5(a) and (b) confirms this point by yielding a positive value for the temporal
averages E[∆E] ≈ 18 µeV and E[−⟨C⟩] ≈ 8.7 neV. Once again, we notice a discrepancy between
the two values: averaging over time steps is not equivalent to averaging over the measurement
outcomes. The reason we may get different results for these two averages is that the information
of the initial state can persist over time and is somewhat transferred from cycle to cycle due to the
incomplete thermalization. It thus remains unclear at this point whether it is possible to harvest
quantum fluctuation energy with this system after a long time, as the temporal average E[∆E]

remains close to 0, and with a fluctuating sign depending on the parameters and initial conditions.
Indeed, numerical experiments (not shown) that are identical to the present ones revealed the strong
dependence of its sign on the parameters chosen. A more detailed analysis of the relation between
the initial density of state, the temporal average and the measurement average is beyond the scope
of the current paper and will be the subject of a separate study. Here, we shall only state that
ergodicity will be of use in order to study the temporal transfer of information, and will ultimately
link the temporal andmeasurement averages to somemeasure of ⟨C⟩ over the space of initial density
matrices. This followup study should provide a definitive answer to the question of harvesting
quantum fluctuations with this system after a long time, and may lead to profound connections
between thermodynamics, quantum measurement and ergodicity.
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H.3.3 Proof of energy generation

At the end of each cycle, while the first-order solution showed that after some time, the system
would get stuck in one of the two values µn = 0 or µn = 1, the numerical experiment in Fig.H.5
showed that there is still a small probability to jump back to µn+1 = 1 − µn. This means that
the charge of the left quantum dot - driven by the occupation of the down spin energy level - may
change during the operation of a cycle.

As shown in the main text, the system may behave as an engine during the cycle n whenever
µn < 0. Therefore, we can hope to extract energy continuously from this system when the expec-
tation value µn is negative. This should be the case if the probability p ≡ P(µn+1 = 1|µn = 0) to
jump from µn = 0 to µn+1 = 1 is lower than the symmetric probability q ≡ P(µn+1 = 0|µn = 1)

to jump from µn = 1 to µn+1 = 0; in which case it would guarantee a longer lifetime in the state
µ = 0 than in the state µ = 1. Intuitively, one could hope to achieve such asymmetry whenever U
is sufficiently small. Indeed, a small U would allow for excessive charging on the left site, hence it
would favor a state with a charge of 0 or 2 which would then relax into the thermalized state with
a charge of 1, eventually releasing more power if measuring 2 is more probable than measuring 1.

To prove this physical intuition, we begin with the second order correction we have derived in
section G.3.1, which allows us to refine the sequence µn. We have:

µn+1 =


0 if µn = 0 with probability 1− p

1 if µn = 0 with probability p

0 if µn = 1 with probability q

1 if µn = 1 with probability 1− q

, (H.1)

where  p = ρ066 + ρ077 =
|ρ063|2
ρ033−ρ066

= |γ|2α2

|detB|2T
−
L T −

R [(s+ r)2 + (∆+ U)2]

q = ρ100 + ρ111 =
|ρ114|2
ρ144−ρ111

= |γ|2α2

|detB|2T
+
L T +

R [(s+ r)2 +∆2]
. (H.2)

Using the total probability formula, we can then write:{
P(µn+1 = 0) = (1− p)P(µn = 0) + qP(µn = 1)

P(µn+1 = 1) = pP(µn = 0) + (1− q)P(µn = 1)
, (H.3)

which reads in matrix format P(µn+1) = MP(µn) with M =

(
1− p q

p 1− q

)
. This matrix M

thus describes the transition of a Markov chain, and in order to study the behaviour or µn at long
times, we shall study the stationary distribution. The diagonalization ofM is straightforward and
yields:

M =
1

p(p+ q)

(
q −p
p p

)(
1 0

0 1− p− q

)(
p p

−p q

)
, (H.4)

which shows that after some time:

Mn −→
n→+∞

1

p+ q

(
q q

p p

)
. (H.5)
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Therefore,
µn = P(µn = 1) −→

n→+∞
µ∞ ≡ 1

1 + q
p

=
1

1 +
T +
L T +

R

T −
L T −

R

(s+r)2+∆2

(s+r)2+(∆+U)2

, (H.6)

when starting with P (µ0 = 0) = 1 and P (µ0 = 1) = 0. This leads to the condition:

µ∞ < µc ⇔ p <
T −
R

T +
R

q ⇔ 1 ⩽
(s+ r)2 + (∆+ U)2

(s+ r)2 +∆2
<

T +
L

T −
R

. (H.7)

This result partially confirms our intuition by showing two points. First, our conjecture was
almost correct, meaning that p < q may not be sufficient to allow for energy generation, but we
shall instead require p < T −

R

T +
R

q to guarantee it. This shows that a higher T −
R

T +
R

ratio would increase
the value of µc and increase the range of parameters that allow for energy generation.

Second, U must indeed be small enough in order to fulfill the condition H.7. This inequality
additionally shows another critical point, which is the condition T −

L < T +
L . In physical terms, it

means that the injection of electrons on the left side must be stronger than the injection of holes,
and the opposite should be true on the right side to maximize µc. Intuitively, this should favor a
flux of electrons going from left to right, so that it would create a current going above the built-in
potential ladder imposed by the placement of the energy levels. This describes exactly the behavior
of an active device.
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Appendix I

Sampling experiments

I.1 Comparison between the perturbative and the nu-
merical solutions

Figure I.1: Sampling experiment comparing the
perturbative to the numerical solutions. Distribu-
tion of the trace distance error and the coherence en-
ergy error between the perturbative and the numerical
solution.

Our perturbative solution holds only
shortly after each thermalization stroke,
yet we expect the exact final state to be
reached only after many cycles, and par-
tial thermalization can occur. To eval-
uate the robustness of this approxima-
tion, we now perform simulations using
QuTip. We calculated the density ma-
trix at time t = 1 meV−1 ≈ 4 ps, and
∆E, starting from different pure states
and with different parameters taken ran-
domly within a range that is compatible
with the perturbative assumption. More
precisely, we calculated the perturbative
and the numerical solution for a set of
106 corpus of parameters taken uniformly
within a physically reasonable range that
preserves the relative positions of the en-
ergy levels. For this experiment, we have

chosen a uniform sampling of the parameters such as ϵ↑ ∈ J−100, 99K, ϵ↓ ∈ Jϵ↑ + 1, 100K,
ϵR ∈ Jϵ↑, ϵ↓K, J ∈ J1, 100K, U ∈ J1, 1000K, 104γ ∈ J10, 1000K, T +

L , T
−
L , T

−
R , T

+
R ∈ J1, 100K

and ρ0 a random 8×8 density matrix.

Results of this experiment are presented in Fig I.1 and show a sample of 106 trials, the trace
distance between the perturbative solution ρ and the calculated solution σ defined by T (ρ, σ) =
1
2Tr

√
(ρ− σ)(ρ− σ)† is lower than 0.5 and the corresponding error on ∆E can reach up to 108.
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The statistics show that 98% of the runs lead to an error on ∆E higher than 1%. This shows that
the derived perturbative solution is clearly unable to describe the coherence energy created through
partial thermalization.

Although this first experiment clearly shows the limits of the perturbative approach to accu-
rately describe the state at the end of the thermalization step, it may still be usable to give qualitative
interpretations of the operation of the engine and orient the search for optimal parameters. In the
main text, we also display one special case where the perturbative solution remains pretty close to
the numerical solution at the level of a single cycle.

I.2 Comparison between the partially thermalized and
the steady-state solutions

Figure I.2: Sampling experiment comparing the
partially thermalized state to the steady-state so-
lutions. Distribution of the trace distance error and the
coherence energy error between the perturbative and
the numerical solution.

Ideally, we would want to achieve full
thermalization during the thermalizing
stroke, meaning that the system would
reach the steady-state of the master equa-
tion, independent from time. Getting
close to full thermalization would indeed
completely wipe out the memory of the
initial condition, hence making the cy-
cle more reliable and easier to study. We
therefore wanted to test this assertion by
comparing the partially thermalized so-
lution after τ = 4 ps with the numeri-
cally calculated steady-state solution for
a large sample of the set of parameters,
using the same method as above.

Using the same ranges of parame-
ters used in the previous experiments, we
therefore calculated the trace distance er-
ror and the coherence energy error be-

tween the two numerically calculated states for a sample size of 106. The results presented in Fig I.2
once again show a large discrepancy between the two solutions, with a trace distance error reaching
up to 0.9 and a coherence energy error of up to 1021. This experiment thus shows that the cycle time
of 4 ps is largely insufficient to fully thermalize the system with the baths. Nonetheless, this partial
thermalization may not be critical to the efficiency of the engine. In fact, it may even be beneficial!
Indeed, as we will show, the coherence energy that is obtained after a duration of 4 ps is much larger
and smoother than the energy that can be achieved with full thermalization. This means that the
energy provided by the quantum measurement to the system may be greater by up to 20 orders of
magnitude in the case of partial thermalization than when the steady-state is reached. This can be
seen by witnessing the scale of the vertical axis in Fig I.2. And even though a larger magnitude of the
coherence energy can be detrimental to the power output, in the end, due to increasing fluctuations,
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it seems that partial thermalization would still be valuable to enhance the power of the device given
the very low magnitude of |⟨C⟩| and the sign variability obtained for the steady-state.
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Appendix J

On the maximization of the coherence
energy

J.1 Regime where γ ≫ U ∼ ϵ ∼ T

Gaining insights into the influence of the parameters on the device is necessary to guide a potential
optimization for a physical implementation. To this end, we performed several numerical experi-
ments in which we plotted −⟨T ⟩ as a function of different pairs of parameters, while keeping the
other fixed, for different regimes.

In the regime where γ ≫ U ∼ ϵ ∼ T , the data is represented in Fig J.1. Figures (a), (b) and
(c) show the dependence of ∆ = ϵ↓ − ϵ↑, γ and U with respect to T +

L = T −
L . We notice that, in

this regime, maximizing ∆ is beneficial to the coherence energy, but γ and U present a sweet spot
around γ ≈ 1 − 10 and U ≈ 103 − 104. Intuitively, maximizing ∆ could indeed lead to a higher
energizing of the system as this difference in energy between the two levels is strongly linked to a
built-in potential ladder in the device. We also notice that when TL is too strong, then the coherence
energy decreases. The sweet spot for γ and U may be explained by arguing that tunnelling may be
impaired when these two parameters become either too strong or too weak.

Then, Figures (d), (e) and (f) display the same dependence of ∆, γ and U but with respect to
T +
R = T −

R . The same tendencies can be observed: −⟨C⟩ is maximal when∆ is maximal, and when
γ ≈ 10 and U ≈ 103. The interesting feature in this case is the appearance of a chaotic phase at
high TR. Here, the coherence energy almost vanishes and its sign is subject to strong fluctuations
that depend on small variations of the parameters. This chaotic phase can also be observed in panel
(g). We therefore ascribe its origin to an interaction with the right electrode that overcomes the
tunneling interaction between the two QDs, thereby killing the coherence energy between the two
sites. We understand the influence of TL to be less significant than the influence of TR because the
left electrode is not directly linked by a tunnel interaction to the two spin energy levels of interest.
Indeed, in our hypothesis, only the ↑ level is connected to the lead while tunneling between the dots
couple the ↓ level of the left site with the right site.

This first experiment thus leads us to the following regimes in which we can hope to maximize
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Figure J.1: Color plots of the coherence energy for a strong hopping parameter. Color plots
of the coherence energy −⟨C⟩ calculated after 4 ps as a function of various pairs of parameters.
For all figures, the fixed parameters are set to ϵ↓ = 8, ϵ↑ = −3, ϵR = 1, J = 8, U = 10, γ =

1000, T +
L = 1, T −

L = 1, T +
R = 5, T −

R = 5

−⟨C⟩: T ≪ ϵ, then γ ∼ ϵ or γ ∼ U ≫ ϵ. Let us study these two regimes corresponding to the two
branches we can identify in Fig J.1(i).

J.2 Regime where γ ≫ U ∼ ϵ≫ T .

We therefore repeated the previous simulation with different parameters corresponding first to the
branch where γ ≫ U ∼ ϵ. The results presented in Fig J.2 are ordered in the same manner as in
Fig J.1 such that we will just comment on the differences. Contrary to the previous case, we witness
this time that there is a sweet spot for ∆ for both the TL and the TR dependence and we should
have ∆ ∼ U to maximize −⟨C⟩. This can be explained by arguing that in this case U is very large,
so increasing∆ even more should kill the eventual flow of electrons because they are not be able to
overcome both the potential barrier imposed by the placement of the energy levels and the repulsive
Coulombic energy. Fig J.2(a), (b) and (c) also shows that there is also a sweet spot for TL such as
TL ∼ ϵ. This can be explained through the fact that a stronger coupling to the left is now needed to
overcome the on-site Coulomb interaction, but this is not the case for TR which could be minimized,
and this should be due to the stronger link between the interdot-coupling and the right electrode
which is sufficient to overcome this repulsion even in the weak coupling regime.

In Fig J.2(g), we also notice the presence of the both the dissipative and the chaotic phases
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Figure J.2: Color plots of the coherence energy for a weak coupling. Color plots of the coher-
ence energy −⟨C⟩ calculated after 4 ps as a function of various pairs of parameters. For all figures,
the fixed parameters are set to ϵ↓ = 8, ϵ↑ = −3, ϵR = 1, J = 8, U = 3000, γ = 2, T +

L =

0.1, T −
L = 0.1, T +

R = 0.1, T −
R = 0.1

depending on the parameter TR, but the parameter extent of these phases has been considerably
reduced as TR appears to become less relevant given the magnitude of U . Finally, Fig J.2(i) once
again features these two distinct branches γ ∼ U and γ ∼ 1 with the particularities that the branch
γ ∼ U now leads to a clearly superior coherence energy and that strong vertical and horizontal
fluctuations can now be observed. It seem that as −⟨C⟩ becomes stronger, the fluctuations with
respect to the different parameters also become stronger.

J.3 Regime where γ ∼ U ≫ ϵ≫ T .

In this last simulation, we study the regime of the higher branch in the γ-U plane where γ ∼ U .
The first striking feature we notice is the presence of strong fluctuations around zones with a higher
coherence energy in all plots, which can reach up to −⟨C⟩ ∼ 103. We interpret this as evidence
that we are scanning quite close to the global maximum of −⟨C⟩ in this range of parameters.

The following observations follow from Fig J.3.(a)-(f): the dependence with respect to ∆ is un-
clear and−⟨C⟩ can be maximized as long as∆ ≳ ϵ ; both TR and TL should not be too large and we
witness the emergence of a chaotic phase for T ≳ ϵ, this time also for TL. This phase transition may
now be observed for TL in this range as this parameter now becomesmore relevant in the considered
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scale; and finally, we confirm that the maximum is indeed approached when γ ∼ U ∼ 103ϵ.

Fig J.3(h) presents a particularly notable difference that, in this case, we should maximize T −
L

over T +
L , which could mean that a current going in the reverse direction in the vicinity of the left

electrode is favored. A satisfying qualitative explanation for this current inversion remains to be
found.

Figure J.3: Color plots of the coherence energy for strong Coulomb repulsion. Color plots
of the coherence energy−⟨C⟩ calculated after 4 ps as a function of various pairs of parameters. For
all figures, the fixed parameters are set to ϵ↓ = 8, ϵ↑ = −3, ϵR = 1, J = 8, U = 1000, γ =

1000, T +
L = 0.1, T −

L = 0.1, T +
R = 0.1, T −

R = 0.1
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Appendix K

Bosonic Catalysis.

K.1 Engine powered by a non-thermal bosonic bath

Referring to Appendix E, we have showed that the bosonic coupling coefficients coding for the
interaction between the bosonic bath and the system read

Λ+ = nB(δ, T )D(δ), and Λ− = (1 + nB(δ, T ))D(δ), (K.1)

which implies thatΛ− > Λ+ for a perfectly thermal bath. Nonetheless, it is possible to obtain asym-
metric coefficients through squeezing [358, 354, 356, 511], broken symmetries [524], non-Hermitian
skin effect [525, 526] or non-linear processes [527]. Such a bath could then present a special filling
and correlations so that one could obtain an effective negative temperature [311, 579] that would
lead to Λ+ > Λ−, in which case this bath could provide the necessary non-equilibrium resources
to feed the engine and boost its power beyond what it can extract from vacuum fluctuations. To
complement the datasets in the main text, we present thus present in Fig.K.1 the complete color
plots that analyze the dependence of −⟨C⟩ with respect to different pairs of parameters. The data
shows that in order to maximize energy generation, there are sweet spots for the parameters which
need to be chosen such as γ ≈ ϵ or γ ≈ 103ϵ, T ≲ 0.1ϵ, U ≈ 103ϵ.

K.2 Engine powered by chemical potential bias or a spin
bias

At thermal and chemical equilibrium, the coupling coefficients to the two leads read

T +
L = κ(1− nF ) = κ

(
1− 1

1 + eβL(µL+mL)

)
and T −

L = κnF =
κ

1 + eβLβ(µL+mL)
(K.2)

with β = 1/kBT .

Therefore, if a chemical potential µL > 0 is applied to the left electrode, or a spin biasmL > 0,
it follows that the Fermi-Dirac distribution is now favoring electrons instead of holes, and leads to
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T +
L > T −

L , such as the parameters place the system in the energy-generating quadrant we see in
Fig.K.1. This resource is now sufficient to extract estimable work, even when the bosonic bath is not
endowedwith a non-thermal feature, in which case it only acts as a catalyst that favors the tunneling
of electrons between the two leads but it does not behave as a heat sink only able to dissipate waste
energy.

In Fig.K.2, we present the steady-state solution in the case of a system powered by a potential
bias such as T +

L = 2T −
L which codes for µL = −kBT ln 2 ≈ −30 meV at room temperature.

K.3 Engine powered by thermal gradient

Now, if the two electrodes equilibrate at the same chemical potential µ ̸= 0 such as the left electrode
is hotter than the right one, we can also expect to obtain a power generating device since we can
obtain T +

R ≪ T −
R while keeping T +

L ≳ T −
R such as the parameters will still place the system in the

power-generating quadrant in Fig.K.1.

In Fig.K.3, we present the steady-state solution in the case of a system powered by a temperature
difference such as T −

L = T +
L while T −

R = 10T +
R which codes for an infinite temperature on the left

side and a temperature of kBTR = µln 9 on the right side.

K.4 Power-dissipating regime

When all reservoirs are at thermal and chemical equilibrium, the steady-state of the engine is dissi-
pative in accordance with the second law of thermodynamics.

In Fig.K.4, we show that when T −
L ≤ T +

L , T −
R ≤ T +

R andΛ+ ≤ Λ−, the engine remains passive,
meaning that ∆E = −⟨C⟩ < 0.

K.5 Discussion

It is important to note that the color plots presented in Fig. K.1-K.4 display the inter-dot coupling
energy −⟨C⟩ in the steady-state ρ, so after full thermalization of the system, and not the state after
a duration τ = 4 ps that was calculated for the previous case with measurements only and no direct
tunneling. The appreciable positive value of−⟨C⟩ in this case thus reveals that this non-equilibrium
steady-state is sufficient to obtain a continuous power output of the device, even without the help
of the frequent measurements. Nonetheless, it would only lead to a power output much lower than
with the help of the measurement which has the effect of accelerating the tunneling process by
forcing the system to release the internal energy it gathers during the thermalization stroke. The
non-thermal behavior of the cycle is therefore greatly increasing the ability of the device to harvest
energy from the baths.

In this section, we have argued that a non-thermal feature of the baths was necessary in order
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to obtain a power-generating cycle, which seems to be in slight disagreement with the previous
case where we have showed that quantum measurements alone were sufficient to harvest energy
through the vacuum, without any non-thermal assumption about the baths. The conflict can be
resolved when we notice again that Fig. K.1-K.4 considered the general steady-state of the master
equation, and not the state after some time τ ≪ τth where τth is the thermalization time. It would
thus be possible to extract energy in a situation where the baths are in a passive configuration by
harvesting the resource of the measurement thanks to a partial thermalization of the system that
would favor a system in a higher energy than its projection at a time τ . Although this is possible,
simulations not shown have revealed that without an additional resource from the baths, the power
output was similar than in the case with measurements alone through the vacuum, such that it
cannot explain the results of the experiments. In addition, the bosonic bath is leading to a much
faster thermalization of the system, which thus requires a higher and more stable frequency of
measurements that could be harder to observe in this material.

We have shown that a slight deviation of the coupling coefficients to the baths T and Λ from
the thermal and chemical equilibrium situation can be sufficient for this system to act as a power-
ful generator. Since these coefficients ultimately depend on the populations of the energy levels of
the baths and their correlation function, the issue comes down to finding the resources that allow
the baths to stay out of strict thermal equilibrium. Building upon the work on generalized thermo-
dynamics [361, 362], it would seem that this non-thermal filling could originate from a conserved
quantity such as the magnetization of the ferromagnetic electrodes, rather than from a thermal of
electrochemical potential bias. Future studies will explore this lead in order to find the minimal
autonomous resources that can power this device.
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Figure K.1: Color plots of the coherence energy with a bosonic pump. Color plots of
the coherence energy −⟨C⟩ calculated for the steady-state ρ as a function of various pairs
of parameters. For all figures, the fixed parameters are set to ϵ↓ = 8, ϵ↑ = −3, ϵR = 1, J =

8, U = 1000, γ = 1000, T −
L = 0.1, T +

L = 0.1, T −
R = 0.1, T +

R = 0.1, Λ+ = 0.02, Λ− =

0.01.
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Figure K.2: Color plots of the coherence energy with a chemical or spin bias. Color
plots of the coherence energy−⟨C⟩ calculated for the steady-state ρ as a function of various
pairs of parameters. For all figures, the fixed parameters are set to ϵ↓ = 8, ϵ↑ = −3, ϵR =

1, J = 8, U = 1000, γ = 1000, T −
L = 0.1, T +

L = 0.2, T −
R = 0.1, T +

R = 0.1, Λ+ =

0.01, Λ− = 0.0101.
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Figure K.3: Color plots of the coherence energy with a thermal gradient. Color plots
of the coherence energy −⟨C⟩ calculated for the steady-state ρ as a function of various
pairs of parameters. For all figures, the fixed parameters are set to ϵ↓ = 8, ϵ↑ = −3, ϵR =

1, J = 8, U = 1000, γ = 1000, T −
L = 0.1, T +

L = 0.1, T −
R = 0.1, T +

R = 0.01, Λ+ =

0.01, Λ− = 0.0101.
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Figure K.4: Color plots of the coherence energy for a passive device. Color plots of
the coherence energy −⟨C⟩ calculated for the steady-state ρ as a function of various pairs
of parameters. For all figures, the fixed parameters are set to ϵ↓ = 8, ϵ↑ = −3, ϵR =

1, J = 8, U = 1000, γ = 1000, T −
L = 0.1, T +

L = 0.1, T −
R = 0.01, T +

R = 0.01, Λ+ =

0.01, Λ− = 0.0101.
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Appendix L

Derivation of the Fokker-Planck
equation

The objective is to derive a continuous formulation of the rate equation Eq. 10.3 presented in chapter
10:

dpmn
dt

= −w↑p
m−1
n−1 − w↓p

m+1
n−1 + w↑p

m+1
n+1 + w↓p

m−1
n+1

+ pm−1
n−1 W

m−1,m
n−1,n + pm+1

n−1 W
m+1,m
n−1,n + pm+1

n+1 W
m+1,m
n+1,n + pm−1

n+1 W
m+1,m
n+1,n

− pmn

(
Wm,m−1
n,n−1 +Wm,m+1

n,n−1 +Wm,m+1
n,n+1 +Wm,m−1

n,n+1

)
. (L.1)

We set q = nξ, s = mζ and we define X ≡ (ξ, ζ), X ≡ (ξ,−ζ). Expanding all terms up to the
second order in X , we have

pm−1
n−1 W

m−1,m
n−1,n = p(q − ξ, s− ζ)W↑(q, s) = pW↑ −W↑∇p ·X +

W↑
2
X ·HpX + o(X2),

pm+1
n−1 W

m+1,m
n−1,n = p(q − ξ, s+ ζ)W↓(q, s) = pW↓ −W↑∇p ·X +

W↑
2
X ·HpX + o(X2),

pm+1
n+1 W

m+1,m
n+1,n = p(q + ξ, s+ ζ)W↑(q + ξ, s+ ζ)exp

(
ϵ(q + ξ, s+ ζ)− ϵ(q, s)

)
= pW↑ +

(
W↑∇p ·X + p∇W↑ ·X + pW↑∇ϵ ·X

)
+
(pW↑

2
X ·HϵX

+
pW↑
2

(∇ϵ ·X)2 +
p

2
X ·HW↑X +

W↑
2
X ·HpX +W↑(∇p ·X)(∇ϵ ·X)

+ p(∇W↑ ·X)(∇ϵ ·X) + (∇p ·X)(∇W↑ ·X)
)
+ o(X2),
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pm−1
n+1 W

m−1,m
n+1,n = p(q + ξ, s− ζ)W↓(q + ξ, s− ζ)exp

(
ϵ(q + ξ, s− ζ)− ϵ(q, s)

)
= pW↓ +

(
W↓∇p ·X + p∇W↓ ·X + pW↓∇ϵ ·X

)
+
(pW↓

2
X ·HϵX+

pW↓
2

(∇ϵ ·X)2 +
p

2
X ·HW↓X +

W↑
2
X ·HpX +W↓(∇p ·X)(∇ϵ ·X)

+ p(∇W↓ ·X)(∇ϵ ·X) + (∇p ·X)(∇W↓ ·X)
)
+ o(X2),

−pmnW
m,m−1
n,n−1 = −p(q, s)W↑(q, s)exp

(
ϵ(q, s)− ϵ(q − ξ, s− ζ)

)
= −pW↑ − pW↑∇ϵ ·X +

pW↑
2
X ·HϵX −

pW↑
2

(∇ϵ ·X)2 + o(X2),

−pmnW
m,m+1
n,n−1 = −p(q, s)W↑(q, s)exp

(
ϵ(q, s)− ϵ(q − ξ, s+ ζ)

)
= −pW↓ − pW↓∇ϵ ·X +

pW↓
2
X ·HϵX −

pW↓
2

(∇ϵ ·X)2 + o(X2),

−pmnW
m,m+1
n,n+1 = −p(q, s)W↑(q + ξ, s+ ζ) = −pW↑ − p∇W↑ ·X − p

2
X ·HW↑X + o(X2),

−pmnW
m,m−1
n,n+1 = −p(q, s)W↓(q + ξ, s− ζ) = −pW↓ − p∇W↓ ·X − p

2
X ·HW↓X + o(X2),

w↑

(
pm+1
n+1 − pm−1

n−1

)
= w↑

(
p(q + ξ, s+ ζ)− p(q − ξ, s− ζ)

)
= 2w↑X · ∇p+ o(X2),

w↓

(
pm−1
n+1 − pm+1

n−1

)
= w↑

(
p(q + ξ, s− ζ)− p(q − ξ, s+ ζ)

)
= 2w↓X · ∇p+ o(X2).

Gathering all this, we thus obtain:

∂tp = p(∇W↑·X)(∇ϵ·X)+W↑(∇ϵ·X)(∇p·X)+(∇W↑·X)(∇p·X)+pW↑X ·HϵX+W↑X ·HpX

+p(∇W↓ ·X)(∇ϵ ·X)+W↓(∇ϵ ·X)(∇p ·X)+(∇W↓ ·X)(∇p ·X)+pW↓X ·HϵX+W↓X ·HpX

+ 2w↑X · ∇p+ 2w↓X · ∇p+ o(X2). (L.2)

And finally, using the properties of the gradient operator, we end up with the equation:

∂tp = ∇
[
W↑
(
p∇ϵ+∇p

)
·X
]
·X +∇

[
W↓
(
p∇ϵ+∇p

)
·X
]
·X +2w↑X ·∇p+2w↓X ·∇p (L.3)
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Résumé 
Les moteurs quantiques promettent de réaliser des sources d’énergie abondantes, denses et 
respectueuses de l’environnement.  

Cette thèse montre expérimentalement que des jonctions ferromagnétiques tunnel contenant des 
impuretés magnétiques peuvent servir pour le stockage de l'information et la récolte d'énergie. 

Ce travail propose ensuite trois modèles théoriques permettant d’expliquer l’origine de la génération 
d’énergie observée : un modèle quantique microscopique basé sur une chaîne de spin connectée à 
deux réservoirs électroniques polarisés, un modèle phénoménologique mésoscopique qui repose 
sur un matériau non-linéaire rectifiant les fluctuations magnétiques à l’interface entre deux 
électrodes ferromagnétiques et un électronique macroscopique qui étudie la caractéristique de deux 
diodes de spin en parallèle. 

Les conclusions similaires de ces trois approches montrent donc la possibilité de récolter l’énergie 
magnétique entre deux réservoirs au moyen d'une interface microscopique. 

Mots clés : Spintronique, Thermodynamique Quantique, Jonctions Magnétiques Tunnel, Démon de 
Maxwell, Boites Quantiques, Fluctuations Quantiques, Mesure Quantique, Intrication, Cohérence 
Quantique, Électronique Stochastique, Blocage de Coulomb, Magnétorésistance, Memristance. 

 

 

Résumé en anglais 
Quantum engines have attracted extensive research as they give us a glimpse of abundant, dense, 
and environmentally friendly power sources.  

This thesis experimentally studies ferromagnetic tunnel junctions containing magnetic impurities 
which can be used for information storage and energy harvesting. 

Then, this work proposes three theoretical models that explain the observed energy generation: a 
microscopic quantum model in which a spin chain is connected to two spin-polarized electronic 
reservoirs, a phenomenological mesoscopic model based on a non-linear material rectifying the 
magnetic fluctuations at the interface between two misaligned ferromagnetic electrodes, and an 
electronic macroscopic model which studies the characteristic of two parallel spin diodes. 

The concomitant conclusions of those three approaches thus show the possibility of harvesting the 
magnetic energy between two reservoirs through a microscopic interface. 

Keywords: Spintronics, Quantum Thermodynamics, Magnetic Tunnel Junctions, Maxwell's Demon, 
Quantum Dots, Quantum Fluctuations, Quantum Measurement, Quantum Entanglement, Quantum 
Coherence, Stochastic Electronics, Coulomb Blockade, Magnetoresistance, Memristance. 
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