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Boyang Yu

High-quality recovery of garment models and sewing patterns from
3D clothed human data

Résumé
La capacité de reconstruire des modèles de vêtements de haute qualité à partir des formes 3D de
personnes vêtues peut améliorer l’interprétabilité de la géométrie capturée des vêtements réels, ainsi
que leur reproduction fidèle dans le monde numérique. Cela aura notamment un impact sur des
domaines tels que la capture de formes en réalité virtuelle sociale et les essayages virtuels dans
l’industrie de la mode.

Cette thèse aborde le problème de la reconstruction de la géométrie d’un vêtement cible arbitraire.
Nous proposons une approche pour estimer une réplique animable ainsi que son patron 2D corre-
spondant. Basée sur un simulateur de vêtements différentiable, notre méthode exécute un processus
d’optimisation visant à minimiser l’écart entre la forme simulée du vêtement et la géométrie cible,
tout en conservant des propriétés souhaitables telles que la symétrie gauche-droite. En particulier,
nous implémentons une chaîne de conception inverse de vêtement pour s’aligner avec le processus
de modélisation de vêtements standardisé par l’industrie de la mode et les logiciels de simulation.
Ce système est conçu pour reconstruire la géométrie du vêtement en modifiant les patrons 2D et en
ajustant les propriétés des matériaux, ce qui permet ensuite de placer le vêtement autour du modèle
corporel du porteur et de le réanimer par simulation.

Parallèlement à cette proposition, nous présentons également une nouvelle méthode basée sur une
optimisation de déformation, qui ajuste la géométrie du maillage source pour correspondre aux
détails fins du modèle 3D cible. Nous montrons que cette méthode est particulièrement efficace pour
raffiner la géométrie du modèle de vêtement afin de reproduire des détails fins et de haute fréquence,
améliorant ainsi la qualité de l’ajustement et soutenant des applications telles que l’enregistrement
non rigide.

Les résultats expérimentaux sur diverses données réelles et synthétiques montrent que nos méthodes
surpassent les méthodes de pointe en produisant des modèles de vêtements de haute qualité et des
patrons 2D précis.

Mots clés : Méthode des éléments finis, Modélisation inverse des vêtements, Simulation différen-
tiable, Déformation du maillage.



Abstract
The capability to recover high-quality garment models from 3D shapes of clothed people can
significantly enhance the interpretability of captured geometry of real garments, as well as their
faithful reproduction in the digital world. This will notably impact fields like shape capture in social
VR, and virtual try-ons in the fashion industry.

This thesis addresses the problem of arbitrary target cloth geometry recovery. We propose an
approach to estimate its animatable replica along with its corresponding 2D pattern. Built upon a
differentiable cloth simulator, it runs an optimization process that is directed towards minimizing
the deviation of the simulated garment shape from the target geometry, while maintaining desirable
properties such as left-to-right symmetry. In particular, we are implementing an inverse garment
design pipeline to align with the garment modeling process standardized by the fashion industry
and cloth simulation software, it is designed to recover the garment geometry by altering the 2D
patterns and adjusting the material properties, which can be further placed around the wearer’s
body model and reanimated via simulation.

Along with this proposition, we also present a new method based on a deformation optimization
that deforms the source mesh geometry to match the fine-grain details of the 3D target. We show
that it is adept at updating garment geometry to produce fine, high-frequency details, improving fit
quality and supporting applications like non-rigid registration.

Experimental results on various real-world and synthetic data show that our methods outperform
state-of-the-art methods in producing both high-quality garment models and accurate 2D patterns.

Key words : Finite element method, Inverse garment modeling, Differentiable simulation,
Physics-aware mesh deformation.
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CHAPTER 1. INTRODUCTION

1.1 General context

Clothing has been an integral part of human life throughout history. Initially serving as a

protective barrier for the skin and a means to retain warmth, it has evolved from the mod-

ern textile and apparel industry to contemporary virtual clothing for digital avatars. The

concept of clothing continues to expand with advances in technology. In recent years,

rapid developments in virtual reality (VR), augmented reality (AR), and telepresence have

spurred a growing interest in the development of virtual clothing that ensures plausibil-

ity, interactivity, and efficient rendering. Additionally, the increasing availability of hu-

man clothing scans could facilitate the creation of digital replicas from the real world,

which underscores the pressing need of recovering realistic virtual outfits for personal-

ized avatars.

While automation and digitally integrated processes widely exist in the development,

computer-aided design (CAD), and digital simulation of apparel to assist in production,

they form a workflow which we refer to as virtual to real. There is a renewed interest

in developing virtual alternatives inversely from real-world inputs, real to virtual. How-

ever, this requires the recovery of high-quality clothing assets which presents a substantial

challenge. In essence, a garment recovery system needs to replicate the shape and appear-

ance of real garments with digital 3D models. For such a system to be successful, it is

imperative that it makes accurate reconstruction, provides reusable results, and general-

izes well to a large scale of garments. To satisfy these requirements, the goal of this thesis

is to develop new automated solutions for recovering digital garments up to the need of

virtual avatar creation.

In the following sections, we introduce the steps involved in virtual clothing recovery, ad-

dress the associated technical challenges, and outline the contributions of this thesis in

mitigating these challenges.

1.1.1 Virtual clothing and simulation

Cloth modeling has been studied in the textile mechanics community for a long time.

Later in the mid-80s, it gradually came into the view of computer graphics researchers.

From the modeling of basic shapes to the modeling of complex physical behaviors, the

visual realism of virtual clothing continues to improve, enabling animation and visualiza-

tion in the generated images and films.

The most critical aspect of this process is faithfully reflecting the nature of the real fabrics.

2



1.1. GENERAL CONTEXT

Fabrics are the main material used in the manufacture of garments and textiles. A mul-

titude of fibers are combined to form yarn, and thousands of interlaced yarn strands are

woven together to create the fabric. This intricate assembly process results in complex

mechanical properties observed in garments. Generally, fabric deformations can be cate-

gorized into four types: tensile, shearing, bending, and twisting. The complex mechanical

properties of fabrics have motivated researchers to develop many different models aimed

at approximating the behavior of clothing. In the clothing industry, in addition to the

material of fabrics, the size and style of a garment are also the primary factors. Proper

size ensures comfort by conforming to the body’s dimensions and enhances the wearer’s

appearance by complementing their natural shape. Style, which is subjective, allows in-

dividuals to express their personality, tastes, and preferences, thereby making a personal

statement on various occasions. The interplay between size and style significantly con-

tributes to the diversity of garments, providing a wide range of options to meet various

needs. The digitalization of all these factors promotes related research and downstream

applications in the fashion industry, including virtual try-ons and software for garment

design (e.g., CLO Virtual Fashion, Marvelous Designer, Style3D).

Figure 1.1: The pattern design and cloth simulation pipeline.

Since the early 1990s, a conventional approach to constructing virtual garments has been

to replicate the real-life process of traditional dressmaking. A two-dimensional sewing

pattern is created, which is then virtually stitched together to form a three-dimensional

garment. This process mirrors how physical clothing is made, offering a familiar and ef-

fective framework for generating digital clothing models.

In general, such a system can be divided into two components: 2D garment pattern de-

sign and 3D garment simulation, as depicted in Figure 1.1. The first component involves

the creation of garment patterns, which is followed by a 3D garment simulator used for

deforming. Within the 3D simulation, essential steps include mechanics modeling, dy-

namics solving, and collision handling. User specifications are required to bridge the gap

3



CHAPTER 1. INTRODUCTION

between 2D and 3D, involving tasks such as pattern placement, seaming, and garment

assembly.

In practice, a pattern consists of several pieces of fabric, i.e. panels. Each panel’s geo-

metric representation is discretized into a triangular thin-shell mesh. The planar panels

should be placed around the body, then attached and seamed along designated lines as

shown in Figure 1.2. A mechanical simulation is conducted to achieve the final 3D shape,

which is influenced by the underlying body shape, material properties, and the collision

and contact with the body surface. The final visual appearance of the garment is rendered

based on parameters such as color, shininess, and texture.

Figure 1.2: Sewing pattern samples are placed and draped over a body to get the corre-
sponding 3D garment model, drawn from Korosteleva et Lee (2021).

1.2 Problematics

The challenge of achieving high-quality garment recovery is twofold. The first involves

3D cloth reconstruction, which aims to generate virtual garments that accurately repli-

cate the target geometry. The second pertains to 2D garment pattern estimation, which

plays a crucial role, as the pattern directly affects the garment’s fit and the formation of

wrinkles on the body. Both are essential to the visual realism and physical accuracy of

virtual garments.

4



1.2. PROBLEMATICS

1.2.1 3D cloth reconstruction

With the increasing popularity of commercial 3D body scan solutions, such as vitronic,

botspot, eisko; the acquisition of 3D clothed human data is becoming a common alter-

native to traditional 2D images. Given the challenging variations in clothing, the detailed

and robust reconstruction of the human shape as well as the dressed garments, is still

widely studied in the computer graphics and computer vision communities. In particu-

lar, reconstructed garments can potentially be used to enable further cloth retargeting or

animation applications.

Given 3D scans, methods like Ma et al. (2020); Saito et al. (2021) output registered single-

layer clothing models for high-quality 3D scans obtained with high-resolution body scan-

ners. The main limitation of these approaches is that a single representation is output to

model both the human body and clothing, which hinders the digital manipulation of the

captured garment part. To reconstruct garments separately as a layer on top of the hu-

man body, Chen et al. (2021); Pons-Moll et al. (2017) segment clothing from the registered

clothed human meshes by solving the per-vertex clothing label for each vertex. Tiwari

et al. (2020) maps a registered single mesh (to the scan) to multi-layer meshes, and pre-

dicts the separated clothing draping on the body as a function of size. Lahner et al. (2018)

enables posing a template garment for reconstructing global shape deformations, while

also learning to regress pose-dependent high-frequency wrinkles.

On the other hand, inferring detailed geometries and body shapes from images/videos

is still a popular research topic, as they are the most common and accessible. Learning-

based techniques have achieved significant progress. Zheng et al. (2019) refines a coarse-

scale volumetric reconstruction with a normal refinement network to add high-frequency

details. Saito et al. (2019) proposes a pixel-aligned implicit surface representation to regress

detailed clothed humans from images. Habermann et al. (2020) disentangles the capture

into an articulated skeleton estimation and a non-rigid surface deformation; its following

work Li et al. (2021) separates the cloth part and further incorporates an on-the-fly sim-

ulation supervision during training. However, these image-based approaches still have

scale ambiguity and inferior human shape accuracy due to the lack of one dimension.

To alleviate the lack of dimension, multi-view camera setups are used for learning to re-

construct textured garment meshes as in Xiang et al. (2022, 2021). Especially, a physical

simulator is used in Xiang et al. (2022) to generate clothing geometry with natural and rich

dynamics.

The aforementioned advancements in computer vision and graphics have significantly

5



CHAPTER 1. INTRODUCTION

accelerated the automation of clothing asset creation from images or scans. However, en-

forcing physical constraints in 3D geometry reconstruction remains a less explored prob-

lem. Although studies such as Li et al. (2021); Xiang et al. (2022) integrate the cloth sim-

ulation into their pipeline, the simulator operates as a black box, of which the internal

workings, including how physical parameters are applied and adjusted, are not exposed

or easily accessible for modification or optimization.

1.2.2 2D garment sewing pattern estimation

Garment sewing pattern represents a garment’s intrinsic rest shape, independent of ex-

trinsic factors such as forces, collisions, and fabric properties. Additionally, it is parame-

terizable, enabling direct and interpretable control over the garment design. The recovery

of garment sewing patterns remains a challenging problem, as the clothing may conform

to any body shape in arbitrary poses, introducing significant complexities in the inverse

problem.

Existing works on sewing pattern reconstruction mostly rely on 3D inputs. Bang et al.

(2021); Goto et Umetani (2021); Pietroni et al. (2022) cut the input mesh into developable

surface patches and unfold them onto 2D planes. Korosteleva et Lee (2022); Nag et al.

(2023) train deep learning architecture to predict sewing patterns based on point cloud

inputs. Image-based sewing pattern estimation is also a commonly studied technique.

Yang et al. (2016) infers sewing patterns by estimating panel parameters with iterative

optimization. Chen et al. (2024); Liu et al. (2023) train deep neural networks to extract

the panels of the sewing pattern and predict the stitching information. A short survey is

provided in section 2.5.

State-of-the-art pattern estimation methods such as Korosteleva et Lee (2022); Liu et al.

(2023) leverage extensive literature in deep learning and computer vision to generate pat-

terns, but they often neglect material properties.

1.3 Contributions

The combination of visual aesthetics and physical accuracy is essential in achieving con-

vincing virtual clothing. While physics-based simulation and editing tools can generate

high-quality, realistic garment models, creating a personalized virtual outfit using them

for each user remains labor-intensive. This process involves manual design and calibra-

tion by skilled artists, requiring specialized software and expertise. The primary aim of

6



1.3. CONTRIBUTIONS

this manuscript is to propose novel automated solutions to streamline this process, facil-

itating the creation of customized avatars in clothing for both novices and experts.

Rather than solely manipulating the 3D clothing mesh geometry or predicting the sewing

pattern, we first aim to bridge this gap by employing differentiable simulation. By inte-

grating physical simulation within the optimization loop, we ensure that the dynamics

of the clothing are accounted for in the optimization process. This approach allows for

the adjustment of 2D sewing patterns in conjunction with the fitting of draped 3D mod-

els, facilitating the accurate physical replication of these garments. By extending novel

breakthroughs in differentiable simulation, we optimize assets in a physically plausible

manner. This enables the recovery of 3D garment geometry and 2D sewing patterns, as

well as the retrieval of material properties, using only a minimal template garment li-

brary. Consequently, our optimization process outputs comprehensive assets suitable for

further simulation and various other downstream applications.

In addition to utilizing differentiable simulation, and inspired by the trend of self-supervised

neural simulation, we subsequently explored garment reconstruction via mesh deforma-

tion, incorporating physical constraints into the cost functions. This approach focuses on

synthesizing 3D garments from a base mesh template, driven by a single 3D target shape.

It effectively updates the garment’s geometry to capture fine, high-frequency details, such

as dynamic folds and wrinkles. The resulting geometries can benefit many applications

such as telepresence, and virtual try-ons.

In summary, our contributions are as follows:

• A new formulation of inverse garment draping based on the differentiable physics-

based simulation (PBS). At the heart of our method, three contributions enable us

to recover 3D draped garments geometry with their corresponding 2D sewing pat-

terns and material parameters from clothed human data. First, an upgraded differ-

entiable simulator aimed at improving computation speed, operating seamlessly

within an end-to-end optimization process. Second, a compact parameterization

of the sewing pattern to streamline the optimization, ensuring the preservation of

desirable pattern properties. Third, a set of carefully designed loss terms which

enable high quality, design-preserving results on a variety of clothes ranging from

tight-fitting to loose styles.

• A novel two-phase approach for deforming a template mesh to achieve high-quality

fitting. This method operates in a coarse-to-fine manner, initially capturing broader

dimensions (e.g., length, size). Subsequently, a mesh deformation optimization

7



CHAPTER 1. INTRODUCTION

process refines the result to align with the fine-grain details of the 3D target. Geom-

etry supervision is introduced directly in 3D space by updating Jacobians to pro-

mote smooth, large-scale deformations while minimizing localized noise artifacts

during gradient-based optimization. Additionally, a carefully constructed combi-

nation of loss functions enables the base mesh to deform freely toward the target.

Notably, physics constraints, previously handled on a frame-by-frame basis via im-

plicit integrators, are now incorporated as regularization loss terms in the optimiza-

tion.

The works during the thesis:

• "PhyDeformer: High-quality Non-Rigid Garment Registration with Physics-awareness",

Preprint.

• "Inverse Garment and Pattern Modeling with a Differentiable Simulator", B. Yu, F.

Cordier and H. Seo, published at Computer Graphics Forum. Volume 43, Issue 7 (in

Pacific Graphics 2024 conference proceedings).

• "4D Facial Expression Diffusion Model", K. Zou, S. Faisan, B. Yu, S. Valette, H. Seo,

accepted for publication at ACM Transactions on Multimedia Computing, Commu-

nications, and Applications, published online: https://dl.acm.org/doi/10.1145/3653455.

• "3D Facial Expression Generator Based on Transformer VAE", K. Zou, B. Yu and H.

Seo, accepted at 2023 IEEE International Conference on Image Processing (ICIP),

Kuala Lumpur, Malaysia, 2023, pp. 2550-2554.
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2.1. INTRODUCTION

2.1 Introduction

Virtual clothing has garnered significant interest from both computer graphics and com-

puter vision communities and empowered a diverse range of notable studies that form

the basis of this thesis. This chapter provides a structured overview of the related works,

together with the preliminaries, organized as follows:

• Section 2.2, Section 2.3 review respectively the literature on cloth simulation and

learning base cloth deformation. We also discuss the existing methods of garment

reconstruction in Section 2.4.

• Section 2.5 reviews the literature of pattern representation and estimation. We dis-

cuss the existing methods as well as their advantages and limitations.

• Section 2.6 briefly reviews the literature on SMPL human body modeling and esti-

mation of accurate bodies of real images or scans.

• Section 2.7 outlines the concepts and notations for the continuum mechanics and

finite element discretizations, the concise mathematical descriptions will serve for

the coming chapters.

2.2 Physics-based cloth simulation

Cloth simulation has been and remains one focus of computer graphics and animation.

Since the practice pioneered by Baraff and Witkin Baraff et Witkin (1998), modern cloth

animation workflows commonly adopt an implicit time integration scheme. At the heart

of a cloth simulation system, it’s a mechanical model that deforms the cloth surfaces so

that they behave like real fabrics. Considerable research has focused on refining the ma-

terial modeling to accurately emulate cloth’s mechanical behaviors. Mass-spring systems

Provot et al. (1995) and more general particle systems Eberhardt et al. (1996); Volino et al.

(1995) used to be very popular as simulation techniques in computer graphics, because of

the ease of implementation and low computational cost. However, the accuracy offered

by a mass-spring method is rather limited. For more authentic material behavior, ap-

proaches based on continuum mechanics have been used. Finite element method (FEM)

is one powerful method Narain et al. (2012); Volino et al. (2009), which computes mechan-

ical energies within a predefined spatial discretization. As a transition between mass-

spring systems and finite elements, Volino et Magnenat-Thalmann (2005) proposed an

11



CHAPTER 2. BACKGROUND

accurate particle system that draws on notions from continuum mechanics but replaces

the numerical discretization with a direct geometric formulation. Simulating garments at

the yarn level instead of per elementary continuum, although computationally intensive,

was also explored in Cirio et al. (2014, 2015), by condensing the dynamics of individual

yarn strands.

To further increase efficiency while providing favorable trade-offs between stability, speed,

and accuracy, many improvements have been proposed. Position Based Dynamics (PBD)

Müller et al. (2007) updates positions directly using projection functions resulting in high-

performance simulations, but the stiffness behavior is subject to non-physical factors

such as the number of iterations and the mesh resolution. eXtended Position Based Dy-

namics (XPBD) Macklin et al. (2016) overcome the limitation of iteration dependent be-

havior of PBD. Unlike PBD updates positions directly to project constraints, projective

dynamics Sofien et al. (2014) interconnects the FEM methods and PBD methods, it uses

projection to define quadratic energy, leading to an efficient and accurate solver with con-

stant hessian.

Given the reduced stretchability of many fabrics, strain limiting is extensively used to pre-

vent instability and artifacts due to large deformation, such as Thomaszewski et al. (2009);

Wang et al. (2010). Cloth bending is closely tied to the parameterization of the dihedral

angle Volino et al. (1995). Bridson et al. (2005) developed the bending mode of a hinge-

based element orthogonal to in-plane deformations. Later, a quadratic bending model

was proposed in Bergou et al. (2006) with assumptions of the planar case and little stretch-

ing(inextensible), with discrete mean curvature approximating bending.

With an established material model, efforts have been made in Miguel et al. (2012); Wang

et al. (2011) to incorporate captured real-world data into cloth models, rather than relying

on heuristic parameters that only ensure visual plausibility. They measure the deforma-

tion of small pieces of fabrics under controlled setups, and solve for simulation material

parameters such as stretching, shearing, and bending, to replicate the real samples in

simulators.

2.2.1 Differentiable cloth simulation

In the last few years, the rapid growth in deep learning frameworks has stimulated the

development of differentiable cloth simulation methods. A fully functional differentiable

simulation enables the calculation of gradients for parameters that affect the outcome of

simulation results. Subsequently, gradient-based optimization algorithms can be applied
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2.3. LEARNING-BASED CLOTH DEFORMATION

for inverse design and system identification purposes. Liang et al. (2019) presents the first

differentiable cloth simulation within the FEM framework(Section 2.7). Several other sim-

ulation frameworks are made differentiable such as DiffPD Du et al. (2021) and DiffXPBD

Stuyck et Chen (2023). While DiffPD is extended by Li et al. (2022b) with dry frictional con-

tact for clothing, DiffXPBD has paved the way for numerous applications such as material

parameters estimation Larionov et al. (2022), avatar recovery Li et al. (2024c).

Figure 2.1: Style3D Studio linctex (2024). 3D garment modeling and simulation software.

2.3 Learning-based cloth deformation

In contrast to physics-based simulation, which typically requires solving large systems

of nonlinear equations at each time step, learning-based methods aim at regressing the

desired output via a single function learned by neural networks.

Many methods use supervised strategies, for which datasets are of great importance to

enable training. Most of them Bertiche et al. (2020); Santesteban et al. (2019) opt for

synthetic data generated with physics-based simulators such as Narain et al. (2012). A

common practice of learning the 3D garment deformations is in the form of additive dis-

placements added to a template mesh Gundogdu et al. (2019); Jiang et al. (2020); Patel

et al. (2020); Santesteban et al. (2019); Vidaurre et al. (2020), as a function of parameters

such as pose, shape and cloth design style.
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Such displacements-based representation assumes one-to-one mapping between the body

and the garment surface, primarily suited for tight-fit clothes that closely conform to the

body in terms of both topology and shape. However, it shows reduced expressiveness

when it comes to loose garments like skirts/dresses, given its reliance on body skinning

weights. To cope with loose garments, the blend shapes and skinning weights Santeste-

ban et al. (2021) are diffused for 3D points around the body surface and have been used to

drive the shape of garments according to the body pose. Alternative representations have

been investigated, including implicit representations Buffet et al. (2019); Corona et al.

(2021); Santesteban et al. (2022b), patch-based surface representations Ma et al. (2021a),

articulated dense point clouds Ma et al. (2021b), and sketches Wang et al. (2018). De-

spite these advancements, parametric patterns remain a prevalent representation due to

the explicit control over style and topology Chen et al. (2022); Shen et al. (2020); Vidaurre

et al. (2020).

Figure 2.2: An example of learning-based methods for garment deformations based on
displacements, drawn from Santesteban et al. (2019). As a large dataset is required by the
supervised training schemes, the physics-based simulations are computed for multiple
animated bodies wearing the garments. Once trained, the data-driven cloth deformation
model infers by predicting the fit corrective displacements dependent on the body’s shape
and the dynamic wrinkle displacements dependent on the body’s shape and pose. Then,
the deformed unposed garment is skinned on the body to produce the final result.

Although supervised learning methods have proven to be highly effective, their depen-

dence on ground-truth data for training presents a notable limitation, primarily due to the

high costs and logistical difficulties involved in data acquisition. To circumvent the prepa-

ration of the ground-truth dataset, self-supervised strategies were proposed Bertiche et al.

(2021); Santesteban et al. (2022a). Instead of relying on losses that evaluate the predic-

tion error based on the difference with precomputed ground-truth samples, they adopt

14



2.4. GARMENT RECONSTRUCTION

physics-based losses as the supervision signal. The idea of self-supervised learning has

propelled advances in more recent neural garment models. Grigorev et al. (2023) com-

bines the graph neural network training with the self-supervision loss terms; De Luigi

et al. (2023) conditions on a latent code for more generic garments draping using Un-

signed Distance Function to represent garment surfaces; Li et al. (2024b) consists of flat

2D panels defined by 2D Signed Distance Function, and each panel is associated a 3D

surface parameterized by the 2D panel coordinates.

2.4 Garment reconstruction

Reconstructing 3D representations of garments from real-world data is a well-established

and extensively studied task. The input data varies widely, ranging from scans to monoc-

ular and multi-view images/videos.

In Section 1.2.1, we have introduced several related works. In addition, the techniques

mentioned in the previous sections can also be applied to this task. The parametric mod-

els of 3D garments (Section 2.3) can be applied to reconstruct clothed people in images or

scans, as the neural networks are inherently differentiable. The cloth parameters are op-

timized through trained neural networks to generate the template-mesh displacements

Jiang et al. (2020); Patel et al. (2020) or unsigned neural fields Corona et al. (2021) for fit-

ting monocular images or scans. In particular, as typical follow-up work of leaning-based

methods, Li et al. (2024a) proposed a fitting method that leverages shape and deformation

priors derived from synthetic data Li et al. (2024b) to achieve 3D garment reconstruction

from static images. Su et al. (2023) learns a neural garment deformation model of cloth-

ing conditioned on the human poses by leveraging 3D supervised training in combination

with unsupervised physical energies, they also extend to the recovery of fabric’s physical

parameters from human scans.

Guo et al. (2021) consider dynamics of the cloth geometry as secondary movement con-

trolled by the body states, and they reconstruct only by optimizing body shape and pose

through a simulation process. Li et al. (2024c); Yu et al. (2024) employ differentiable simu-

lation (Section 2.2.1) to optimize 2D garment patterns and material properties for recover-

ing clothing assets from static clothed individuals. PhysAvatar Zheng et al. (2024b) com-

bines inverse rendering with a differentiable simulator to recover not only the garment

shape but also the appearance of humans and the fabric of their clothes from multi-view

video.
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Dataset #Garment #Subject #Type #Syn #Pattern

DeepGarment Daněřek et al. (2017) 2 - 2 S ×
Wang et al. Wang et al. (2018) 8 k - 3 S ✓

Santesteban et al. Santesteban et al. (2019) 7k 17 1 S ×
GarNet Gundogdu et al. (2019) 1.5 k - 3 S ×
TailorNet Patel et al. (2020) 207 9 4 S ×
Cloth3D Bertiche et al. (2020) 11.3 k - 7 S ×
Shen et al. Shen et al. (2020) 104 - 5 S ×
SMPLicit Corona et al. (2021) 2 M - 11 S ×
DIG Li et al. (2022a) 200 - 2 S ×
DrapeNet De Luigi et al. (2023) 900 1 5 S ×
NeuralTailor Korosteleva et Lee (2022) 20k 1 19 S ✓

SewFactory Liu et al. (2023) 19.1k - 8 S ✓

Zhao et al Zhao et al. (2023) 2 - 2 S ×
CLOTH4D Zou et al. (2023) 1 k - 6 S ✓

ClothesNet Zhou et al. (2023) 4.4 k - 11 S ×
BUFF Zhang et al. (2017) 24 6 4 R ×
DeepWrinkles Lahner et al. (2018) 4 2 2 R ×
MGN Bhatnagar et al. (2019) 712 356 5 R ×
CAPE Ma et al. (2020) 8 11 5 R ×
DeepFashion3D Zhu et al. (2020) 563 - 10 R ×
GarmCap Lin et al. (2023) 4 - 3 R ×
Design2Cloth Zheng et al. (2024a) 2k 2k 31 R ×

Table 2.1: A summary of existing 3D garment datasets. #Garment: the number of different
individual garment instances, #Subject: the number of individual identities, #Type: the
number of distinct cloth types, #Syn: S for synthetic datasets generated with graphics
simulation or R for real-world data, #Pattern: whether the sewing pattern is provided.

Another line of research relies heavily on mesh deformation. Earlier attempts include Xu

et al. (2019) which applies Free-Form Deformation to deform a garment template, but

only for conforming to the rough sizing information extracted from images. Pons-Moll

et al. (2017) fits a clothing template shape to target clothing region in a non-rigid iterative

closest point (ICP) manner. To provide good initialization for the nonrigid ICP optimiza-

tion, Xiang et al. (2022, 2021) build a coarse correspondence between the target clothing
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boundary with the template mesh boundary, and then apply the Biharmonic Deforma-

tion Fields to solve for per-vertex deformations that satisfy the boundary alignment con-

straints. Instead of operating within the Euclidean space, leveraging intrinsic manifold

properties has proven effective for mesh alignment, such as utilizing the eigenfunctions

of the Laplace-Beltrami operator on manifolds Ovsjanikov et al. (2012), which facilitates

the establishment of correspondences between source and target meshes. Building on

this approach, Lin et al. (2023) aligns garment geometry with real-world captures using

a coarse-to-fine strategy that incorporates intrinsic encodings with neural deformation

fields on garment meshes.

2.5 Sewing pattern estimation

Most garments are created from the well established foundational structure: sewing pat-

tern. Typically, a base sewing pattern is composed of a set of regularly flat pieces. Gar-

ment sewing patterns provide a strong prior for garment shapes within the design space,

allowing garments with the same topology to be uniformly represented. In practice, a

parametric sewing pattern template is developed first, where the structure is designed to

reflect the general characteristics of a garment category, enabling the description of a va-

riety of garments. The parameterization of sewing patterns can vary significantly between

different approaches, as demonstrated in Figure 2.3. Such parameterization may consist

of numerical values, such as waist girth or sleeve length. Or it can be represented as an

oriented loop of sequentially labeled edges. The position of the two endpoints of an edge,

along with the location of a quadratic Bezier control point, defines the curvature of each

edge.

Figure 2.3: Parametric sewing pattern, taken from Yang et al. (2016) and Korosteleva et
Lee (2022)
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Closely related to our work, several recent studies have tackled the challenge of estimating

2D sewing patterns from 3D garment meshes.

2.5.1 3D-to-2D surface flattening

Several works consider the garment mesh as a developable surface, obtain 2D pattern

panels by cutting the garment surface into 3D patches and then flatten each patch onto a

plane. The cutting lines are found either by projecting the predefined seam lines from the

body mesh onto the garment mesh Bang et al. (2021), along curvature directions Pietroni

et al. (2022); Vaxman et al. (2016) on the surface, or through variational surface cutting

Sharp et Crane (2018) to minimize the distortion induced by cutting and flattening Wolff

et al. (2021). While intuitive and versatile, such geometric strategy is prone to generat-

ing patterns that deviate from traditional panel semantics, or lack of symmetry, making

them unsuitable for garment production. Moreover, purely geometric methods Bang et al.

(2021) do not account for the fabric’s elasticity in the physical body-cloth interaction dur-

ing the draping process, often leading to a sewing pattern that cannot accurately replicate

the originally designed garment.

Figure 2.4: An example of flattening based pattern recovery, adapted from Bang et al.
(2021). Projected seam curve on scan data (left), flattened pieces from scan data (middle),
and re-meshed pattern with Bezier curve fitting (right).
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2.5. SEWING PATTERN ESTIMATION

Figure 2.5: The grading results of a secretary dress example, adapted from Wang (2018).
Given a base sewing pattern (black) and its simulated garment in (b), a pattern opti-
mization automatically alters the base pattern into new patterns for fitting new bodies,
as shown in (a) and (c).

2.5.2 Pattern geometry alteration

Several works regard 3D synthetic garments as the simulation result of their 2D pattern

input. Patterns can be optimized using the physics simulator in an iterative manner. This

optimization problem is complex, as the objective function depends not only on the pa-

rameters of the pattern but also on the quasistatic simulation process, typically formu-

lated as:

U = argmin f
(
SimB (U ),U ,B ,SimB (Ū ),Ū , B̄

)
, (2.1)

where U is a set of parameters controlling the shape of a sewing pattern, and SimB (U ) is

a simulation function generating the vertex positions. Pattern adjustment can be defined

as the minimization of an objective function f (which varies according to the task of re-

construction or refitting), in which Ū controls the base pattern and B̄ represents the base

body.

To simplify this problem, existing techniques such as Bartle et al. (2016) introduce an in-

termediate variable and solve the problem in a two-phase approach comprising direct

3D garment editing and pattern alternation for fitting: a 3D garment shape optimization

phase and an inverse 2D pattern design phase. While sharing the main idea of comput-

ing the sewing pattern inversely from the garment, they use a quasi-static simulation as a

black box. Moreover, the solution obtained in the second phase generally does not meet

the result elaborated in the first phase. Wang (2018) tries to solve only one constrained op-

timization for adjusting a standard sewing pattern, with a focus on garment grading tasks

(e.g., resizing from S to XL) to achieve a good fit on a different body shape (Figure 2.5). The

cost function is designed to accommodate garment grading for various body sizes, ensur-
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ing that the resulting garments replicate the same degree of looseness, surface smooth-

ness, and stretching ratio as observed in the base garment on the base body. Wolff et al.

(2021) solves another problem of garment customization, by optimizing the garment rest

shape, thereby improving the comfort of the cloth to a specific individual. The 2D pattern

is indirectly altered by computing patch lines followed by geometric flattening.

2.5.3 Learning based estimation

Figure 2.6: An example of learning-based pattern estimation method, taken from Ko-
rosteleva et Lee (2022). 2D garment sewing pattern is predicted from the 3D garment
point cloud by recovering the structured panels and regressing stitching information via
deep learning.

The work of Korosteleva et Lee (2022) explores a learning-based approach for estimating

the sewing pattern of a given 3D garment shape. Leveraging a dataset of 3D garments with

known sewing patterns across a variety of garment designs, their LSTM-based model is

capable of regressing the sewing patterns representing the garment, as well as the stitch-

ing information among them. While intriguing, their model is limited to the settings pre-

sented in the training dataset: Specifically, as we will show later in Section 3.3 the model

struggles when handling garments with different material properties than those used to

generate the dataset. Likewise, it tends to show limited performance on garments draped

on bodies other than the average SMPL female body in a T-pose(for which the garments

have been draped and used for training). A plethora of works have followed this approach

such as Chen et al. (2024); He et al. (2024); Nag et al. (2023). In particular, SewFormer

Liu et al. (2023) trains a two-level Transformer network to regress sewing patterns from

a single 2D human image, by using a dataset of images and sewing-pattern pairs cover-

ing a wide range of body poses and shapes, as well as garment types. All these learning

methods, however, require a substantial dataset, which is expensive to build.
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2.6. SMPL BODY MODELING

2.6 SMPL body modeling

Figure 2.7: SMPL model, image taken from Loper et al. (2015). (a) The average template
body mesh is represented as T, with blend weights indicated by color and joints shown in
white. BS(β) and BP (θ) are two blendshapes that output the per-vertex 3D displacements,
which model respectively the deformations to change the body shape and the correctives
to skinning artifacts. (b) and (c) are the meshes with the addition of shape and pose blend
shapes in preparation for the blend skinning, according to the shape and pose parameters
β and θ. (d) The vertices are reposed using dual quaternion skinning, resulting in the final
deformed mesh.

SMPL Loper et al. (2015) is a widely used statistical human body model, providing a stan-

dard skeleton as well as a rigged body surface with shape (β) and pose (θ) parameters.

SMPL representation starts with a rigged template mesh in the rest pose. Given a pair of

shape and pose parameters, the unposed body mesh is defined as:

T (β,θ) = T+BS(β)+BP (θ), (2.2)

where T ∈ Rn×3 is the base mesh with n vertices, deformed by adding two blendshapes,

pose-dependent deformations BP (θ) ∈Rn×3, and shape dependent deformations BS(β) ∈
Rn×3. After the offsets are added to the template, the resulting mesh T (β,θ) is further

posed using the learned skinning function W (·):

B(β,θ) =W
(
T (β,θ), J (β),θ,W

)
, (2.3)

W are the blend weights of the skeleton J (·).

Since then, this approach has been extended to the modeling of fully articulated hands

Romero et al. (2017), expressive faces Ranjan et al. (2018), and bodies incorporating both

hands and faces Pavlakos et al. (2019b). The parameterization of SMPL provides a concise

representation of body shapes and poses, facilitating the unification of extensive datasets
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such as motion capture data Mahmood et al. (2019), densely annotated action dataset

Punnakkal et al. (2021) and datasets of humans interacting with full realistic 3D scenes

or in wild Hassan et al. (2019); von Marcard et al. (2018). Furthermore, substantial re-

search focuses on fitting model parameters to images of real individuals Feng et al. (2021);

Pavlakos et al. (2019a), which is particularly pertinent in applications like creating virtual

avatars. Leveraging a parametric model significantly reduces the complexity of the solu-

tion space, which is crucial for accurately estimating avatars from ambiguous inputs such

as monocular images.

2.7 Preliminaries of FEM

The simulation of deformable elastic objects has its roots in well-established disciplines

such as mechanical engineering and computational physics. Among the various tech-

niques, the Finite Element Method (FEM) has gained significant popularity in graphics

and visual computing. This is primarily due to FEM’s versatility in representing elastic

objects with complex geometric features and diverse material properties. To characterize

an elastic object deforming in space, it is necessary to define a quantitative formulation

for the deformed shape and deduce the resulting forces thereafter. In earlier mass-spring

systems, analogous concepts were applied to one-dimensional elastic strands. However,

in the context of the Finite Element Method (FEM), these concepts are extended to ac-

commodate the continuous nature of elastic deformation.

2.7.1 Deformation mapping and deformation gradient

Given an undeformed elastic object in space, it occupies a volume denoted by Ω, which

refers to the reference (or undeformed) configuration. When the object undergoes defor-

mation, every point P ∈Ω in the reference shape is displaced to its respective deformed

location x. This displacement is described by the mapping function x = φ(P ). The Jaco-

bian matrix of the deformation map F ∈ R3×3 can be derived directly from ∂x
∂P , referred to

as the deformation gradient tensor. If we write P = (Px ,Py ,Pz) and x = (φx ,φy ,φz). The
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deformation gradient is written as:

F = ∂
(
φx ,φy ,φz

)
∂
(
Px ,Py ,Pz

) =


∂φx/∂Px ∂φx/∂Py ∂φx/∂Pz

∂φy /∂Px ∂φy /∂Py ∂φy /∂Pz

∂φz/∂Px ∂φz/∂Py ∂φz/∂Pz

 . (2.4)

In general, F is spatially varying across Ω, such dependence can be put explicitly with

F(P ).

2.7.2 Strain and stress

Elastic deformation results in the accumulation of potential energy within the deformed

object, referred to as strain energy in the context of deformable solids. By assuming that

the potential energy associated with a deformed configuration depends only on the initial

and final configurations, and not on the deformation history taken over time to reach the

current state (i.e. hyperelastic materials), we can denote the strain energy as E(φ). This

notation indicates that the energy is solely determined by the deformation map of the

given configuration.

Different parts of an elastic object may deform at different severity, the relationship be-

tween deformation and strain energy is more accurately defined on a local scale. This

leads to the strain energy density function Ψ(P ), which measures strain energy per unit

undeformed volume on the infinitesimal space dΩ around the P . The energy density is

independent of the rigid translation, i.e. Ψ is a function of the local deformation gradient

alone, therebyΨ(F). The exact mathematical expression forΨ(F) will define the material

properties being modeled.

In the context of continuum mechanics, a mathematical measure is used to describe the

state of stress at a point within a material. It encapsulates the internal forces that neigh-

boring particles of a material exert on each other. For hyperelastic materials, the 1st and

2nd Piola-Kirchhoff stress tensors are commonly used, which can be written as an explicit

formula function of F, and related to the strain energy densityΨ via a simple formula. The

formula for strain energy as a function of F and the formula for stress tensor as a function

of F are equivalent.

However, the elements in the deformation gradient matrix F do not inherently provide an

intuitive reflection of deformation severity. This complicates the design of constitutive
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models for different behaviors and applications. Consequently, it is common to use in-

termediate quantitative descriptors derived from F, referred to as the strain tensor in the

development of constitutive models. A strain tensor focuses on assessing deformation

magnitude while disregarding irrelevant information unrelated to shape change, yielding

a set of specific traits of deformation that influence energy or stress values more directly

than the deformation gradient itself. Ideally, such a tensor is expected to only describe

the shape deformation.

The Green strain tensor is a role model as strain measure. After applying a singular value

decomposition to deformation gradient, F = UDVT, only VT and D are relevant to defor-

mation. The rotation part U can be removed to get:

G = 1

2

(
FTF− I

)= 1

2

(
VD2VT − I

)
, (2.5)

defined as the Green strain. We note that G is rotation invariant. If there is no deforma-

tion, G = 0. If deformation increases, ∥G∥ increases.

2.7.3 Constitutive models

The governing formula reveals material properties of a hyperelastic material could be an

explicit formula for Psi as a function of F, in constitutive models. A set of models has

been proposed, they differ in the constitutive law and computing complexity, but share

the same fashion to use specific intermediate quantities.

Linear elastic model is the simplest constitutive model, employing the small strain tensor

ξ= 1
2

(
F+FT

)− I as an intermediate variable. the strain energy density is defined as

Ψ(F) =µ tr
(
ξ2)+ λ

2
tr2(ξ), (2.6)

where tr is the trace, µ and λ represent the Lamé coefficients, which can be derived from

Young’s modulus (indicating stretch resistance) and Poisson’s ratio (indicating incom-

pressibility).

The linear elasticity model exhibits several important characteristics. It is relatively straight-

forward to implement and computationally efficient since the nodal elastic forces have a

linear relationship with nodal positions. However, it is accurate only for small deforma-

tions. Furthermore, the model lacks rotational invariance, as a rigid rotation results in a

nonzero strain tensor ξ.
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St.Venant-Kirchhoff model uses the Green strain tensor. It is worthy to note that the

linear elasticity, is an approximation of the Green strain tensor for small deformations.

In a similar fashion, the strain energy density for St.Venant-Kirchhoff elasticity can be

defined as:

Ψ(F) =µ tr
(
G2)+ λ

2
tr2(G). (2.7)

The St.Venant-Kirchhoff model exhibits rotational invariance and demonstrates plausible

material response in various scenarios involving large deformations, where linear elastic-

ity would not be suitable. However, there are trade-offs associated with this model. The

relationship between nodal elastic forces and nodal positions is no longer linear, necessi-

tating advanced solvers for numerical resolution. Additionally, the model has limitations

in terms of its resistance to extreme compression.

Corotational model is introduced as a solution to the problem of rotational invariance in

the linear model. By utilizing the Polar Decomposition F = RS, a new strain measure is

constructed as S− I, which is linear on the symmetric tensor S obtained by factoring away

the rotational component of F. Replacing the small strain tensor with the modified tensor

measure, the strain energy density for corotated elasticity is defined as follows:

Ψ(F) =µ tr
(
(S− I)2)+ λ

2
tr2(S− I). (2.8)

The corotational model ensures rotational invariance in linear elasticity, albeit at the ad-

ditional cost of performing the Polar decomposition. However, it still encounters the lim-

itation that the reliable measure is only applicable to small-scale deformations.

2.7.4 Discretization with triangles

Figure 2.8: Deformation gradient is calculated by edge vectors for linear FEM.

For numerical simulation, the physical laws expressed relative to a continuous deforma-

tion in space need to be discretized: quantities such as the deformation map, the elastic
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strain energy, stress tensors, and elastic forces all have to be reformulated as functions of

discrete state variables. In a nutshell, linear thin shell FEM assumes that the deformation

inside an elementary triangle is uniform, for any point P in the reference triangle, its de-

formed correspondence follows x = FP + c. For any vector between two points, we can

use F to convert it from reference to deformed: xba = xb − xa = FPb + c −FPa − c = FPba .

Therefore, we can calculate the deformation gradient by edge vectors as shown in Fig-

ure 2.8. Assuming that the reference triangle is flat on 2D, F is of sizeR3×2, which is related

to deformation but also contains rotation:

F =
[

x10 x20

][
P10 P20

]−1

=
[

x10 x20

] a b

c d

=
[

ax10 + cx20 bx10 +d x20

]
(2.9)

Accordingly, the green stain is a symmetric matrix, which has thus only 3 independent

entries:

G = 1

2

(
FTF− I

)=
 εuu εuv

εuv εv v

 , (2.10)

which leads to an energy density defined in Equation (2.11) if the St.Venant-Kirchhoff

model is being employed:

Ψ (εuu ,εv v ,εuv ) = λ

2
(εuu +εv v )2 +µ(

ε2
uu +ε2

v v +2ε2
uv

)
. (2.11)

The force, defined as the gradient of energy to position can be thus deduced, here we take

the elastic force applied on x1 as an example:

f1 =−Aref
(
∂Ψ
∂εuu

∂εuu
∂x1

+ ∂Ψ
∂εv v

∂εv v
∂x1

+ ∂Ψ
∂εuv

∂εuv
∂x1

)T

=−Aref
(
∂Ψ
∂εuu

a (ax10 + cx20)T + ∂Ψ
∂εv v

b (bx10 +d x20)T + ∂Ψ
∂εuv

1
2 a (bx10 +d x20)T + ∂Ψ

∂εuv

1
2 b (ax10 + cx20)T

)
=−Aref

[
ax10 + cx20 bx10 +d x20

] ∂Ψ
∂εuu

a + ∂Ψ
∂εuv

1
2 b

∂Ψ
∂εuv

1
2 a + ∂Ψ

∂εv v
b




=−Aref
[

ax10 + cx20 bx10 +d x20

] ∂Ψ
∂εuu

1
2
∂Ψ
∂εuv

1
2
∂Ψ
∂εuv

∂Ψ
∂εv v


 a

b

=−ArefFSPK

 a

b


(2.12)
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SPK is known as the second Piola-Kirchhoff stress, given as:

SPK =

 ∂Ψ
∂εuu

1
2
∂Ψ
∂εuv

1
2
∂Ψ
∂εuv

∂Ψ
∂εv v

=

 2µεuu +λεuu +λεv v 2µεuv

2µεuv 2µεv v +λεuu +λεv v

= 2µG+λ trace(G)I

(2.13)

2.7.5 FEM-based cloth simulation

Algorithm 1: Cloth Simulation

1 v0 ← 0;

2 for t = 1 to n do

3 M , f ← compute_forces(x, v);

4 at ← M−1 f ;

5 vt ← vt−1 +at∆t ;

6 xt ← xt−1 + vt∆t ;

7 xt ← xt+ collision_response(xt , vt , xbody
t , vbody

t );

8 vt ← (xt −xt−1)/∆t ;

9 end

Generally, cloth simulation includes three essential steps: force computation, dynamic

solving, and collision handling. For a draping garment, the most straightforward external

force is the gravity. Considering the intrinsic property of the fabrics and the interaction

between the body and cloth, the internal, constraint, and frictional forces should also be

modeled. In the Section 2.7.4, we discussed how to follow Finite Element Method (FEM)

discretization to compute strain forces. Given a cloth mesh X t together with an underly-

ing body mesh Bt at time step t , a cloth simulator can compute the mesh state X t+1 at the

next step t +1 based on the computed internal and external forces and the collision re-

sponse. A simple simulation pipeline is shown in Algorithm 1, as is common in graphics,

we assume that M is the diagonal lumped-mass matrix, f is the force, and a is the accel-

eration. To get the acceleration a for updating the velocity and position accordingly, the

simplest way is to solve the linear system M a = f . However, this Forward Euler method

suffers from the well-known stability issue and often limits the time step size for the sim-

ulation. In order to take larger steps for faster simulation, Backward Euler is often used.

More specifically, we want our acceleration to match the force computed in the next time
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step. 
vt+1 = vt +∆t M−1 f (xt+1)

xt+1 = xt +∆t vt+1

(2.14)

By using Taylor Expansion, we have:

f (xt+1) = f (xt )+ ∂ f

∂x

∣∣∣∣
xt

(xt+1 −xt

∆t

)
∆t

= f (xt )+ ∂ f

∂x

∣∣∣∣
xt

vt+1∆t

= f (xt )+ ∂ f

∂x

∣∣∣∣
xt

(vt +∆v)∆t

(2.15)

Then, the Equation (2.14) can be reformulated as:

vt+1 − vt =∆t M−1
(

f (xt )+ ∂ f

∂x

∣∣∣∣
xt

(vt +∆v)∆t

)
∆v =∆t M−1

(
f (xt )+ ∂ f

∂x

∣∣∣∣
xt

(vt +∆v)∆t

)
∆v =∆t M−1 f (xt )+∆t 2M−1 ∂ f

∂x

∣∣∣∣
xt

vt +∆t 2M−1 ∂ f

∂x

∣∣∣∣
xt

∆v(
I −∆t 2M−1 ∂ f

∂x

∣∣∣∣
xt

)
∆v =∆t M−1 f (xt )+∆t 2M−1 ∂ f

∂x

∣∣∣∣
xt

vt(
M −∆t 2 ∂ f

∂x

∣∣∣∣
xt

)
∆v =∆t f (xt )+∆t 2 ∂ f

∂x

∣∣∣∣
xt

vt

(2.16)

, which is a new linear system of ∆v . As long as we have the Jacobian of the forces J = ∂ f
∂x ,

we can compute a more stable result of ∆v and can apply larger ∆t . For simplicity, the

two sides of the linear solve can be denoted by ignoring the time subscript as:

M̂ =
(

M −∆t 2∂ f

∂x

)
, f̂ = f +∆t

∂ f

∂x
v. (2.17)

The global system matrix M̂ is 3n ×3n symmetric, which is positive-definite. where n is

the number of mechanical DOFs. Eventually, the exact solution can be provided by com-

puting the actual inverse of the system matrix as in the fourth step of Algorithm 1, but

this is not recommended for large matrices. More generally, the solution is obtained by

computing a factorization such as the Cholesky factorization or QR decomposition. Such

direct solvers provide robust results but the computation cost tends to be expensive with

larger scale, which becomes prohibitive for real-time performance in large-scale simula-

tions. Besides, direct solvers require the explicit assembly of global matrices to compute
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the factorization or decomposition of the system. The forces applied by the element to its

nodes are split and added to the global force vector based on the node indices in the mesh,

as illustrated in the following Figure 2.9. The assembly step may become the bottleneck

when combined with efficient solvers, as we will address in Chapter 3.

Figure 2.9: The force vector of an element (dark blue) is split and accumulated to the
global force vector (light blue) based on the node indices. Copyright @Francois Faure.

Figure 2.10: The Jacobian matrix of an element (dark blue) is split and accumulated to
the global Jacobian matrix (light blue) based on the node indices. Copyright @Francois
Faure.
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On the other hand, iterative methods are usually used as the number of iterations can be

set to compute an approximated solution while having more control over the time spent

during the solving process. Popular methods like the Conjugate Gradient (CG) algorithm

and the parallel skills are also abundant in the real-time simulation literature.

In Section 2.7.4 we illustrate how the first derivatives of the strain energy are computed to

obtain the forces explicitly in FEM for dynamics updates. Alternatively, some work pro-

poses to tackle the problem from an optimization point of view. Note that Equation (2.14)

can be reformulated as:

M
xt+1 −xt −∆t vt

∆t 2
= f (xt+1) , (2.18)

If a function h is defined as:

h(x) = M
x −xt −∆t vt

∆t 2
+ ∂Φ

∂x
, (2.19)

where Φ is the potential energy due to internal and external forces of the system. The so-

lution of equations of motion is equal to h(x) = 0. h(x) can be integrated to E(x), allows

recast the root-finding as a minimization problem of Gast et al. (2015). The discretiza-

tion and dynamics remain unchanged, and they still address the same set of equations.

Further minimization using Newton’s method would require the Hessian of E(x), which

involves the first derivatives of forces.

E(x) = 1

2∆t 2
(x − x̂)T M(x − x̂)+Φ, (2.20)

where x̂ = xt +∆t vt is a tentative position update.

xt+1 = argmin
x

1

2∆t 2
(x − x̂)⊤M(x − x̂)+Φ, (2.21)

The objective function of this minimization is also the central ingredient of a self-supervised

learning scheme Santesteban et al. (2022a). They proposed to leverage such optimization-

based formulation to define a set of losses:

L =Linertia +Lstatic , (2.22)

where Linertia models the inertia of the garment and it is defined analogously to the first

term of Equation (2.20). And Lstatic , models the potential energy Φ of Equation (2.20)

which represents the internal and external forces that affect the garment. The sum of

different physics-based terms models the energies that emerge on deformable solids. We

will discuss in more detail in Chapter 4.
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2.7.6 Differentiable FEM cloth simulation

To make the physics-based simulation differentiable, it is essential to manage the compu-

tation and propagation of gradients throughout the system. In Algorithm 1, the majority

of operations consist of primitive functions, many of which are directly supported by Py-

Torch Paszke et al. (2019) through the built-in operators. However, the linear solve (Line

4) and collision response (Line 7) must be registered as custom operations Liang et al.

(2019). The derivatives of these operations need to be exposed to PyTorch to leverage its

tensor-based automatic differentiation, which tracks the computational graph for gradi-

ent backpropagation.

Supposing the linear solve Equation (2.16) M̂a = f̂ has the solution z, and with the prop-

agated gradient ∂L
∂a

∣∣∣
a=z

, the gradients can be derived using implicit differentiation from

Liang et al. (2019) and chain rules as:

M̂∂a = ∂f̂−∂M̂a. (2.23)

For clarity of expression, we represent the matrix M̂ using the elements M̂i j .

M̂∂a =−∂M̂z =−



∂M̂11 ∂M̂12 · · · ∂M̂1 j · · · ∂M̂1n

∂M̂i 1 ∂M̂i 2 · · · ∂M̂i j · · · ∂M̂i n

...
...

∂M̂n1 ∂M̂n2 · · · ∂M̂n j · · · ∂M̂nn





z1

z2

...

zn



=−



∂M̂11z1 +∂M̂12z2 +·· ·∂M̂1 j z j +·· ·+∂M̂1nzn

...

∂M̂i 1z1 +∂M̂i 2z2 +·· ·∂M̂i j z j +·· ·+∂M̂i nzn

...

∂M̂n1z1 +∂M̂n2z2 +·· ·∂M̂n j z j +·· ·+∂M̂nnzn



(2.24)
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By splitting M̂i j from irrelevant variables, we obtain from Equation (2.24) that:

M̂∂a =−∂M̂i j



0

...

z j

...

0


+



al l

the

r est


(2.25)

Here we have the derivative of a with respect to M̂i j :

∂a

∂M̂i j
=−M̂†



0

...

z j

...

0


(2.26)

To eliminate the M̂†, an "intermediate" tensor da is introduced by solving another linear

system:

M̂⊤da = ∂L ⊤

∂a
. (2.27)

So that the derivative of L with respect to M̂i j can be deduced by chain rule:

∂L

∂M̂i j
= ∂L

∂a
· ∂a

∂M̂i j
= d⊤

a M̂M̂†



0

...

−z j

...

0


(2.28)

Combining all elements in M̂ together we have:

∂L

∂M̂
=−daz⊤. (2.29)
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The derivation of ∂L
∂f is easier:

∂L

∂f̂
= ∂L

∂a
· ∂a

∂f̂
= d⊤

a M̂ ·M̂†I = d⊤
a . (2.30)

The analytical derivatives of the linear solver to compute ∂L
∂M̂

and ∂L

∂f̂
are used to create

the new custom "linear solve" operation to PyTorch, and to have it behave like PyTorch’s

built-in operators with the gradients ∂L
∂a backpropagated from L .

Figure 2.11: Auto-differentiation to backpropagate gradients through the physics-based
cloth simulation.

Additionally, due to the computational demands of draping simulations, the system should

be both differentiable and efficient to ensure practicality. Consequently, key computa-

tional bottlenecks must be optimized, as discussed in the Chapter 3.
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3.1 Introduction

The research of recovering realistic clothed human avatars has drawn increasing attention

in the past few years as discussed in Chapter 2. The ability to generate simulation-ready

garment digital twins from 3D shapes of dressed people has a wide range of applications

in virtual try-on, garment reverse engineering, and social AR/VR. It will allow, from the

retrieved garment models, to obtain new animation, or to better capture and interpret

subsequent garment geometry undergoing deformation. This is particularly compelling

given the increasing accessibility of detailed 3D scans of people with clothing. Such a gar-

ment recovery system should ideally satisfy the following: high fidelity to faithfully repli-

cate the given 3D geometry, adaptability to obtain new garment simulations on different

body shapes and poses, and the ability to recover 2D patterns, to conform to the stan-

dard garment modeling processes used in both the fashion industry and cloth simulation

software.

In this chapter, we address the challenging problem of converting a given 3D shape of

dressed garment to an animatable form by estimating its precise 2D pattern shape. Such

pattern-based modeling closely mimics the design process for both real-world and syn-

thetic garments, and effectively disentangles the inherent shape from deformations caused

by external forces and internal fabric properties during draping. Based on a differentiable

physics-based simulator, our system solves an inverse simulation problem: iteratively op-

timizing both the pattern shape and physical parameters to ensure that the draped gar-

ment mesh on the estimated body aligns with the target garment shape. The ability to

estimate garment patterns facilitates the adaptation of the reconstructed garment to new

conditions for downstream applications. New animations on different body shapes or

poses can be synthesized by placing and seaming the produced pattern around the body

mesh prior to the draping simulation. In addition, the approach does not require any

training data and is capable of faithfully replicating intricate garment shapes. We evaluate

our method across various garment types and demonstrate that it produces patterns and

garment counterparts of promising quality. Compared to the state-of-the-art methods,

ours achieves superior performance in terms of both reconstruction and pattern accu-

racy.
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3.2 Method

3.2.1 Overview

Figure 3.1: Given a 3D representation of a dressed garment, our method generates a
simulation-ready garment by accurately estimating its corresponding 2D pattern. The
garment mesh T serves as the target in a two-phase fitting process, where both the sewing
pattern and material parameters are jointly optimized. Initially, a linear grading step cap-
tures the overall proportions and dimensions geometrically. This is followed by an inverse
simulation phase, in which optimization, coupled with a differentiable simulation, refines
the fit and geometric details.

In this section, we describe our method outlined in Figure 3.1. Drawing an analogy to gar-

ment production, the garment geometry in our work is determined by the style and size

of its sewing pattern, which is parameterized for efficient modification (Section 3.2.2).

The first component of our system is the linear grading which accounts for capturing the

coarse geometry such as size and proportion (Section 3.2.3). The second component fur-

ther refines the model to capture the detailed garment shape and precise pattern. At the

heart of our technique is an optimization-driven pattern refinement based on a differen-

tiable cloth simulator (Section 3.2.4, Section 3.2.5), where the simulated garment is itera-

tively altered along with the physical parameters.

3.2.2 Representation of base pattern and body

The garment shape is determined by the shape and size of its sewing pattern, which is a

collection of 2D panels that are placed around the wearer’s body and stitched together at
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an initial stage of the later simulation (Figure 1.2). We observe that many garments share a

same pattern topology, with geometric variations. Therefore, our system provides several

base models selected from the Berkeley Garment Library Narain et al. (2012). These base

models, i.e. 2D patterns and their corresponding sewn 3D meshes (Ubase and Xbase in

Figure 3.1, respectively), are available for representative garment categories. Although

several methods exist for estimating a base model given a garment mesh, we currently let

the user select a base model depending on the target garment type. Optionally, users can

incorporate customized base models into the system. Figure 3.2 shows three base models

(t-shirt/dress, pants, and skirt) used in our experiments.

Figure 3.2: Base models for three garment topologies. (a) t-shirt/dress; (b) pants; and (c)
skirt.

Parameterization. The planar pattern mesh U serves as the FEM reference (prior to any

deformation) for its corresponding 3D garment mesh X during the later simulation. The

mapping between a 2D vertex u ∈U to a 3D node x ∈ X is known from the base models, in

the form of a UV Map. A panel is a 2D triangular mesh bounded by a number of piece-wise

curves parameterized by a set of control points. As shown in Figure 3.3, two curves join

at a control point c i , which is typically the vertex of C 0 curvature discontinuity (corner

point), or the vertex having two or more seam-counterparts belonging to other panels

(join point) which will be merged into one node at the time of sewing. Note that the same

control point can be both a corner and a join point (purple points in Figure 3.3).

The control points are grouped into disjoint sets C = {Cp }, one for each panel p. Within

a panel, the control points are ordered in a counterclockwise manner, i.e. Cp = {c i
p }.

Throughout the pattern optimization process, the control points serve as variables, while

all other mesh points are repositioned to maintain the relative locations with respect to

them (See Section 3.2.3 for the repositioning method). This effectively reduces the dimen-

sionality of the solution space.

39



CHAPTER 3. IGPM: INVERSE GARMENT AND PATTERN MODELING WITH A
DIFFERENTIABLE SIMULATOR

Figure 3.3: Control points on the T-shirt base pattern mesh. Specific seams are colored
consistently across different panels for clarity.

Symmetry detection. Let K denote the effective control point group, initially set to {Cp }.

To further reduce the dimensionality of K and to preserve the pattern symmetry (which is

often a desirable property in garment production) during pattern adjustment, we detect

the pattern symmetry in two steps: It first detects inter-panel symmetry by computing for

each pair of panels an aligning rigid transformation Schönemann (1966) and evaluating

the quality of alignment. If their alignment score is sufficiently high, we remove one of the

two panels from K . Next, we perform intra-panel symmetry detection within K , by com-

puting for each pair of control points c i
p ,c j

p ∈ Cp its axis of symmetry and evaluating the

symmetry score for the remainder of control points in the panel. The control points pair

with the highest score exceeding a predefined threshold is used to identify left-to-right

symmetry within a panel, subsequently leading to a further reduction of control points

from K . During the symmetry detection, we identify a transformation matrix (flipping,

rotation) for each symmetry pair of control points. With the new coordinates of effective

control points K obtained from pattern alteration, the full coordinates of set U can be

restored via a series of matrix multiplication. The transformation matrices are precom-

puted once and reused throughout the optimization. The algorithmic description of the

symmetry detection is provided in Algorithm 2 of Appendix.
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Sewn garment shape. The initial 3D sewn garment mesh is made of 2D pattern placed in

3D, topologically stitched along seams, and geometrically deformed to have sufficiently

large inter-panel distances in order to avoid any potential body-garment interpenetra-

tion. Note that the vertices along the seams will be merged with their seam counterparts

on other panel(s) during stitching. Hence, the correspondence between 3D nodes x ∈ X

and 2D vertices u ∈U is one-to-many for those on the seams, while it remains one-to-one

for the rest.

Body model. The draped shape of a garment is determined by not only the pattern shape

U , but also the underlying body B , and their interaction during contact. We adopt the

parametric SMPL model Loper et al. (2015) to represent the body, for which several ef-

ficient registration methods to 3D data exist. We used the method by Bhatnagar et al.

(2020a,b) to fit SMPL parameters to the wearer’s body. The resulting model is denoted as

B = SMPL(β∗,θ∗), β and θ are respectively the shape and pose parameters in SMPL, as

described in Section 2.6.

3.2.3 Pattern linear grading

In this phase, we aim to perform an approximate geometric deformation at the panel level

to capture the overall geometry of the target garment, such as length and proportion. The

main idea is to match closely corresponding 3D open contours on both garments by de-

riving the relocation of their corresponding 2D open curves (See Figure 3.3 for an exam-

ple). A 3D open contour is composed of edges connected to only one adjacent triangle,

which often carries design information, representing features such as necklines, hem con-

tours, cuff contours, etc. Given a base model pair Ubase and Xbase , an initial draped shape

Xi ni t is computed on the estimated body B , with reference to Ubase . The open contours

on both the simulated and the target meshes are extracted, associated with their respec-

tive counterparts, and the distances between them are measured along the skeleton of the

underlying body. These longitudinal distances, together with the difference in circumfer-

ence, are used to guide the relocation of control points {c i } on the open curves and others

in the pattern. An algorithmic description is given in Algorithm 3 of the Appendix.

In Figure 3.4, we illustrate an example of how the measurements on the cuff in 3D are used

in the editing of 2D panel curves. The distance between the target cuff Ot and the source

Os measured along the arm bones, together with the difference in their circumferences,

determine the amount of the displacement |d⃗ | of control points on the corresponding

open curve (in blue) on the panel. The direction of d⃗ is derived by computing and nor-
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Figure 3.4: An example of linear grading. The axial distance d⃗ between open contours
from the source mesh (left) to the target mesh (right) is used to displace the corresponding
open curve (in blue) in the 2D panel.

malizing the midpoint of the two endpoints of the open curve minus the average of other

control points, while the width-changing vectors are computed by subtracting each con-

trol point from the other and normalizing the resulting vectors individually.

The above process could potentially lead to substantial location changes of control points,

leading to undesirable topological distortion such as fold-over. To preserve the initial

topology of the pattern mesh as well as the neighboring relationship among vertices, we

employ the 2D deformation method based on Mean Value Coordinates (MVC), similar to

Meng et al. (2012). After the control points change their positions, the positions of other

boundary vertices are updated in a per-curve manner, by repositioning each of them in

the same relative location in a local coordinates system whose principal axis is defined by

a vector connecting two end (control) points of the curve.

To maintain the neighboring relationship of the boundary vertices v i
j , we employ a 2D

editing method to first calculate its relative positions in the local coordinates system by a

simple linear interpolation to its neighboring control points. The superscript i and sub-

script j used here refer to the i -th pair of two control points(c i and c i+1) and the j -th

boundary vertex between them respectively.

α j =
(
v i

j − c i
)
· xi∥∥xi

∥∥ ,β j =
(
v i

j − c i
)
· y i∥∥y i

∥∥ , (3.1)
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where xi = c i+1 − c i and y i = R90 ∗ xi forms the two axes of the local coordinate system,

R90 is the rotation matrix for a 90°counter-clockwise rotation . Basically, after the control

points are dragged to the desired position c i ′,c i+1′, they will serve as new position con-

straints on the pattern boundary curves. By keeping the relative position of the boundary

vertices to its edited neighboring control points as before, the new coordinates of v i ′
j are

updated to: v i ′
j = c i ′+α j ∗xi ′+β j ∗ y i ′.

The remaining interior vertices are then updated iteratively with reference to the de-

formed boundary position constraints by MVC. The edit of 2D panels is followed by a

remeshing and draping process to have a simulated 3D garment, to reflect the change also

in 3D. The resulting pattern ULG and its corresponding draped garment mesh XLG serve

as a good initial state for the subsequent optimization-driven pattern alteration, which is

described in Section 3.2.5.

3.2.4 Inverse garment simulation

The garment-pattern result obtained from the previous phase is only an approximation

of the target geometry. In the next phase, we further refine the pattern ULG through an

optimization tightly coupled with a differentiable cloth simulation. Specifically, we ex-

tend the differentiable ARCSim Liang et al. (2019); Narain et al. (2012) by revisiting both

the dynamics solve and body-cloth interaction.

3.2.4.1 Differentiable cloth simulation

At each forward simulation step, the draping garment over the estimated body is com-

puted, taking into account external and internal forces until an equilibrium is achieved.

The implicit Euler integration involves solving a linear system for the cloth motion as pre-

sented in Equation (2.16), we rewrite here as:

(M −∆t 2 J )∆v =∆t ( f + v J∆t ), (3.2)

where f is the sum of external forces (gravity, contact force) and internal forces (stretch-

ing, bending, etc). M is the block diagonal mass matrix composed of the lumped mass of

each node, and J = ∂ f
∂x is the Jacobian of the forces. At each time step∆t , we solve eq. (3.2)

for ∆v and update the velocity v and position x. The equation could be written as M̂a = f̂

for simplicity.
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After the forward simulation with a predefined number of time steps (10 to 20 in our ex-

periments), a loss L (Section 3.2.5) is measured between the simulated garment geom-

etry and the target cloth mesh segmented from the 3D input. The error is used to back-

propagate gradients to optimize the garment rest shape in terms of pattern parameters.

The analytical derivatives ∂L
∂M̂

and ∂L

∂f̂
of the linear solver computed in Section 2.7.6 are

used to create the new custom "linear solve" operation to PyTorch, and to have it behave

like PyTorch’s built-in operators with the gradients ∂L
∂a backpropagated from L .

3.2.4.2 Material model

We employ an orthotropic stretching model to quantify the extent of planar internal forces

in response to cloth deformation. The model defines the relation between stress σ and

strain ϵ using a constant stiffness matrix H : σ= Hϵ, where

H =


H00 H01 0

H01 H11 0

0 0 H22

 . (3.3)

The bending forces are modeled with piecewise dihedral angles Figure 3.5 which describe

how much the out-of-plane forces would be when subject to cloth bending, as used in

Bridson et al. (2005):

fi = k
∥e∥2

∥A1∥+∥A2∥
sin

(π−α
2

)
ui , (3.4)

where α is the dihedral angle, e is the edge vector, fi represents the bending force applied

on the i -th vertex (i =1,...,4), A1 and A2 denote the areas of two triangles, ui is the direction

vector of the i -th node, and k is the bending stiffness coefficient.

3.2.4.3 Acceleration of force vector/Jacobian matrix assembly

ARCSim Liang et al. (2019); Narain et al. (2012) uses the traditional approach of directly

solving the linear system after the assembly of the extended mass matrix M̂ and the force

vector f̂. The internal forces exerted by a triangle element to its nodes are split and ac-

cumulated to the global force vector, where the contributions from multiple adjacent ele-

ments are summed up for each node. Such force vector assembly process incurs a consid-

erable overhead cost as the number of time steps grows. It is even more expensive for the
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Figure 3.5: Dihedral Angle Model.

extended mass matrix assembly as it contains the Jacobian of forces, which is large and

sparse. We propose an efficient method for accelerating the assembly. As the same assem-

bly is executed for each time integration, we exploit the fact that the inherent topological

structure remains unchanged during the simulation, with a sequence of triangle elements

in a fixed filling order. We encode this information in the form of a static mapping matrix,

which converts the assembly process to a matrix multiplication, which is parallelizable

on a GPU. Additionally, the matrix remains very sparse regardless of the mesh resolution,

for which multiple numerical tools are available.

In particular, the matrix M̂ is constructed by aggregating the local contributions from in-

dividual elements into the corresponding locations. Each triangle element (element here-

after) yields a Jacobian matrix of nine partial derivatives of the force with respect to the

position of a node ( ∂ fi
∂x j

), i , j =1,2,3. The Jacobians for all elements are packed into a Jaco-

bian stack as illustrated in Figure 3.6 (e), where we use mn to denote ∂ fm
∂xn

(m, n: global

indices) for a compact representation.

In ARCSim Liang et al. (2019); Narain et al. (2012), these Jacobians are assembled to M̂

through a total of F × 3× 3 assignment or addition operations, where F represents the

number of triangles in the garment mesh. Optimizing this process becomes crucial, es-

pecially considering its higher computational cost compared to the force vector assembly.

To this end, we propose to realize the Jacobian assembly using matrix multiplication. M̂

is a sparse matrix, and moreover, directly representing the mapping from the Jacobian

stack to the matrix form is not feasible, although it would be ideal for leveraging GPU-

accelerated matrix multiplication. We address this issue by introducing an intermediate
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data structure called compressed Jacobian vector (Figure 3.6(b)). It is a set of Jacobians

for each force-node combination, which is obtained by first reshaping the Jacobian stack

into a Jacobian vector (Figure 3.6(d)), and by encoding the mapping from the per-element

Jacobian to the compressed Jacobian vector as a static mapping matrix (Figure 3.6(c)).

Then a GPU-based sparse matrix multiplication is performed, effectively substituting the

iteration-based Jacobian assembly. It is highly backpropagation-friendly, resulting in a

considerable acceleration of the assembly process of linear solve(Table 3.1). Finally, the

Jacobians in the compressed vector are transferred to M̂ (Figure 3.6(a)). The number of

operations reduces to N +2×E (N : number of nodes, E : number of edges), compared to

the original F ×3×3. The assembly of batched elementary forces to the global force vector

follows the same principle.

Figure 3.6: The assembly of a compressed Jacobian vector (b) is obtained by a static ma-
trix multiplication, encoding the mapping from the per-element Jacobian (e) to the per
force-node Jacobian (b). Compressed Jacobians are then transferred to the extended mass
matrix (a) .

3.2.4.4 Efficient body cloth interaction

One important component of draping simulation lies in the body-garment interaction,

which involves the contact force computation and the garment-body collision handling,

for which many algorithms have been proposed Bridson et al. (2005); Harmon et al. (2008);

Tang et al. (2010). In particular, collision handling Harmon et al. (2008) consists of two
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Figure 3.7: Collision detection contains two phases: broad-phase culling and narrow-
phase test.

main steps: collision detection and collision response. Collision detection is divided

into two phases: broad-phase culling and narrow-phase testing. To ensure efficiency, a

bounding volume hierarchy (BVH) is employed during the broad-phase culling. This is

followed by continuous collision detection to identify all potential collision instances. The

BVH accelerates collision testing by organizing simple bounding volumes hierarchically.

Initially, collision tests are performed against the top-level bounding boxes, and only if

an overlap is detected, the test proceeds to the next level. This process is repeated recur-

sively, down to the triangle level, where further primitive overlapping pairs (e.g., vertex-

face and edge-edge) are identified (Figure 3.7 ). In the narrow-phase collision test, the

precise moment of collision is determined for the potentially colliding pairs identified in

the broad phase. A key characteristic of both tests is that, at the time of collision, the

four involved vertices lie on the same plane. And the collision response is conducted on

non-rigid impact zones, which has been made differentiable by Liang et al. (2019). How-

ever, it remains computationally expensive, leading to rapid growth of the computation

graph (i.e. memory-hungry) during forward simulation, and struggles to accommodate

high-resolution meshes. Hence, we chose to compromise by implementing a lightweight

collision handling scheme that makes use of the signed distance function (SDF).

When the signed distance of a query garment vertex x falls below a threshold (indicating

proximity to the body), the repulsion force is triggered between the body and the gar-

ment, with its magnitude inversely proportional to their distance. We use the classical

Coulomb’s model for friction force, which is elicited when there is relative movement

along the surface tangent. While the repulsion forces prevent the interpenetration, oc-

casional collisions might still occur and need correction after the dynamic simulation. To

this end, for any garment vertex x with sd f (x) < 0 we present the collision resolving setup,
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correcting the interpenetration by:

x̃ = x + (δ− sd f (x)) ·n, (3.5)

where n = ∇sd f (x)
|∇sd f x| is the spatial gradient of sd f (·) (also the surface normal), and δ denotes

the collision thickness. This scheme significantly enhances the speed of both forward and

reverse simulation while maintaining the performance level.

The signed distance of the underlying body is computed either by a trained neural net-

work, which is naturally differentiable, or analytically on the fly with Kaolin NVIDIA (2024).

In the latter case, as it involves only unit operations, it can also be seamlessly integrated

into the differentiable simulation. Since the SDF is also used to compute the repulsion

forces for intersection prevention, the position correction (projection) is generally sparse

and minor if there is any. As a result, it ensures smooth backpropagation without intro-

ducing discontinuities.

Figure 3.8: The cross-sectional curves on the right, generated from three meshes on the
left: two simulated meshes, and the target. The colors of the cutting planes are used to
draw the cross-sections. The curvature-weighted Chamfer (blue) leads to a sleeve draping
silhouette closer to the ground truth (red), compared to the standard Chamfer distance
(green).

3.2.5 Optimization-based pattern alteration

In this phase, we further refine both the pattern state ULG and the simulated garment XLG

obtained from the previous stage through optimization using the differentiable draping

simulator. At each iteration, the simulated garment geometry X = {xi } is compared with

the target T = {ti } using a loss function, subsequently utilized by a gradient-based algo-

rithm to refine the pattern shape. We define the following loss over the effective control
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Figure 3.9: A schematic diagram of the optimization process with differentiable simula-
tion.

points K and the physical parameters Γ:

L =Lr ec (X = Sim(U (K ),Γ;B(θ,β)),T )

+λseamLseam(U (K )),
(3.6)

where λs are weights. It combines the reconstruction loss Lr ec and the seam-consistency

loss Lseam penalizing the inconsistent curve lengths along the seam. The reconstruction

error is composed of the Chamfer distances LC F measured both between the surfaces (X

and T ) and among open contours (Xopen and Topen),

Lr ec =LC F (X ,T )+λopenLC F (Xopen ,Topen)+λmat Lmat (Γ). (3.7)

The Chamfer distance, widely used for fitting deformable surfaces, has proven to work

well in most cases.

LC F (X ,T ) = 1

|X |
∑

x∈X
min
t∈T

∥x − t∥2 + 1

|T |
∑
t∈T

min
x∈X

∥t −x∥2. (3.8)

However, we observed that it is not sufficient for certain garment targets, due to its “my-

opia” that each point only considers its nearest neighbor on the other mesh, neglecting

the surroundings. In regions with high curvatures, often present in the folded geome-

try of loose clothes, this can lead to lower geometric accuracy (See Figure 3.8). Hence, we

use curvature-weighted Chamfer distance Bongratz et al. (2022) instead, which prioritizes

high-curvature regions, subsequently improving the reconstruction of densely folded re-
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gions:

LCW C F (X ,T ) = 1

|X |
∑

x∈X
κ(t̃ )min

t∈T
∥x − t∥2

+ 1

|T |
∑
t∈T

κ(t )min
x∈X

∥t −x∥2,
(3.9)

with κ the mean curvature and t̃ = argmint∈T (∥x − t∥). The seam loss serves as the regu-

larization that guarantees the consistent curve lengths of two panels along the seam:

Lseam(U ) =
|S|∑
i

|Ei |=|E cor r
i |∑

j

(
|e j

i |− |ecor r, j
i |

)2
, (3.10)

where S = {Si } ⊂ X denotes the set of 3D seam curves, and Ei ,E cor r
i ⊂ U are the sets of

edges e j = u j −u j+1 along the 2D panel curves comprising the seam counterparts of Si .

We also optimize over the physical parameters H and k by adding them into the variable

set:

Γ := (H00, H01, H11, H22,k). (3.11)

To penalize unrealistic material parameter combinations, we constrained the elements

within the physically plausible ranges(above a non-negative threshold 1e-6), with Lmat =
relu(1e−6 −Γ). These physical parameters are added to the variable set in later iterations,

once the pattern shapes reach an approximate optimum.

3.3 Evaluation

3.3.1 Implementation details

We now describe the main implementation details and experiment setups.

Simulation. We set one time step ∆t to 0.05s, and the number of time steps for one for-

ward simulation between 10 and 20. The garment resolution tested ranges from 1K to

8K vertices. We set the collision thickness to the conventional value 1e-3m. A variant of

DeepSDF Park et al. (2019) with periodic activation functions Sitzmann et al. (2020) that

learns the SDF of the wearer’s body has been used for collision handling. By vectoriz-

ing as much as possible the force and Jacobian computation, our extension to ARCSim

differentiable cloth simulator Liang et al. (2019) allows it to run all computations on a

GPU. Table 3.1 summarizes the computation time of linear solve by the baseline model

Liang et al. (2019) and ours, measured on a NVIDIA GeForce 3090, for T-shirt garments
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with different resolutions (1K to 3K). Note that in our model the first iteration involves the

construction of the deterministic mapping, which is reused in subsequent iterations. In

contrast, the baseline model requires the overhead of assembly for every iteration. The

acceleration of the linear solver and the SDF-based collision handling scheme result in a

14 times overall speedup compared to Liang et al. (2019).

Baseline Liang et al. (2019) Ours

# vertsiterations 1 20 1 20 speedup

1K (forward) 2.8 83.7 19.1 59.4 1.4x

1K (reverse) 7.0 155.6 2.7 60.0 2.59x

2K (forward) 8.4 178.1 67.6 133.0 1.34x

2K (reverse) 17.2 466.0 6.3 128.7 3.62x

3K (forward) 12.3 257.9 133.6 228.6 1.13x

3K (reverse) 24.7 505.4 12.0 186.3 2.71x

Table 3.1: The computational time for the matrix assembly and linear solve (in seconds)
using the baseline model and ours, measured on a T-shirt garment with varying resolu-
tions. Note how our method improves the speed as the number of iterations increases,
especially during the reverse process.

Optimization. The variables are optimized by using the Adam optimizer Kingma et Ba

(2015), with a learning rate 10−3, β1 = 0.9, β2 = 0.999. We empirically set λopen = 0.1,

λmat = 0.01 and λseam = 0.01. We observed that the addition of material parameters no-

ticeably impacts the result. Conversely, excluding these parameters from optimization

might lead to distorted panels. We present the results of a related ablation study in the

following section. The material parameters are initialized with a material set selected by

the user from the material library, which spans a range of common fabrics. Additionally,

the pattern variables are effectively initialized through linear grading.

Pattern editor GUI. To allow for customization of template patterns for special designs(e.g.

deep V collar) and eventually support more garment categories. We developed a graphic

user interface(GUI) that allows a user to input and modify a pre-existing clothing pat-

tern. The user can mouse over the 2d pattern to see its correspondence in a 3d garment,

and can move and rotate the panels of the pattern. They can select any "control points"

(corner points or other points integral to the shape of the panel) and drag them or move

them with the arrow keys to change the shape of a panel. They can also select two points

in the pattern and press the "straighten curve" button to straighten the curve between

them. The user can superimpose different layers over the pattern mesh, one to see all

the possible control points and add or remove them, one to show with color coding the

"inter-panel symmetry" in the panel (symmetry between panels), and another to show
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the intra-panel symmetry (symmetry within a panel itself). More GUI can be found in the

Figure 5.1.

Figure 3.10: Graphic user interface for pattern editing.

3.3.2 Quantitative and qualitative comparisons

We evaluate our model on a number of representative garment types and compare it

with previous works. We first evaluate the performance on 3D garment reconstruction,

and then on 2D pattern estimation. To carry out a fair comparison, we use the garment

meshes of a third-party LAVA lab dataset Korosteleva et Lee (2021) as targets (i.e. test

data), which is an unseen dataset for all evaluated methods. It is also one of the few

datasets that provide 2D sewing patterns for every 3D garment mesh, enabling the evalu-

ation of our results in both 3D reconstruction and 2D pattern estimation. We describe the

detailed results below.

3D garment reconstruction. We compare our approach to the related methods for gar-

ment fitting, and utilize 3D garment geometry as targets. We run the Adam optimizer

Kingma et Ba (2015) for a varying number of iterations until the convergence for each

method, while noting that the parameter space representing the garment geometry dif-

fers among them: The coordinates of effective control points and material parameters for
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Figure 3.11: Comparison of 3D garment reconstruction of our method with others Corona
et al. (2021); De Luigi et al. (2023); Li et al. (2024b); Patel et al. (2020). IGPM reproduces
faithful garment shapes, even accounting for intricate geometry details like wrinkles on
large sleeves. Best viewed on screen zoomed-in.
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our method IGPM, the γ garment style parameter for TailorNet Patel et al. (2020), the la-

tent vector z = [zcut , zst yle ] describing garment cut and style for SMPLicit Corona et al.

(2021), and the latent codes z’s encoding the garment characteristics in DrapeNet and ISP

De Luigi et al. (2023); Li et al. (2024b). The results are quantitatively evaluated using two

metrics: Chamfer distance(i.e., the averaged squared L2-distance from each vertex in one

mesh to its closest vertex in the other mesh, computed bidirectionally.) to the ground

truth mesh vertices, and the angular error to measure the similarity of the computed nor-

mal vectors, similar to Bednarik et al. (2020). As shown in Table 3.2, our method is consis-

tently better than others, which is confirmed by qualitative results, shown in Figure 3.11.

We observe that the performance of the data-driven approaches is biased by the training

dataset. It is clear that TailorNet basically has learned over tight-fit datasets, so it does

not generalize very well when fitting to loose styles, as seen in the Pants example. In con-

trast, our approach reconstructs accurate 3D geometry, for both loose and tight garments.

Drapenet uses unsigned distance functions (UDFs) and requires extra computations for

meshing, and it is sensitive to the initialization of latent code for optimization.

3D Reconstruction

Chamfer distance / Normal similarity

Garments SMPLicit TailorNet Drapenet ISP Ours

T-shirt 1.4 /- 0.331 / 0.081 0.689 / 0.129 0.297 / 0.094 0.112 / 0.049

Dress 3.2 / - 1.305 / 0.161 0.619 / 0.135 0.189 / 0.131 0.110 / 0.075

Shorts 1.3 / - 1.036 / 0.050 0.131 / 0.048 0.202 / 0.095 0.126 / 0.043

Pants 2.9 / - 2.587 / 0.104 0.485 / 0.085 0.185 / 0.077 0.142 / 0.049

Skirt 6.5 / - 1.300 / 0.063 - / - 0.435 / 0.093 0.106 / 0.014

Table 3.2: Quantitative evaluation in 3D garment reconstruction. we use Chamfer dis-
tance and cosine normal similarity to measure geometric similarity. Our method per-
forms notably better than others.

2D Pattern Estimation. The quantity of research focusing on sewing pattern recovery di-

rectly from a given 3D input data is rather limited, with the majority of them dedicated to

precise but minor adjustments to existing patterns Bartle et al. (2016); Wang (2018). We

compare our work with NeuralTailor Korosteleva et Lee (2022) and SewFormer Liu et al.

(2023), two deep learning frameworks that predict a structural representation of a sewing

pattern from a 3D point cloud and a 2D image, respectively. To facilitate comparison with

the ground-truth patterns, the experiments were conducted under favorable conditions

for their work – We selected five patterns from the dataset used in NeuralTailor as the

ground-truth ones. Then, we generate 3D drape shapes at a T-pose by using an indepen-

dent simulator, differing from both ours and theirs. To evaluate SewFormer, we render

2D images with settings similar to those used by SewFormer. Some of the results are illus-
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2D Estimation

Turning /Surface area

Garments NeuralTailor SewFormer Ours

T-shirt 10.50 / 0.13 10.46 / 0.15 9.12 / 0.09

Dress 11.20 / 0.37 11.77 / 0.43 10.96 / 0.10

Shorts 7.41 / 0.05 7.74 / 0.06 7.33 / 0.04

Pants 6.77 / 0.01 6.79 / 0.20 7.00 / 0.08

Skirt 4.31 / 1.11 4.42 / 0.62 4.14 / 0.04

Table 3.3: Quantitative evaluation in 2D pattern estimation. To measure the accuracy
of 2D patterns, we evaluate the turning function metric for comparing polygonal shapes
Arkin et al. (1991) and the surface error (the average of normalized surface difference error
computed for each panel).

trated in Figure 3.12. We observe that their method makes very good predictions on the

trouser-like garments as the geometric variation of pants and shorts are limited and well

covered in their training dataset. For the other garment types, however, our method pro-

duces better results. To quantitatively measure the quality of estimated 2D patterns, we

have used two metrics: (1) the turning function metric for comparing polygonal shapes

Arkin et al. (1991), and (2) the relative error in surface area A(·), as determined by averag-

ing normalized surface difference error 1
|p|

∑ ∆A(pi )
A(pi ) computed for each panel pi .

Generalization to different poses and shapes. Target garment shapes draped on a T-

posed body allow for a fair comparison to NeuralTailor, since it has been trained on gar-

ments in this setting. To demonstrate that our method also performs well in other set-

tings, we have tested our method on some example meshes from SewFormer Liu et al.

(2023). As shown in Figure 3.13, our method is able to faithfully reconstruct 3D garments

worn by the individuals in challenging poses, while producing consistent patterns close

to the ground truth.

3.3.3 Recovery of physical parameters

To demonstrate the capability of our method to faithfully recover physics, two draping

skirt meshes were simulated using identical sewing patterns but varying only the physical

parameters. Then we used them as targets and compared our estimated patterns with

those generated from NeuralTailor Korosteleva et Lee (2022). As shown in Figure 3.14, our

method can faithfully capture 3D garment geometric variations originating from different

bending parameters, while producing consistent patterns close to the ground truth. On

the contrary, NeuralTailor translates the geometric variation into that of panels, yielding
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Figure 3.12: 2D pattern estimation from 3D garment meshes. From top to bottom:
Ground truth, IGPM, NeuralTailor Korosteleva et Lee (2022) and SewFormer Liu et al.
(2023).

Figure 3.13: Results of our method evaluated using varying poses. (a) Target clothed body;
(b) target garment mesh (left) and the reconstructed mesh (right); (c) ground-truth pat-
tern; and (d) our estimated pattern.
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a significantly different pattern for each target instance.

Figure 3.14: Sewing patterns estimated from two input meshes, both simulated from an
identical ground-truth pattern but with varying bending coefficients. By optimization
over bending coefficient, our method correctly finds the panel shapes, compared to the
alternative method.

3.3.4 Evaluation on 3D scan data and retargeting

We conducted a qualitative evaluation of our method using 3D scans obtained with the

Vitronic VITUS Human Solutions body scanner VITRONIC Corporation (2024), the cap-

tured meshes are of high quality and without holes. The ground-truth patterns have been

obtained by placing transparent papers over the flattened garments, drawing along the

seams, and then digitally cutting along the traced lines after scanning. As shown in Fig-

ure 3.15, our method outputs reasonable, quality estimations of the 3D garment and the

2D pattern. Since the recovered pattern is simulation compatible, it can be easily reused

by a simulator to generate draping shapes on new conditions, as shown in Figure 3.16.

More results about the reanimation are provided in Figure 3.17.

3.4 Ablation study

Here we report the results of our ablation study, where we examine the contributions

of individual components to the overall performance (Table 3.4). Our model achieved

a Chamfer distance precision (CF) of 0.1103 and a cosine distance of normals (NOR) of

0.075. It outperforms other settings where the curvature-weighted Chamfer loss is re-

placed with the vanilla Chamfer (1st row of Table 3.4), when the seam consistency loss

term is removed (2nd row), or when the optimization of physical parameters was disabled
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Figure 3.15: Results of our method evaluated using 3D scan data. (a) Input 3D scan; (b)
segmented target (left) and simulated garments (right); (c) ground-truth pattern; and (d)
estimated pattern.

Figure 3.16: The dress model obtained from the 3D scan (Figure 3.15) has been retargated
to two new SMPL bodies.
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Figure 3.17: The recovered garments have been reanimated to new body motions bodies
for dynamics.
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(3rd row). These results confirm the importance of both loss terms and the integration of

physical properties in the optimization process.

Figure 3.18 illustrates the reconstructed models obtained from the ablation study. We

observe that our model (Figure 3.18(e)) bears the closest visual resemblance to the target.

The use of weighted Chamfer distance allows for better capture of the armpit region and

the lower part of the sleeve (Figure 3.18(b)). The absence of seam loss leads to a puckered

seam around the shoulder, resulting from the extra tension exerted on the shorter seam

(Figure 3.18(c)). The optimization of physical parameters helps to recover fine wrinkles,

as well as more plausible pattern estimation. As we can see in Figure 3.18(d), the “pear

shape” of the body/dress has been solely attributed to the increasing panel width along

the torso, when the material parameters were disregarded during the optimization.

Method Chamfer distance (CF) Normal similarity

Ours(w/o curvature CF) 0.115 0.085

Ours(w/o seam loss) 0.117 0.076

Ours(w/o physics) 0.113 0.081

Ours 0.110 0.075

Table 3.4: Quantitative results of ablation studies. We report the metrics for the dress
garment.

Figure 3.18: Results of our ablation study on loss terms: (a) target mesh; (b) results with
vanilla Chamfer loss (without curvature weights, (c) without seam loss, and (d) without
physical parameters; (e) our results.
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3.5 Conclusion

We have presented a method to recover simulation-ready garment models from a given

3D geometry of a dressed person. Basing our work on a differentiable simulator, we re-

fine the 2D sewing pattern shape through inverse simulation, ensuring that the physically

based draping of the corresponding sewn garment closely matches the given target. Our

experimental results confirm that our system can produce simulation- and fabrication-

ready patterns on a range of representative garment geometries, outperforming compa-

rable state-of-the-art methods.

Our approach presents several limitations that suggest avenues for future exploration.

First, the iterative optimization process involving forward and reverse simulation is time-

consuming. Further acceleration can be employed to achieve faster convergence in opti-

mization processes Jang et al. (2023). Second, although our linear grading scheme effec-

tively adjusts the base model to align with the target prior to the optimization, the results

can be sensitive to initial values, potentially resulting in different local minima. As well,

predefined design choices such as mesh resolution and the identification of control points

on the panels can also impact the outcome.
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4.1 Introduction

This chapter introduces a mesh deformation-based method designed to generate detailed

garment geometry that replicates target clothing. One approach for addressing garment

reconstruction is the use of full-body reconstruction techniques Habermann et al. (2020);

Zhang et al. (2017). However, the resulting geometries are typically watertight and coarse,

necessitating manual post-processing, such as segmenting for open contours of neck,

arms, legs, and waists and re-meshing to modify the mesh topology. Alternatively, using

a limited number of view renderings, Neural radiance field(NeRF)-based methods Feng

et al. (2022); Wang et al. (2023, 2021) can achieve relatively high reconstruction quality,

though their outputs are primarily suitable for rendering are challenging to use for other

downstream tasks, and are affected by slow optimization and rendering speed. Another

research direction involves fitting garments by adjusting the 2D garment patterns, which

can be optimized using differentiable simulation, as in the last chapter. While these ap-

proaches Li et al. (2024c); Yu et al. (2024) produce simulation-ready garments, they are

computationally expensive as a complete quasi-static simulation is executed at each it-

eration. Additional setups are required to generalize to new garment types. Moreover,

recent developments have reduced the cost and difficulties in obtaining segmented 3D

scans Wang et al. (2024), which makes it easier to leverage 3D inputs for research prob-

lems and commercial applications. Aligning virtual template garments to 3D data of real

clothing can accelerate the recovery and reproduction of 3D garment geometries, with

applications across various domains, including gaming, film, fashion, and virtual try-on.

In the previous chapter, 3D garment reconstruction through inverse modeling is studied,

where qualitative results indicate that it yields satisfactory outcomes. In this chapter, the

focus is more on capturing higher-frequency details, such as the exact folds and wrinkles

exhibited on the targets, that are more challenging to recover. Therefore, we would like to

propose a faster method with higher quality output geometries, which delves deeper into

reproducing finer geometric details for applications with higher precision requirements.

To this end, we proposed PhyDeformer to resolve these challenges from a mesh defor-

mation perspective, which works in a two-stage manner. In the first stage, we conduct

the garment grading for a coarse 3D alignment of the template and the target mesh, ac-

counting for the proportional scaling and fit same to Section 3.2.3. In the second stage,

the graded garment mesh is further refined with a Jacobians-based deformation by using

the reconstruction loss and other physics-inspired losses. We remark that the necessity

of refinement of garments is rooted in their highly non-rigid nature in garment geometry.
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Our approach stems from performing the mesh deformation directly in the 3D space to

eliminate scale and pose ambiguities that are difficult to avoid when using 2D images. In

addition, physics-based constraints are also added in the refinement stage, the output is

regularized to be physically plausible.

We demonstrate that our two-stage pipeline is capable of smoothly deforming a wide va-

riety of garment meshes, achieving both large modifications, e.g., proportions in sizing,

as well as adding fine details, such as folds and wrinkles.

4.2 Method

Figure 4.1: Given an input 3D base mesh and a target garment image, we perform linear
grading on the base mesh to achieve an initial alignment. Then the geometry deforms
by optimizing per triangle Jacobians. Two sorts of losses are utilized as a soft supervision
signal during the deformation process: reconstruction loss drives the deformation toward
the target geometry, and a set of physics losses ensures a physics-coherent deformation.
The output geometry accurately captures the geometry of the target.

Figure 4.1 shows an overview of our method. Given an input mesh, PhyDeformer enables

the manipulation of geometry in two stages. In the first stage, the linear grading com-

ponent accounts for capturing the coarse geometry such as size and proportion. Then, in

the second refinement step, we optimize a displacement mapφ :R3 →R3 over the vertices

through Jacobians guided by a set of losses. We represent the geometry of the garment

shape using a triangular mesh X defined by a set of vertices x ∈R3 and faces F .
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4.2.1 Coarse grading

Given a template garment Xbase and its sewing pattern Ubase , the initial draping shape

Xi ni t is simulated on the underlying body B as in Section 3.2.2. The gap between the tem-

plate mesh and the target can be quite large. Therefore, a coarse geometric deformation

is performed to capture the overall geometric shape of the target garment, such as length

and proportion, by using a set of key measurements in 3D.

The clothing boundaries offer valuable information regarding the overall orientation and

deformation of the garment. Taking advantage of the fact that each garment has a fixed

number of boundaries (e.g., two for a skirt and four for a t-shirt), the template mesh

boundary(open contours) can be associated with the counterparts on the target clothing

boundary by simple query. With this coarse boundary correspondence established, we

proceed to a coarse garment deformation by linear grading as presented in Section 3.2.3.

4.2.2 Non-rigid geometry refinement

We further refine the simulated garment obtained from the previous stage through mesh

deformation. Following the naming convention of mesh deformation, we refer to XLG as

the source mesh later. A straightforward approach to deformation involves directly opti-

mizing the coordinates of mesh vertices. However, in this method, the gradient of each

vertex affects only its own displacement, which can result in the exposure of excessive

high-frequency details, leading to undesirable artifacts(Figure 4.4) in the deformation. A

potential solution is to employ a multi-stage alignment scheme Chen et al. (2021) that

progressively optimizes the vertices. However, the consecutive intermediate optimiza-

tions introduce system complexity, which may hinder reproducibility.

Aiming to preserve the structure and topology of the source mesh while still fitting to the

appearance of the target, we adopt an approach that deforms the vertices X of the gar-

ment mesh using a set of per-triangle Jacobians, inspired by Aigerman et al. (2022); Gao

et al. (2023). We denote per-triangle Jacobian as matrix Ji ∈ R3x3. The Jacobians derived

from the optimization with constraints are fused using a global Poisson equation to form

a deformation map φ : R3 → R3 over the vertices. The deformation gradient Fi = ∇i (φ)

of this mapping for each triangle should be closest to Ji in the least square sense, so that

the gradients propagated through {Ji } influence a large surface mesh area, leading to a
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Figure 4.2: Comparison of 3D garment reconstruction of our method with others Corona
et al. (2021); De Luigi et al. (2023); Li et al. (2024b); Patel et al. (2020). Our method repro-
duces faithful garment shapes, even accounting for intricate geometry details like wrin-
kles on large sleeves. Best viewed on screen zoomed-in.
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globally-coherent deformation φ which is indirectly optimized by Ji .

φ∗ = min
Φ

|F |∑
i=1

Ai ∥Fi − Ji∥2 . (4.1)

With the Jacobian representation established, we further optimize the triangles by intro-

ducing multiple loss terms, each targeting a specific purpose.

Losses. At each iteration, the garment geometry φ∗(X ) is compared with the target T =
{ti }, and a loss function is utilized by a gradient-based algorithm to deform the garment

mesh. We employ a set of loss terms to ensure that the refined garment mesh conforms to

the target and the deformation is physically realistic. Several of these loss terms, specifi-

cally those arising from membrane strain energy and bending energy (Ls , Lb) have been

proposed in the previous literature, notably in SNUG Santesteban et al. (2022a). Addition-

ally, we introduce several novel loss terms.

We employ a reconstruction loss to evaluate the similarity between X and T , which is

composed of the Chamfer distances LC F measured both between the surfaces (X and T )

and among open contours (Xopen and Topen),

Lr ec =LC F (X ,T )+LC F (Xopen ,Topen). (4.2)

The cosine distance of normals Ln between X and T is also measured, which is written

as:

Ln = 1

|X |
|X |∑
x

(
1−〈

nx ,nt̃
〉)+ 1

|T |
|T |∑
t

(1−〈nt ,nx̃〉) , (4.3)

where nx and nt̃ are the unit normal vectors at point x and t̃ = argmint∈T (∥x − t∥) respec-

tively, and vice versa for nt and nx̃ .

Bending loss is employed to penalize changes in discrete curvature as a function of the

dihedral angle between edge-adjacent triangles, which is formulated as follows:

Lb =
|E |∑ k

2
α2, (4.4)

where k represents the bending stiffness set to 4e−5, e is the edge, andα is the radian an-

gle between two adjacent triangles. This loss term effectively constrains the deformation

of the garment to prevent excessive bending.

Strain loss is employed to ensure that the shape of the triangles in the deformed garment

resists stretching. This loss term is based on the Saint Venant Kirchhoff (StVK) elastic
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material model Section 2.7.3, which is formulated as:

Ls =
|F |∑(

λ

2
tr (G)2 +µtr

(
G2)) A, (4.5)

where λ and µ represent the Lamé coefficients, which are respectively set to 16.364 and

to 13.535 in our experiments. A is the area of each triangle. G denotes the green strain

tensor. We employ this as a regularization term to constrain the deformation, ensuring it

does not deviate excessively from the original undeformed geometry.

Finally, collision loss is employed to prevent interpenetration of garment vertices with the

body mesh. This is achieved by penalizing the negative distance between garment nodes

and their closest point on the body mesh with a cubic energy term:

Lc =
|X |∑

max(ϵ− sd f (x),0)3, (4.6)

sd f represents the distance between the query point and the body surface. Additionally,

ϵ represents the given minimal distance threshold between the body and the garment.

This loss term constrains the deformation of the garment to prevent intersection with the

body mesh, resulting in a more plausible outcome.

All of these loss terms are combined to form the final loss function L to guide the defor-

mation of the source shape, which is formulated as follows:

L =Lr ec +λnLn +λsLs +λbLb +λcLc . (4.7)

4.3 Experiments

Results on LAVA lab dataset

Chamfer distance / Normal similarity

Garments SMPLicit TailorNet Drapenet ISP IGPM Ours

T-shirt 1.4 /- 0.331 / 0.081 0.689 / 0.129 0.297 / 0.094 0.112 / 0.049 0.101 / 0.017

Dress 3.2 / - 1.305 / 0.161 0.619 / 0.135 0.189 / 0.131 0.110 / 0.075 0.096 / 0.029

Shorts 1.3 / - 1.036 / 0.050 0.131 / 0.048 0.202 / 0.095 0.126 / 0.043 0.088 / 0.019

Pants 2.9 / - 2.587 / 0.104 0.485 / 0.085 0.185 / 0.077 0.142 / 0.049 0.084 / 0.019

Skirt 6.5 / - 1.30 / 0.063 - / - 0.435 / 0.093 0.106 / 0.014 0.086 / 0.007

Table 4.1: Quantitative comparison results in 3D garment reconstruction on LAVA lab
dataset. Our method performs consistently better than others. The best results are in
boldface.
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4.3.1 Implementation details

We conducted the experiments using a NVIDIA 3090 GPU, 24Gb RAM, and an Intel i7-

5220R CPU. We run the optimization for 1500 iterations until the convergence is reached,

which takes approximately only 5 minutes. The stretching regularization term is added

after 500 iterations. The learning rate was set to 0.002 in the ADAM optimizer. In terms of

loss weights, the parameters were set as follows: λr ec = 1, λn = 0.01, λc = 0.01, λb = 0.1,

and λs = 1 for our experiments.

4.3.2 Evaluation on synthetic datasets

Results on Sewfactory dataset

Chamfer distance / Normal similarity

Garments Drapenet ISP IGPM Ours

S01 0.346 / 0.235 0.431 /0.232 0.191 / 0.203 0.159 / 0.058

S02 17.031 / 0.165 17.61 /0.214 0.083 / 0.089 0.047 / 0.021

S03 0.798 / 0.156 0.182 / 0.164 0.205 / 0.124 0.076 / 0.061

S04 - / - 3.024 / 0.340 0.398 / 0.276 0.228 / 0.27

S05 1.831/ 0.268 0.87 / 0.186 0.090 / 0.07 0.138 / 0.028

Table 4.2: Quantitative evaluation in 3D garment reconstruction on Sewfactory dataset.
Note that ours outperforms others in the 3D reconstruction of posed garments, measured
by Chamfer distance (L2 norm, scaled by e3) and the normal vector consistency.

Dataset: To validate our method for garment fitting, we leveraged the geometry of 3D

garments from two synthetic 3D datasets as targets. LAVA lab dataset Korosteleva et Lee

(2021) contains a wide range of high-quality garment meshes simulated over the aver-

age female body at T pose; Sewfactory Liu et al. (2023) extends to a more comprehensive

dataset containing diverse garment styles and human shapes in various poses. We se-

lected several representative 3D garment geometries from the datasets, and they serve as

the targets. For the base meshes, we utilize a set of garment templates that cover basic

clothing categories (e.g., shirts, skirts, dresses, etc.). These base meshes are presented in

a canonical pose and will be made publicly available alongside the code to support future

research in 3D garment modeling.

State of the arts: We evaluate our method with the garments sampled from the above

datasets, and compare our approach to the related methods for garment fitting: Tailornet

Patel et al. (2020), SMPLicit Corona et al. (2021), Drapenet and ISP De Luigi et al. (2023);

Li et al. (2024b), and IGPM Yu et al. (2024).
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Figure 4.3: Qualitative comparison of 3D garment reconstruction using our method ver-
sus other approaches De Luigi et al. (2023); Li et al. (2024b); Yu et al. (2024). Our method
reproduces faithful garment shapes, even accounting for intricate geometry details like
wrinkles and folds.
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We remind that the parameter space representing the garment geometry differs from each

other: the γ garment style parameter for TailorNet Patel et al. (2020), the latent vector z =
[zcut , zst yle ] describing garment cut and style for SMPLicit Corona et al. (2021), the latent

codes z’s encoding the garment characteristics in DrapeNet and ISP De Luigi et al. (2023);

Li et al. (2024b), and the coordinates of effective control points and material parameters

in IGPM. The geometric similarity is quantitatively measured using two metrics: Chamfer

distance to the ground truth mesh vertices, and the cosine normal similarity to measure

the similarity of the computed normal vectors. As illustrated in Table 4.1 and Table 4.2,

our method is consistently better than others, which is confirmed by qualitative results,

shown in Figure 4.2, Figure 4.3.

TailorNet has learned over tight-fit datasets, so it does not generalize well when fitting to

loose styles. SMPLicit is based on the signed distance function, resulting in watertight

meshes instead of open surfaces after meshing, which inherently reduces the fitting ac-

curacy with the inflated surface. Drapenet uses unsigned distance functions (UDFs) and

requires extra computations for meshing, and it is sensitive to the initialization of latent

code for optimization. ISP and Drapenet can produce certain geometric details in the

registration to garments, but when it comes to more challenging posed garment samples

(Figure 4.3), the performance decreases and leads to visible defects. IGPM exploits the in-

verse cloth simulation to achieve coarse-to-fine alignment, but it fails to capture the exact

wrinkle patterns and the inverse simulation is relatively expensive to execute. In contrast,

PhyDeformer reconstructs accurate 3D geometry, for both loose and tight garments of

different subjects with less computational cost.

4.3.3 Ablation study

Figure 4.4: Removing Jacobians and optimizing displacements instead. From left to right:
(a) source mesh, (b) deformed mesh with naive vertex-displacements optimization, (c)
deformed mesh with clipped gradients to avoid holes caused by "NaNs", (d) target mesh.

We conduct ablation studies to evaluate how the components affect the overall fitting
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quality. We present some metrics for S01 in Table 4.3 since it is the most representative

case in our experiments that can clearly reflect the effect of different modules.

Without linear grading and without Jacobians. Optimizing vertex-wise displacements

or removing the linear grading based coarse alignment can result in distorted shapes with

unwanted artifacts.

In Figure 4.4, we show that replacing Jacobians with vertex displacements in the optimiza-

tion decreases the resulting surface quality. Representing the deformation through ver-

tex displacements exposes the per-vertex high-frequency mode of the deformation, thus

leading to localized noisy gradients that deteriorate the triangulation of the meshes(holes)

as illustrated in Figure 4.4 (b). Clipping the gradients can alleviate this but still causes

sharp "burrs"Figure 4.4 (c) on the deformed mesh.

In Figure 4.5 (b) we showcase our method’s performance declines if the linear grading

stage (stage 1) is disabled. The advantage of using linear grading is that it provides better

initialization, thus improving overall performance.

.
Figure 4.5: From left to right: (a) posed template mesh, (b) deformed mesh, (c) target
mesh

Without loss terms. Figure 4.6 shows that our refinement stage with all losses can lead

to large and smooth deformations for the final fitting. To assess the effectiveness of each

loss term, we conducted an ablation study by sequentially omitting individual losses —

specifically, the contour loss, normal loss, and bending loss.

As shown in Table 4.3, the removal of the open contour loss term did not affect much

the global geometric shape, though it led to an increase in Chamfer distance. The con-

sequence is more perceptible in Figure 4.6 (b), where a visible failure around the collar

region can be observed. Eliminating the normal restriction significantly compromised
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the resulting deformed mesh, as demonstrated in Figure 4.6 (c). Similarly, omitting the

bending loss introduced evident bumpy artifacts, shown in Figure 4.6 (d). Quantitative

results in Table 4.3 confirm that our two-phase refining strategy enhances the geometric

accuracy of the output.

Figure 4.6: Results of our ablation study on loss terms: (a) source mesh, (b) without con-
tour loss, (c) without normal loss, (d) without bending loss, (e)with all losses, (f) target
mesh.

Method Chamfer distance (CF) Normal similarity

w/o linear grading 0.188 0.106

w/o contour loss 0.088 0.056

w/o normal consistency 0.124 0.173

w/o bending loss 0.158 0.052

Ours 0.047 0.021

Table 4.3: Quantitative results of ablation studies. We report the metrics for the garment
S01. The best results are in boldface.

4.3.4 Robustness

To comprehensively understand PhyDeformer’s behavior, particularly the effectiveness

of the second stage (the role of the first stage has already been analyzed in the ablation

study), we evaluated its robustness to different types of deformation source meshes and

to different levels of noise.
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Initial condition. In linear grading, the sizing alteration is cast in 3D garment mesh

through a simulation in the T-pose space. However, when it comes to the posed target

garments as in Figure 4.3, a point x in the T-pose space should be moved to the pose space

(defined by the SMPL pose parameter θ). The articulation of garments is either achieved

by a simulation with SMPL body meshes or a linear blend skinning (LBS) transformation

Santesteban et al. (2021). We found that PhyDeformer exhibits robustness to both sim-

ulation and linear blend skinning (LBS) transformations as shown in Figure 4.7, despite

the geometric variations. The intrinsic Jacobian deformation mechanism is capable of

accommodating relatively large deformations, which inherently enhances the stability of

producing high-quality outputs. Therefore, it supports the feasibility of replacing costly

simulations with linear blend skinning (LBS). Reducing reliance on simulation and adopt-

ing a geometric solution makes the entire pipeline more lightweight.

Figure 4.7: Robustness to different source meshes: the leftmost column displays the
source meshes (with the upper images posed by LBS and the lower images draped by
simulation), the second column shows the qualitative colormap of displacement magni-
tude, the third column presents the deformed meshes, and the rightmost column depicts
the target mesh.

Noisy target. To get a complete picture of the PhyDeformer behavior, we also assess its

robustness against noise present in the input. We simulate the noisy artifacts by introduc-

ing Gaussian noise to the vertices coordinates of the target mesh, adjusting the standard

deviation between 0.5 and 1 cm. When evaluating PhyDeformer with these modified tar-

gets (see Figure 4.8), we observe a decline in performance as noise levels increase. This

indicates that PhyDeformer can effectively manage minimal noise levels, typical of high-

75



CHAPTER 4. PHYDEFORMER: HIGH-QUALITY NON-RIGID GARMENT
REGISTRATION WITH PHYSICS-AWARENESS

accuracy 3D scanning systems. Enhancing its robustness to handle much noisier data

would be a valuable avenue for future research.

Figure 4.8: The alignment result for data with synthetic noise. Different levels of noise are
applied to the target mesh.

4.3.5 Evaluation on 3D scan data

To demonstrate the capability of our refinement stage in handling fine-grained, wrinkle-

level details from real scans, as well as its ease of integration with other techniques, we

performed a qualitative evaluation using the GarmCap dataset Lin et al. (2023). The dataset

contains high-quality 3D posed garment scans of four different garments: G01, a T-shirt

with rich wrinkles; G02, a knee-long coat; G03, a thick coat and G04, a down coat. We

adopted their rigged smooth template to obtain the coarse fitting and refined the align-

ment with our second stage. As shown in Figure 4.9, our method outputs reasonable,

high-quality reconstruction of the 3D scanned garments.
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Figure 4.9: Qualitative results on GarmCap dataset. Leftmost column: canonicalized tem-
plates, second column: posed templates, third column: coarse fittings, fourth column: re-
fined fittings by PhyDeformer, Rightmost column: target shape. Best viewed zoomed-in.

4.3.6 Registration for inverse simulation

In both the previous chapter and this one, we employ a coarse-to-fine strategy, with the

first stage being linear grading. The primary difference lies in the second stage, which

transitions from a differentiable simulation based optimization to a geometric mesh de-

formation based optimization. The focus of PhyDeformer is more on mesh deformation

to align the template mesh as closely as possible with the target mesh in geometry.

Applying physics-based loss functions effectively normalizes deformation and produces

visually realistic garments. While these outputs differ from the simulation-ready results

seen in the previous chapter, this method offers significantly better efficiency than fully

physics-based simulation-embedded optimization. Recognizing the unique strengths of

both approaches, we explore ways to combine them, aiming to leverage their respec-

tive advantages for a "hybrid" solution. In addition to being an efficient alternative ap-

proach to IGPM, PhyDeformer can function as a clothing alignment module, providing a
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registered target mesh with consistent topology. After the linear grading stage, the out-

put is used to register the raw target mesh. This process involves running the Jacobian-

deformation optimization to align the source and target meshes. The resulting deformed

mesh retains the same connectivity as the source mesh. It can be utilized as a "new reg-

istered" target for the differentiable simulation optimization, with the source mesh and

its graded pattern serving as the initial state. Since the topology is the same, a per-vertex

loss(mean square error) can be used which is more expressive. We refer to this scheme as

"hybrid" in contrast to the baseline IGPM in Chapter 3. In Figure 4.10, we showcase how

the "hybrid" strategy outperforms the vanilla IGPM in terms of the speed of convergence,

which also produces more accurate reconstruction.

Figure 4.10: We evaluate the Chamfer Distance error for hybrid and IGPM. To the right, we
also illustrate the qualitative results: (a) target mesh (b) deformed mesh by PhyDeformer
(c) hybrid (d) IGPM.

4.4 Conclusion

In this chapter, we introduce PhyDeformer, a light weight mesh deformation technique

that operates without the need for training on any 3D dataset. Instead, we employ a col-

lection of loss functions that not only align the geometry with specific targets but also en-

sure approximate adherence to physical principles, thereby significantly reducing visual

artifacts. Our method aims to generate high-quality geometric outputs by reproducing

both low-frequency shape changes and high-frequency details through source shape de-

formations. We optimize per-face Jacobians to predict smooth mesh deformations, pre-

serving the intrinsic topology of the source shape. This approach results in high-quality
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mesh outputs with useful geometry and minimizes local artifacts typically associated with

vertex displacements.

Future Work. Aligned garment meshes enable a wide range of applications, such as tex-

ture transfer, deformation capture, and physical parameter estimation for draping on hu-

man avatars. In our current setting, it is assumed that garment data are well segmented

scans/synthetic data. Future work should extend this pipeline to support imperfections

such as noise, and segmentation failures. Besides, we also aim to explore the potential

of integrating PhyDeformer’s outputs with a 2D pattern estimation method. This ap-

proach could offer greater efficiency, as Jacobians can be optimized on a case-by-case

basis, avoiding the need for extensive optimization in a differentiable simulation frame-

work or the training of deep learning models on large datasets. Furthermore, we plan to

connect our method with an interactive interface, creating a more comprehensive, artist-

driven tool that allows users to explore results from different garment designs.
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CONCLUSION

In this concluding chapter, we provide a summary of the key findings and contributions

of this research study, emphasizing the contributions in both practical applications and

methodological advancements.

Summary and discussion

In Chapter 3, we present an approach that utilizes differentiable simulation for clothing

recovery to generate high-quality, physically plausible assets that can be used for simula-

tion applications. One major existing challenge is the high diversity of shapes and styles

in the garment domain. We propose to use the parameterized garment sewing pattern as

a realistic and compact garment descriptor, which allows a unified representation to cope

with the pattern variations and facilitates the estimation process. Another critical task is

the disentanglement of the intrinsic garment shape from physical deformations due to

fabric properties, physical forces, and contact with the body. We address this challenge

by representing the draping garment geometry as the outcome of both the pattern shape

from which the garment is constructed and the physical interactions between the gar-

ment and the underlying body. Specifically, we formulate the problem as estimating cloth

simulation parameters from the clothing parts of 3D input data, which is either the result

of a physics-based simulation or a 3D scan of a real-world dressed human. The solution

involves fitting the desired cloth geometry by jointly optimizing over a continuous space
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of pattern shape starting from a template base mesh, along with the material parameters

initialized with a predefined set of fabrics. While we employ dynamic simulation, we fo-

cus on states near quasi-equilibrium to ensure numerical stability. Our method considers

the complex non-linear behavior of cloth and its intricate interaction with the underlying

body when co-optimizing the parameters, thereby accounting for the interplay between

all components involved.

We showcased that our method outperforms prior works across different metrics, produc-

ing high-quality garment results in both 3D garment and 2D pattern space and generating

simulation-ready assets. Our method is designed to be agnostic to the type of clothes, e.g.,

T-shirts, dresses, and pants. The approach does not require a dataset for training, has the

understanding of physics, and results in interpretable and plausible cloth behavior. Hav-

ing the altered garment patterns allows adopting the garments in novel conditions for

downstream tasks, we can synthesize new cloth animations by dressing them on different

body sequences in action, which could be on different subjects. It also enables the users

to adjust the design of a captured garment. This competence of convenient garment re-

animation and garment retargeting is highly desirable for virtual try-on, garment design,

or avatar creation.

We improve the quality of reconstructed geometry as detailed in PhyDeformer Chapter 4

by transitioning the kernel of refinement from a differentiable simulation to a Jacobian-

based deformation approach within the optimization loop. This modification results in

a notable improvement in the quality of the mesh outputs while being more efficient in

time. Although the reconstructed meshes using PhyDeformer(focusing solely on geomet-

ric recovery) are less compatible with PBS compared to IGPM, they can serve as registered

targets for IGPM and yield a suboptimal yet simulation-ready reconstructed mesh, as de-

picted in Section 4.3.6.

In conclusion, this thesis presents solutions that contribute to the automation of clothed

virtual avatar creation. Our work spans the topics of garment modeling, differentiable

simulation, and geometric deformation utilizing physics-inspired losses to ensure plau-

sibility. The proposed models generate realistic clothing suitable for a range of applica-

tions, particularly in virtual and augmented reality. Overall, this research highlights the

value and impact of advancing scene recovery methods to produce high-quality, phys-

ically plausible virtual clothing, which can potentially benefit future exploration within

the field.
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Limitations and prospectives

Our proposed methods have demonstrated encouraging outcomes in garment recon-

struction and pattern estimation. However, several limitations persist and require further

attention. In this part, we address these limitations and propose potential directions for

future research and enhancement.

The scope of this thesis is confined to single-layer garments. However, we believe that

our methods have the potential to be extended to cope with multi-layered clothing. In

multi-layered scenarios, garments may be occluded, and the interactions between lay-

ers become more complex due to frequent contact and collisions, making the accurate

recovery of multi-layered garments significantly challenging. Additionally, while we can

replicate precisely the overall style and fit of the target garment’s geometry, we did not

address the synthesis of photorealistic textures. This aspect is also crucial for enhancing

realism, particularly in narrowing the gap between virtual models and real human scans

through texture extraction and transfer as present in Xiang et al. (2022, 2021).

Although IGPM remains within the framework of FEM, it is not limited to the specific

implementation. We believe it demonstrates the feasibility of the approach and may en-

courage further exploration with alternative solvers, such as constraint-based methods

or projected dynamics. These methods could offer advantages in terms of computa-

tional time efficiency, both in forward and backward simulations, though potentially at

the expense of accuracy. Additionally, a more rigorous investigation into the feasible set

of material parameter combinations should be conducted to enhance the robustness of

the approach. Another limitation of IGPM stems from its approach to pattern adjust-

ment. Specifically, it lacks the ability to automatically manage changes in the number

of pattern panels, whether additional panels are required or redundant panels need to

be eliminated. Nevertheless, users can manually intervene using the provided graphical

user interface (GUI) to make such modifications. A possible future direction could in-

volve integrating learning-based methods to automatically predict base patterns based

on semantic information.

More potential pistes for future research include investigating the dynamics of clothing.

Given that our method incorporates an inverse quasi-static simulation to adjust the gar-

ment shape, a logical extension would be to match dynamic garment sequences and

recover parameters associated with garment motion. While previous efforts have been

made to reconstruct the dynamic geometry of clothed humans, they do not fully address

the reconstruction of arbitrary garments in motion. Guo et al. (2021) considers the dy-
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namics of the cloth geometry are only controlled by the movement history of the body

states; Zheng et al. (2024b) goes further and also searches for the optimal physical pa-

rameters minimizing the difference between the simulated and the ground truth garment

meshes. Both methods rely on a fixed, simulation-ready initial garment mesh that closely

resembles the targets but do not incorporate optimization of the garment itself during

reconstruction, which limits the practicability in terms of generalization.

The differentiable simulation may be extended to handle multi-layers due to its strong

physical priors. However, fully resolving all cloth interactions presents substantial com-

putational costs. Therefore, advancements in real-time simulation techniques aimed at

boosting computational efficiency could be utilized to further improve performance.

Besides, the Jacobians-based mesh deformation method allows for the direct integration

of more physics-based losses into its pipeline. More terms can be tested for objectives like

preventing self-intersection within the garment, ensuring that the lower-layer garment is

positioned closer to the underlying body than the upper garment, preventing penetra-

tions between the clothes etc. Another promising avenue would be to investigate the use

of differentiable rendering Laine et al. (2020) to connect 3D garment mesh geometry to

powerful Vision Language Models, for garment stylization and texturization.
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APPENDIX

Pattern matcher GUI. This allows a user to compare two different clothing patterns rep-

resenting the same type of garment – a pattern for a pair of shorts developed by the team

and one from elsewhere, for instance. The user is shown two rows of pattern pieces, one

from each pattern, and is tasked with matching the ones that correspond to the same part

of the garment. After this, we use the turning-function library to quantify the similarity of

the panels in each pair. The user can move the pattern pieces around the screen or rotate

them for easier comparison, and color coding indicates which panels have been paired

together.

Figure 5.1: Pattern matcher GUI.
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Algorithm 2: Pattern symmetry detection
Input: C = {Cp }, where Cp is an ordered set of control points of panel p

Output: K : Effective control points

Inter Sym: A set of panel pairs in correspondence and the orthogonal matrix {(Cp , Cp ′ , Mp )}, so that c i
p ∈Cp corre-

sponds to c i
p ′ ∈Cp ′ and (Cp ×M) ≃Cp ′ .

Intr aSym: A set of control point pairs in mirror symmetry and the reflection matrix per panel {(Q,Q ′, M)} such that

(Q ×M) ≃Q ′.
SymmetryDetection(C):

K , Inter Sym ← InterSymmetry(C)
Intr aSym ←;
foreach Cp ∈ K do

(Q,Q ′, M) ← IntraSymmetry(Cp)
if (Q,Q ′, M) ̸= (Nul l ) then

1. Intr aSym ← Intr aSym ∪ (Q,Q ′, M)

2. K ← K \Q ′

end

end

return K , Inter Sym, Intr aSym

InterSymmetry(C):

K ←C , Inter Sym ←;
foreach Cp in K do

er r orp ←∞, Mp ← I , p ′ ←−1

foreach Cq in K do
1. C r

q ← ReversePointsOrder(Cq)
2. er r ortmp , Mtmp ,Ctmp ← RigidAlignment(Cp ,C r

q)
if er r ortmp < ϵ and er r ortmp < er r orp then

p ′ ← q,er r orp ← er r ortmp , Mp ← Mtmp ,Cp ←Ctmp

end

end

if p ′ ̸= −1 then
1. Inter Sym ← Inter Sym ∪ (Cp ,Cp ′ , Mp )

2. K ← K \Cp ′

end

end

return K , Inter Sym

IntraSymmetry(Cp):

l ← ∣∣Cp
∣∣

for i = 0. . . l/2 do

U ←
{

cu
p

}
,u = {i . . . i +⌊l/2⌋−1}

V ←
{

cv
p

}
, v = {(i +⌈l/2⌉)%l . . . (i + l −1)%l }

V r ← ReversePointsOrder(V )
er r or, M ,U ′ ← RigidAlignment(U ,V r )
if er r or < ϵ then

return U ,U ′, M

end

else
return Nul l

end

end

RigidAlignment(C1,C2):

l ←|C2| ,er r ormi n ←∞, M∗ ← I ,C∗
2 ←C2

for i = 0. . . l do
C2 ← Concatenate(C2[i :],C2[0 : i ])

er r or,matr i x ← OrthogonalProcrustes(C1,C2)
if er r or < er r ormi n then

M∗ ← matr i x,C∗
2 ←C2,er r ormi n ← er r or

end

end

return er r ormi n , M∗,C∗
2
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Algorithm 3: Axial distance computation among open contours.
Input: {Bk }: Bone vectors from SMPL joints
{Os}: Open contours on a source mesh S
{Ot }: Open contours on a target mesh T
Output: {Os ,Ot ,d st }: A set of open contour pairs (Os ∈ S,Ot ∈ T ) and their distance along the

skeleton
MeasureDistanceAlongBones({Bk }, {Os}, {Ot }):

foreach Os do
{Ls

i } ← EncircledBones(Os , {Bk })
end
foreach Ot do

{Lt
j } ← EncircledBones(Ot , {Bk })

end
M AP ←;

foreach (Os ,Ot ) pair do
M AP st ←;

foreach (Ls
i ,Lt

j ) pair do

if bodypartname(B s
i ) == bodypartname(B t

j ) then
M AP st ← M AP st ∪ {(Os ,Ot ,Ls

i ,Lt
j )}

end
end
M AP ← M AP ∪ {M AP st }

end
foreach M AP st in M AP do

1. Take {(Ls
i ,Lt

j )} from M AP st

2. i∗ ← argmini ∥hs
i ∈ Ls

i ∥
3. Take P s

i∗ ,P t
j∗ from (Ls

i∗ ,Lt
j∗)

4. d(Os ,Ot ) ← distToRoot(P t
j∗) − distToRoot(P s

i∗)
end
return {Os ,Ot ,d st = d(Os ,Ot )}

EncircledBones(O, {Bk }):
Input: {Bk }: Bone vectors from SMPL joints

O: Open contour on a mesh
Output: L = {Li }, where Li = {(Bi ,ui ,Pi ,hi )}, and Bi is a bone vector enclosed by O, ui is the axial

distance, and hi is the perpendicular distance of the contour center to Bi

L ←;, Ocenter ← center(O)
foreach Bi in {Bk } do

1. J par ent
i , J chi l d

i ← Two joints of bone vector Bi

2. ui ←
−−−−−−−−−−→
J par ent

i J chi l d
i ·

−−−−−−−−−−−→
J par ent

i Ocenter

∥
−−−−−−−−−−→
J par ent

i J chi l d
i ∥2

// axial distance from the parent

3. Pi ← J par ent
i +ui ×

−−−−−−−−−−→
J par ent

i J chi l d
i // projection of Ocenter onto the bone

4. hi ←∥Ocenter −Pi∥ // distance to the bone
if 0 < ui < 1 then

Li ← {Bi ,ui ,Pi ,hi }
L ← L∪Li

end
end
return L = {Li }
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1 Organisation

Le manuscrit de la thèse est rédigé en anglais et se compose de cinq chapitres, com-
prenant une introduction, un contexte scientifique, deux chapitres contributifs et une
conclusion.

L’introduction présente la motivation générale et les contextes de la modélisation
des vêtements, en commençant par un aperçu du domaine des vêtements virtuels. Le
deuxième chapitre fournit un cadre de référence sur divers aspects techniques et scien-
tifiques de la thèse. Le chapitre met particulièrement l’accent sur les problématiques
ainsi que sur les approches d’optimisation précédentes, par opposition aux méthodes
d’apprentissage.

Le chapitre 3 présente la première contribution, IGPM, dont l’objectif principal est
de convertir une forme 3D de vêtement habillé en une représentation animable en esti-
mant la forme précise de son patron 2D. L’approche optimise simultanément la forme
du patron et les paramètres physiques de manière itérative, afin d’aligner le maillage
du vêtement drapé sur le corps estimé avec la forme cible du vêtement, sans nécessiter
de données d’apprentissage. Le chapitre 4 présente la deuxième contribution, visant
à résoudre les principales limitations de l’approche du chapitre précédent, notamment
pour les détails géométriques fins à haute fréquence et la vitesse d’optimisation. Re-
posant sur la même base que celle du chapitre précédent, l’approche, nommée PhyDe-
former, aborde ces défis avec un algorithme de déformation de maillage par perspective.

Le manuscrit se conclut par une conclusion qui résume les contributions scientifiques,
analyse certaines limitations de l’approche et propose des pistes de recherche potentielles
que la thèse ouvre.

Un résumé détaillé en français du texte est présenté ci-dessous.

2 Contexte

Les vêtements ont toujours occupé une place essentielle dans la vie humaine à travers
l’histoire. Initialement conçus comme une protection pour la peau et un moyen de
conserver la chaleur, ils ont évolué, passant de l’industrie textile et vestimentaire tra-
ditionnelle aux vêtements virtuels destinés aux avatars numériques. Le concept de
vêtement continue de progresser au rythme des avancées technologiques. Ces dernières
années, les développements rapides dans les domaines de la réalité virtuelle (VR), de
la réalité augmentée (AR) et de la téléprésence ont suscité un intérêt croissant pour la
conception de vêtements virtuels alliant plausibilité, interactivité et efficacité de rendu.
Par ailleurs, la disponibilité accrue de scans de vêtements portés par des humains ouvre



la voie à la création de répliques numériques issues du monde réel, mettant en lumière
la nécessité pressante de récupérer tenues virtuelles réalistes adaptées à des avatars
personnalisés.

Bien que l’automatisation et les processus numériquement intégrés soient largement
utilisés dans le développement, la conception assistée par ordinateur (CAO) et la sim-
ulation numérique de la production de vêtements, désignés par l’approche ”du virtuel
au réel”, un intérêt croissant se porte sur le développement d’alternatives virtuelles à
partir de données issues du monde réel, autrement dit ”du réel au virtuel”. Cepen-
dant, cette démarche exige la récupération d’éléments vestimentaires de haute qualité,
ce qui constitue un défi de taille. En effet, un système de récupération de vêtements
doit être capable de reproduire fidèlement la forme et l’apparence des vêtements réels
sous forme de modèles 3D numériques. Pour qu’un tel système soit efficace, il doit
assurer une reconstruction précise, produire des résultats réutilisables et être capable
de se généraliser à une large variété de vêtements. Afin de répondre à ces exigences,
l’objectif de cette thèse est de développer de nouvelles solutions automatisées pour la
récupération de vêtements numériques, visant à faciliter la création d’avatars virtuels.

Un système de récupération de vêtements performant doit répondre à plusieurs
critères essentiels : la haute fidélité, afin de reproduire avec précision la géométrie 3D
d’un vêtement donné; l’adaptabilité, permettant de simuler les vêtements sur diverses
formes et poses; et la capacité à récupérer des modèles 2D conformes aux processus
de modélisation standard, utilisés aussi bien dans l’industrie de la mode que dans les
logiciels de simulation de vêtements.

3 L’état de l’art

La modélisation et la déformation des vêtements sont étudiées par les chercheurs depuis
les années 1990. Ces dernières années, avec l’avènement de l’intelligence artificielle, de
nombreuses méthodes basées sur l’apprentissage ont été développées. En général, les
réseaux de neurones sont entrâınés pour approximer une fonction qui prend en entrée des
paramètres tels que la pose, la forme et le style de conception des vêtements, et produit
le vêtement 3D correspondant. Les modèles ainsi entrâınés peuvent être appliqués à la
reconstruction des vêtements cibles. Cette opération est réalisée par l’optimisation des
paramètres d’entrée à l’aide de gradients. Parmi les méthodes pilotées par les données,
les représentations des vêtements peuvent varier considérablement. Les déplacements
de sommets, utilisés comme une couche de décalage, sont courants, tandis que d’autres
approches, telles que les champs implicites, les croquis ou les surfaces basées sur des
patchs, ont également été explorées. Il convient de noter que, malgré ces choix, les
patrons paramétriques restent très populaires en raison de leur interprétabilité et de
leur contrôle explicite.



Concernant la reconstruction de vêtements, des méthodes plus géométriques ont
également été proposées. Néanmoins, l’accent principal a été mis sur la déformation
géométrique. Des méthodes comme Cape ou TightCap génèrent des maillages enreg-
istrés à partir de scans 3D de haute résolution. La principale limitation de ces approches
réside dans le fait qu’une représentation à une seule couche est utilisée pour modéliser à
la fois le corps humain et les vêtements. De plus, comme l’enregistrement est réalisé de
manière purement géométrique, les déformations du maillage ne sont pas nécessairement
physiquement réalistes.

Pour reconstruire les vêtements en tant que couche distincte au-dessus du corps hu-
main, des méthodes basées sur la segmentation ou l’enregistrement à partir de modèles
de vêtements ont été proposées. En particulier, certaines d’entre elles tentent d’intégrer
une simulation en temps réel dans leur pipeline, mais cela se limite souvent à un rôle
de bôıte noire ou à fournir une supervision faible.

Jusqu’à très récemment, la simulation différentiable a été introduite pour les tâches
liées aux tissus, telles que la prise en compte des conditions externes et l’estimation
des propriétés des matériaux de textiles. Quelques travaux ont tenté de l’étendre aux
vêtements, mais ils partent du principe que les vêtements sont déjà disponibles et se
contentent d’ajuster l’état du corps pour atteindre un certain mouvement.

Jusqu’à très récemment, la simulation différentiable a été introduite pour les tâches
liées aux tissus, telles que la prise en compte des conditions externes et l’estimation
des propriétés des matériaux textiles. Quelques travaux ont tenté de l’étendre aux
vêtements, mais ils partent du principe que les vêtements sont déjà disponibles et se
contentent d’ajuster l’état du corps pour atteindre un certain mouvement.

4 Contenu du mémoire

4.1 Paramétrisation et gradation linéaire

Il est bien connu que, même pour un type de vêtement donné, il peut exister de nom-
breuses variations en termes de styles et de tailles. Il serait souhaitable de les représenter
dans un espace de conception restreint. Une méthode intuitive (et également la norme
dans l’industrie) consiste à utiliser des modèles de patrons de couture, car cette approche
permet une description efficace et homogène des vêtements partageant une topologie
commune.

Dans le cadre de notre travail, nous adoptons principalement les modèles de vêtements
fournis par la ”UC Berkeley Garment Library”. Bien qu’il soit possible d’optimiser di-



rectement les sommets du maillage du patron 2D, cette approche manque de régularisation
et peut entrâıner des formes mal conçues, voire des formes de repos inversées, ce qui con-
duit à l’échec de la simulation. Par conséquent, différentes stratégies de paramétrisation
ont été adoptées dans les travaux antérieurs. Par exemple, on peut projeter les points
caractéristiques du mannequin en 2D, ou utiliser des valeurs de tailleur telles que le
tour de taille ou la longueur des manches. Une autre approche consiste à représenter
ces paramètres sous forme de boucles de courbes de Bézier orientées.

Dans notre cas, pour chaque panneau, nous prenons les points de coin, également
appelés points de gradation, qui sont des caractéristiques importantes car ils peuvent
directement modifier les courbes de bordure, tandis que les sommets intérieurs ne sont
que des échantillons spatiaux. De plus, à part les points de coin, où une discontinuité
de la courbure locale se produit, les sommets appartenant à trois panneaux ou plus
et associés ensemble lors de la couture sont également cruciaux. Ensemble, nous les
utilisons comme points de contrôle.

En conséquence, pour chaque panneau du patron, la déformation peut être réalisée
en manipulant les points de contrôle et en mettant à jour les bords. Les sommets
intérieurs sont ensuite interpolés en appliquant les ”Mean Value Coordinates” (MVC).

De plus, étant donné que la plupart des vêtements réels sont symétriques, le nombre
de paramètres pourrait être davantage réduit en exploitant cette nature. Ainsi, nous
commençons par détecter les panneaux appariés qui sont en inter-symétrie, de sorte
qu’avec les points de contrôle d’un panneau, nous pouvons facilement restaurer leurs
homologues. Ensuite, pour chaque paire symétrique, nous effectuons une détection
intra-symétrique sur le premier groupe de chaque paire. Si la symétrie intra-panneau
est confirmée, le nombre de points efficaces nécessaires pour restaurer tous les points
de contrôle de cette paire est réduit de moitié.

En fin de compte, les paramètres ne correspondent pas à l’ensemble complet des
points de contrôle, mais à un sous-ensemble des points efficaces. Cela permet une
convergence plus rapide et garantit naturellement que la symétrie intrinsèque est bien
préservée.

Étant donné que nous commençons toujours à partir d’un patron initial, l’écart entre
celui-ci et la cible peut être très important. Par conséquent, nous cherchons à appliquer
certaines déformations approximatives pour capturer la forme et la taille générales du
modèle. Concrètement, à partir d’un patron de base, la forme drapée du vêtement
est simulée en s’y référant. Ensuite, la mesure des distances des contours ouverts (par
exemple, les contours de l’ourlet autour des hanches ou les contours des poignets sur
les bras) est effectuée en 3D entre la forme drapée et la cible. En particulier, les dis-
tances entre les courbes de contour sont mesurées le long du squelette en exploitant
l’arborescence des articulations du modèle corporel SMPL. Cette approche présente



l’avantage d’être insensible aux variations de pose.

Une fois les mesures effectuées, les différences de longueurs, ainsi que les circonférences
des contours, sont utilisées pour ajuster les patrons 2D en modifiant les points de
contrôle des panneaux avec des déplacements spécifiques. L’édition des panneaux 2D
est suivie d’un processus de remaillage et de drapage pour obtenir un vêtement simulé
en 3D, reflétant ainsi les modifications également dans l’espace tridimensionnel. Les
résultats finaux sont présentés après cette gradation linéaire.

Cependant, un ensemble limité de distances ne peut pas entièrement décrire les
différences de proportions et de formes entre les vêtements. De plus, la gradation linéaire
ne prend pas en compte les effets de drapage, notamment en ignorant les phénomènes
d’élasticité et d’autres déformations. Par conséquent, des étapes de raffinement sont
nécessaires pour obtenir des résultats plus précis.

4.2 IGPM: optimisation basée sur une simulation différentiable

Un autre défi majeur consiste à désenchevêtrer la forme intrinsèque des vêtements des
déformations physiques induites par les propriétés du tissu, les forces physiques et les
interactions avec le corps. Nous abordons ce problème en considérant la géométrie
drapée du vêtement comme le résultat de la combinaison de la forme du patron, à
partir duquel le vêtement est conçu, et des interactions physiques entre le vêtement et
le corps sous-jacent. Plus précisément, nous formulons ce problème comme une tâche
d’estimation des paramètres de simulation des vêtements à partir de données 3D seg-
mentées, qu’il s’agisse de modèles synthétiques d’humains habillés ou de scans 3D du
monde réel.

Nous présentons donc une optimisation exploitant la simulation différentiable pour
reconstruire des vêtements et générer des actifs de haute qualité, physiquement plausi-
bles, adaptés aux applications de simulation. L’un des principaux défis actuels réside
dans la grande diversité des formes et des styles vestimentaires. Pour y répondre, nous
proposons d’utiliser le patron de couture paramétré comme expliqué dans la dernière
section.Cette représentation unifiée permet de gérer efficacement les variations des pa-
trons tout en facilitant le processus d’estimation.

À partir de la forme 3D cible d’un vêtement, la méthode en deux phases génère
une réplique prête à être simulée en estimant précisément la forme de son patron de
couture en 2D. Tout d’abord, la gradation linéaire permet de capturer les proportions
et les dimensions globales, réduisant ainsi l’écart entre la géométrie cible et la forme du
vêtement simulé. Ensuite, en s’appuyant sur un simulateur différentiable, la méthode
exécute une simulation inverse où les patrons et les paramètres du matériau (initialisés
à partir d’un ensemble préétabli de tissus) sont optimisés conjointement. La fonction



objectif globale à minimiser est regroupée en deux parties: Le premier groupe, axé sur
la reconstruction, mesure la différence entre la géométrie du vêtement simulé et celle
du vêtement cible. Le second groupe sert de régularisation, pénalise les incohérences
des lignes de couture ainsi que les paramètres physiques non réalistes au cours de
l’optimisation.

Bien que nous utilisions la simulation dynamique, nous nous concentrons sur des
états proches de l’équilibre quasi-statique afin d’assurer la stabilité numérique. Notre
méthode prend en compte le comportement non linéaire complexe des tissus et leur
interaction détaillée avec le corps sous-jacent, en co-optisant tous les paramètres pour
intégrer les interactions entre les différents composants.

Les propriétés souhaitées des habits, telles que la symétrie gauche-droite, sont
préservées tout au long du processus. Les vêtements reconstruits peuvent être posi-
tionnés autour du modèle corporel du porteur et animés ultérieurement par une nou-
velle simulation.

Nous avons démontré que notre méthode surpasse les travaux antérieurs selon di-
verses métriques, produisant des résultats de haute qualité tant dans les espaces 3D que
2D des patrons, tout en générant des actifs prêts pour la simulation. Notre approche
est conçue pour être indépendante du type de vêtement, qu’il s’agisse de T-shirts, de
robes ou de pantalons. Elle ne nécessite pas de jeu de données d’entrâınement, intègre
une compréhension des principes physiques et génère un comportement textile à la fois
interprétable et plausible.

La modification des patrons permet d’adapter les vêtements à de nouvelles con-
ditions pour des tâches en aval. Par exemple, il est possible de synthétiser de nou-
velles animations de vêtements en les habillant sur différentes séquences corporelles
en mouvement, et ce, sur divers sujets. Notre méthode permet également aux util-
isateurs d’ajuster le design d’un vêtement capturé. Cette capacité de réanimation et
de réaffectation des vêtements est particulièrement recherchée dans les applications
d’essayage virtuel, de conception de vêtements et de création d’avatars.

4.3 PhyDeformer: optimisation par déformation basée sur les
jacobians

La première pipeline présente de nombreux avantages, produisant des résultats de haute
qualité tant en 3D que dans l’espace des patrons 2D, prêts pour la simulation. Cepen-
dant, en termes de coût temporel, elle peut durer plusieurs heures en fonction de la
résolution du maillage. De plus, exécuter une simulation différentiable à grande échelle
peut ne pas être nécessaire dans certains cas, comme pour des scénarios courants tels
que l’enregistrement ou l’alignement de scans, où l’estimation des paramètres du pa-



tron et des propriétés physiques pour la compatibilité avec la simulation est moins
souhaitable, et l’attention pourrait se concentrer uniquement sur la reconstruction 3D
statique avec des détails fins.

Ainsi, nous réorientons un peu l’approche et proposons une nouvelle méthode sim-
ilaire en deux étapes, mais visant à reproduire des détails géométriques plus fins pour
répondre aux exigences de haute précision. Cette méthode permet de déformer efficace-
ment une large variété de maillages de vêtements, rendant possibles à la fois des mod-
ifications substantielles (par exemple, un redimensionnement proportionnel) et l’ajout
de détails complexes tels que des plis et des ondulations.

Dans la première étape, une gradation des vêtements est effectuée pour obtenir un
alignement grossier en 3D entre le modèle de référence et le maillage cible, en prenant en
compte le redimensionnement proportionnel et l’ajustement, comme dans la première
pipeline. Dans la seconde étape, le maillage gradé du vêtement est affiné grâce à une
déformation basée sur des jacobians par triangle, afin de correspondre aux détails fins
de la cible 3D. Nous optimisons cette déformation en minimisant une fonction de coût
liée à la reconstruction, qui guide la déformation vers la géométrie cible. En parallèle,
une autre fonction de coût garantit que la déformation respecte la cohérence physique.

Nous montrons que cette méthode permet de mettre à jour la géométrie du vêtement
pour produire des détails fins et à haute fréquence, d’améliorer la qualité de l’ajustement,
ou d’être utilisée pour l’enregistrement non rigide. Cet affinement est essentiel en raison
de la nature intrinsèquement non rigide de la géométrie des vêtements. De plus, les
contraintes physiques introduites lors de l’étape d’affinement assurent que le résultat
reste physiquement plausible. Les maillages de vêtements alignés permettent une large
gamme d’applications, telles que le transfert de textures, la capture de déformations et
l’estimation des paramètres physiques pour le drapage sur des avatars humains.

5 Conclusion

En conclusion, cette thèse propose des solutions innovantes pour automatiser la création
d’avatars virtuels vêtus. Nos travaux explorent la modélisation des vêtements, la sim-
ulation différentiable et la déformation géométrique, en intégrant des fonctions de coût
inspirées de principes physiques pour garantir la plausibilité. Les modèles développés
génèrent des vêtements réalistes, adaptés à une large gamme d’applications, notamment
en réalité virtuelle et augmentée. Dans l’ensemble, cette recherche met en évidence la
valeur et l’impact des avancées dans les méthodes de récupération de scènes, permettant
la production de vêtements virtuels de haute qualité et conformes aux lois physiques,
tout en offrant aux professionnels des outils pertinents pour ce domaine en plein essor.
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• 1 séminaire au lava lab, Korea Advanced Institute of Science and Technology
(KAIST), Corée du Sud lors d’une courte visite (12/2022).
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