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0.1 Research background 

The Earth’s Critical Zone (CZO) refers to a permeable region near the Earth's surface, which 

extends from the top of the tree canopy down to the bottom of the groundwater [1-5]. Fig. 0.1 

depicts the specific range of the CZO. In this region, extremely complex interactions occur 

among water, rock, soil, atmosphere, and organisms. These interactions involve multiple fields 

such as hydrology, geology, and biology, playing a significant role in soil development, water 

flow and exchange, and chemical and biological cycles. They regulate the natural environment 

in which organisms and humans live and provide extensive services and essential support for 

life near the surface, as well as for human daily life and production activities [6]. Therefore, 

the National Research Council of the United States regards the study of the CZO as one of the 

most captivating topics in the field of earth sciences in the 21st century. Since 2016, with the 

initiation of the international collaborative research project between China and the UK on 

‘Using Critical Zone Science to Understand Sustaining the Ecosystem Service of Soil and Water’, 

research on the CZO has begun to develop rapidly in China [7]. 

 

Figure 0.1 The structure of Earth’s Critical Zone [2,5]. 

Water is the source of life and an indispensable material basis for the survival of plants and 

animals in nature, as well as for the production and development of human society. With the 

rapid development of human society, the sustainable use of water resources has come under 
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tremendous pressure. Even though there is a large amount of water on Earth, the available 

freshwater resources for human daily production and living only account for about 2.5% of 

the global water volume [8]. About 30% of these freshwater resources are constituted by 

groundwater [9]. Therefore, groundwater plays an important role in maintaining human 

survival and development, as well as the sustainable development of the ecological 

environment. 

The vadose zone (also known as the unsaturated zone) is the area between the ground surface 

and the water table. As a crucial part of Earth's critical zone, the vadose zone controls the 

exchange of water and energy between surface water and groundwater [10]. In many fields 

such as hydrology, agricultural science, and soil science, understanding the distribution and 

changes of soil water in the unsaturated zone is extremely important. The distribution and 

changes of soil water affect vegetation growth, the transport of underground pollutants, and 

many aspects of daily human life. Therefore, it has great significance to simulate and predict 

the dynamic distribution and changes of soil water in the vadose zone. 

Soil water content (SWC) and soil hydraulic properties (SHP) are two key factors for 

characterizing the dynamic distribution and changes of soil water in the unsaturated zone. In 

traditional hydrology and soil science, SWC and SHP can be determined through laboratory 

methods [11,12]. However, laboratory methods are often labor- and resource-intensive and 

may not be representative of real field conditions. It is particularly difficult to obtain soil 

samples for laboratory measurements when studying deep soil water in the unsaturated zone. 

Additionally, commonly used methods for measuring SWC and SHP include sensors such as 

Time Domain Reflectometry (TDR) and neutron probes [13,14]. Although these sensors can 

accurately determine SWC and SHP, their detection scale is limited and they can be destructive 

to soil structure. For large-scale assessment of SWC and SHP, remote sensing technology is 

primarily used. This technology can provide information on SWC and SHP over a large area or 

even globally. However, the drawback is that the detection depth is relatively shallow, 

generally only providing information on SWC and SHP within a few centimeters of the surface 

[15]. 

In recent decades, geophysical methods have become a very promising technical approaches 

in the study of soil structure and soil hydrodynamics. Currently, geophysical methods widely 

used to assess SWC and SHP include Electromagnetic Induction (EMI) [16,17], Electrical 
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Resistivity Tomography (ERT) [18-21], and Ground Penetrating Radar (GPR) [15,22-25]. Among 

these, the electromagnetic wave velocity of GPR is very sensitive to changes in SWC. Therefore, 

GPR technology has become a very promising geophysical method for assessing SWC and SHP. 

In addition, GPR can provide SWC and SHP information at a medium scale, which fills the gap 

in measurements of SWC and SHP at this scale [15]. 

0.2 Objectives and outline 

The overall goal of this thesis is to investigate the feasibility for characterizing the soil water 

dynamics in unsaturated sandy soil, with a particular focus on developing a scheme for 

estimating and monitoring the SWC and determining the SHP based on time-lapse GPR 

waveform inversion. 

0.2.1 Outline 

There are four main research contents: 

1. The study proposed a high-precision SWC estimation scheme based on GPR waveform data 

using the Grey Wolf Optimizer (GWO). We firstly designed three simple four-layer models to 

perform numerical experiments. The proposed scheme was applied to GPR waveform data 

both without noise and with noise for high-precision SWC estimation. Then, we established 

three more complex models, closer to the actual SWC distribution, to perform numerical 

experiments using the HYDRUS-1D software. Similarly, the proposed scheme was applied to 

GPR waveform data both without noise and with noise to further study high-precision SWC 

estimation. Additionally, for the third complex model numerical experiments, we analyzed the 

uncertainty of GPR data with respect to different inversion parameters (SWC, quality factor, 

and layer thickness). Subsequently, in order to verify the superiority of the GWO, it was 

compared with the Particle Swarm Optimization (PSO) Algorithm. Furthermore, we also 

compared the SWC results based on waveform data and travel time data. Finally, the proposed 

scheme was applied to the measured GPR waveform data at the Site Contrôlé Expérimental 

de Recherche pour la réhabilitation des Eaux et des Sols (SCERES) experimental field to test 

the effectiveness of the proposed scheme. 

2. The study investigated the use of time-lapse GPR waveform data for soil water dynamic 

monitoring. First, we designed two types of experiments to simulate the dynamic changes in 
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SWC during groundwater level fluctuations and the processes of rainfall infiltration. Then, the 

time-lapse individual inversion strategy was applied to the measured GPR waveform data 

from both experiments to monitor the dynamic changes in SWC. However, during the 

infiltration experiment, we found that the surface soil would first reach saturation. At this 

point, due to the influence of water, weakening the deeper signal response of the GPR data 

was weaken, and making it difficult to identify the characteristics of the deeper data. 

Therefore, a time-lapse double-difference inversion strategy was further applied to monitor 

the differential changes in SWC at different infiltration times, aiming for more precise dynamic 

monitoring of SWC during the rainfall infiltration. 

3. The study proposed a scheme for direct high-precision estimation of SHP based on GPR 

waveform data by using GWO algorithm. First, three numerical experiments were designed 

using the HYDRUS-1D software. The proposed scheme was applied to GPR waveform data 

without noise and with noise for direct high-precision estimation of SHP. Subsequently, the 

proposed scheme was further applied to measured GPR waveform data to study the direct 

high-precision estimation of SHP. 

4. The study proposed an improved GWO algorithm to optimize the process for direct high-

precision estimation of SHP based on GPR waveform data. It was found that the convergence 

factor controlling the optimization process of the GWO decreases linearly with the increase in 

iterations. However, the search process of the GWO does not decrease linearly. In the early 

stage of GWO, a wide-range global search is ensured, with the convergence curve declining 

rapidly. In the later stage of the iterations, the convergence curve declines slowly, ensuring 

local search capability. Therefore, in order to further improve the computational efficiency 

and accuracy of the GWO, the convergence factor was improved based on the sigmoid 

function. We test the effectiveness of the improved GWO by using it to optimize the direct 

high-precision estimation of SHP based on GPR waveform data through three numerical 

experiments. The results based on the standard GWO were compared with those of the 

improved GWO. Finally, the improved GWO was applied to measured GPR waveform data to 

further study its effectiveness. 

In order to achieve the overall goal, the thesis is divided into six parts. 
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The chapter of introduction includes the research background and objectives. We firstly 

introduced the research background. Then, we summarized the main research contents and 

the structure of the thesis. Finally, we presented the innovations. 

The chapter one firstly introduced the principles of GPR and lists the commonly used GPR 

systems for SWC estimation. Then, we introduced the main developments of SWC estimation 

and SHP determination based on GPR. 

The chapter two introduced the proposed scheme for SWC estimation based on GPR 

waveform data using the GWO algorithm. In section 2.1, we presented the petrophysical 

relationship connecting SWC and relative dielectric permittivity. Then, we described the basic 

theories for GPR forward modeling which is proposed by Bano in 2004 [26]. Starting from the 

Maxwell’s equation in the time domain in vacuum, the wave equation in frequency domain 

was derived. Finally, we obtained the GPR echo signals by solving the wave equation and 

realized GPR forward modeling. In section 2.2, we described the SCERES experimental site 

where the real data was collected. The RAMAC MALA zero-offset surface GPR system with 500 

MHz was used to collected GPR profile. In section 2.3, we designed three simple four-layer 

model numerical experiments and applied the proposed scheme to both noise-free and noisy 

GPR waveform data, respectively, to verify the effectiveness of the proposed scheme. 

Subsequently, we designed three more complex model numerical experiments that better 

represent the actual distribution of SWC and also applied the proposed scheme to both noise-

free and noisy GPR waveform data, further demonstrating the effectiveness of the proposed 

scheme. In this section, three kinds of parameters were estimated: SWC, quality factor and 

layer thickness. An uncertainty analysis of the inversion parameters was also conducted for 

the third complex model numerical experiment. And in order to demonstrate the superiority 

of the GWO, we compared it with the PSO algorithm. Additionally, we compared SWC 

estimation results based on waveform data with those based on travel time data, 

demonstrating that higher-precision estimation of SWC can be achieved based on waveform 

data. In section 2.4, we further applied the proposed scheme to measured GPR waveform data, 

also verifying the effectiveness of the proposed scheme. 

The chapter three firstly introduced the basic theory of time-lapse inversion in section 3.1, 

including individual inversion strategy, continuous inversion strategy, and double-difference 

inversion strategy. Then, in section 3.2 to 3.5, two types of experiments (the imbibition and 
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drainage experiment and infiltration experiment) were designed to simulate the dynamic 

changes of SWC during groundwater level changes and precipitation infiltration. During the 

imbibition and drainage experiment, the RAMAC MALA 500 MHz zero-offset GPR system was 

used to collected GPR profiles. In the infiltration experiment, the RAMAC MALA zero-offset 

GPR system with 800 MHz was used to monitor the movement of the water. Preliminary 

results from processed data showed that GPR is an effective geophysical tool for monitoring 

soil water front. Subsequently, the individual time-lapse inversion strategy was applied to two 

types of experimental data, successfully monitoring the dynamic changes in SWC. Finally, the 

double-difference method was introduced for time-lapse GPR waveform data inversion, 

improving the monitoring accuracy of dynamic changes in SWC during precipitation infiltration 

by analyzing the differences in SWC at different infiltration times. 

In chapter four, we introduced the principles and workflow involved in estimating SHP based 

on GPR waveform data, including the soil hydraulic model, target function establishment, and 

improvement strategy of the GWO algorithm based on the sigmoid function in section 4.1. 

Then, in section 4.2, we designed three numerical experiments and applied the standard GWO 

algorithm to both noise-free and noisy GPR waveform data to test the effectiveness of the 

proposed scheme further validating it with real data in section 4.3. In the inversion, the 

residual SWC, the saturated SWC, and two other soil hydraulic parameters were estimated. 

Subsequently, the improved GWO algorithm was applied to both noise-free and noisy GPR 

waveform data for determining SHP in section 4.4. Finally, we compared the results of SHP 

estimation based on GPR waveform data using the standard and improved GWO algorithms, 

demonstrating the improvements in computational efficiency and accuracy with the improved 

GWO algorithm. 

In the chapter of conclusions, we provided a comprehensive summary of the thesis and 

proposed the perspectives for further research work. 

0.2.2 Innovations 

1. In most current researches, the estimation of SWC based on GPR mainly focuses on utilizing 

partial information such as travel time or amplitude. In this thesis, we proposed a new 

inversion scheme to directly estimate SWC based on GPR waveform data. By utilizing the 
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entire waveform data from the GPR, this proposed scheme improves the accuracy of SWC 

estimation. 

2. During the process of soil water infiltration in the unsaturated zone, the surface soil firstly 

reaches saturation, making deep GPR signal responses unclear and sometimes difficult to 

identify. To address this problem, we developed a method for estimating and monitoring 

changes in SWC using time-lapse GPR waveform inversion based on the double-difference 

method. By utilizing the differences in data from different infiltration times for inversion, it 

enhances the ability to extract weak information from deeper layers and improves the 

monitoring accuracy of changes in unsaturated SWC. 

3. In most current researches, the determination of SHP using GPR mainly focuses on utilizing 

partial information from GPR data, such as travel time information. To improve the efficiency 

and accuracy of determining SHP based on GPR, this study firstly proposed a scheme for 

directly determining SHP using GPR waveform data with GWO. Additionally, in the standard 

GWO, the linear convergence factor does not match the nonlinear update process, leading to 

local minima and slow convergence speed. In order to address this problem, we proposed an 

improved GWO based on the Sigmoid function. This ensures a thorough search by the GWO, 

enhancing both computational efficiency and accuracy of SHP estimation. 
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Chapter 1 Review of ground penetrating radar 

applications for water dynamics studies in unsaturated 

zone 

1.1 Principle of GPR 

GPR is a non-destructive geophysical detection technology that determines the distribution of 

underground media based on the propagation of high-frequency electromagnetic waves. It 

transmits high-frequency electromagnetic waves into the subsurface through a transmitting 

antenna and receives part of the electromagnetic waves, which have propagated through the 

underground medium, by a receiving antenna. During the propagation of electromagnetic 

waves, when encountering subsurface media with different electrical properties, the electrical 

characteristics of the electromagnetic waves will change. By analyzing the characteristics of 

the received electromagnetic wave signals (such as changes in waveform, amplitude, and 

travel time), the structure, depth, spatial position, and morphology of the underground 

medium can be inferred [27]. 

Detection depth and resolution are two important factors in estimating the exploration 

capability of GPR, but they are mutually contradictory. The resolution of GPR is mainly 

determined by the period of the transmitted pulse, which is controlled by the bandwidth. For 

a pulse radar system, the bandwidth is generally designed to be the same as the center 

frequency of the antenna, and the resolution increases with the increase in the center 

frequency of the antenna. However, due to the influence of the conductivity of the medium, 

the detection depth of GPR decreases with the increase in the center frequency of the antenna. 

Therefore, the higher the frequency, the higher the resolution but the shallower the 

exploration depth. Conversely, the lower the frequency, the lower the resolution but the 

greater the exploration depth. Thus, it is crucial to find a balance between resolution and 

exploration in GPR exploration, which is also a significant research challenge. For media with 

very low conductivity, such as dry sand, a low-frequency GPR system with 50 MHz or 100 MHz 

is often chosen, which can achieve a detection depth of several tens of meters. When the 

antenna frequency is 250 MHz or 500 MHz, the detection depth can reach several meters. For 
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a 900 MHz GPR antenna system, the detection depth in dry sand is only a few tens of 

centimeters [28]. 

In current research on soil hydrodynamics, the commonly used GPR antenna systems are 

mainly divided into three categories: surface GPR, borehole GPR, and off-ground GPR. Among 

them, surface GPR is the most widely used GPR system. In the process of data acquisition, it is 

directly coupled with the ground, transmitting electromagnetic waves into the ground 

through a transmitting antenna placed on the surface, and the echoes after the 

electromagnetic waves propagate underground are received by a receiving antenna, which is 

also placed on the surface. 

Currently, the commonly used observation methods in surface GPR mainly include Common-

offset Profiling (COP) or Fixed-offset (FO) measurement, Wide Angle Reflection and Refraction 

(WARR) measurement, and Common Mid-point (CMP) measurement. Among these, the COP 

(or FO) is the most commonly used method, as CMP and WARR are more time-consuming and 

thus less frequently applied. Borehole GPR refers to placing the GPR antenna in a borehole for 

observations. Compared to surface GPR, borehole GPR can achieve greater detection depth 

and higher resolution. However, for SWC estimation, borehole GPR can be somewhat 

destructive to the soil structure and is very time-consuming and labor-intensive. Borehole GPR 

methods are mainly divided into three categories: Zero-offset Profiling (ZOP) measurement, 

Multi-offset Profiling (MOP) measurement, and Vertical Radar Profiling (VRP) measurement. 

Among these, VRP measurement is a single-borehole measurement where the GPR 

transmitting antenna is placed on the ground and the receiving antenna is placed in a borehole. 

Compared to the other two measurement methods, VRP is less damaging to the soil and also 

saves manpower and resources, making it a compromise between surface and borehole GPR. 

Surface GPR data are affected by direct waves and ground-coupled waves, and cannot 

effectively observe SWC in the very shallow layers within a few centimeters of the surface. 

Therefore, off-ground GPR methods, where the radar is suspended in the air at a certain 

distance from the ground, have emerged. Off-ground GPR collects data at a certain distance 

above the ground surface, causing less damage to the soil compared to surface and borehole 

GPR. In addition, off-ground GPR can be mounted on vehicles or low-altitude flight platforms, 

allowing for rapid, large-area measurements. However, it is significantly affected by terrain, 
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making the elimination of terrain effects a major challenge for off-ground GPR. Fig. 1.1 shows 

the commonly used GPR systems and measurement modes for different GPR systems. 

 

Figure 1.1 Three kinds of commonly used GPR systems in soil hydrodynamic research. a) The 

surface GPR: FO mode, CMP mode and WARR mode. b) The borehole GPR: ZOP mode, MOP 

mode and VRP mode. c) The off-ground GPR. d) A field picture presents an off-ground system 

mounted on a vehicle [15]. 

1.2 Research developments 

Due to the high sensitivity of electromagnetic wave velocity to changes in SWC, the GPR 

methods have been widely applied in the estimation and monitoring of SWC. There have been 

several reviews for estimating SWC by GPR [15,28,29]. Table 1.1 summarizes related research 

work on GPR in SWC estimation and monitoring, which are categorized by antenna structure 

and observed method. Among them, surface GPR is the earliest and most widely used 

measured method, followed by borehole GPR. Off-ground GPR is relatively new and, 

compared to the other two configuration systems, has not yet been widely used in SWC 

estimation. 
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Table 1.1 The summary of research development for SWC estimation and monitoring by using 

GPR. 

Configurations 
of Radar System 

Measured 
Modes 

Methods Related References 

Surface GPR Single Offset 

Reflected Wave 
Method 

Vellidis et al., 1990 [30]; Al and Müller, 2000 [31]; 
Birken and Versteeg, 2000 [32]; Grote et al., 2002 
[33]; Gish et al., 2002 [34]; Schmalz and Lennartz, 
2002 [35]; Stoffregen et al., 2002 [36]; Loeffler and 
Bano, 2004 [37]; Makkawi, 2004 [38]; Wollschläger 
and Roth, 2005 [39]; Lunt et al., 2005 [40]; 
Turesson, 2006 [41]; Saintenoy et al., 2008 [42]; 
Irving et al., 2009 [43]; Haarder et al., 2011 [44]; 
Klenk et al., 2015 [45]; Schmelzbach et al., 2012 
[46]; Guo et al., 2014 [47]; Zhang et al., 2014 [48]; 
Yu et al., 2015 [49]; Shamir et al., 2016, 2018 
[50,51]; Ercoli et al., 2018 [52]; Nyquist et al., 2018 
[53]; Di Prima et al., 2020 [54]; Mangel et al., 2020 
[55]; Zhang et al., 2021a, 2021b [56,57] 

Ground Wave 
Method 

van Overmeeren et al., 1997 [58]; Huisman et al., 
2003b [59]; Galagedara et al., 2005b [60]; Grote et 
al., 2003 [61]; Klenk et al., 2011 [62]; Pan et al., 
2012a [23]; Qin et al., 2013 [63]; Ardekani, 2013 
[64]; Thitimakorn et al., 2016 [65] 

Average Envelope 
Amplitude 

Pettinelli et al., 2007, 2014 [66,67]; Ferrara et al., 
2013 [68]; Algeo et al., 2016 [69] 

  
Frequency Shift 
Method 

Benedetto, 2010 [70]; Benedetto and Benedetto, 
2011 [71]; Benedetto et al., 2013 [72] 

 Multi-Offset 
Reflected Wave 
Method 

Greaves et al., 1996 [73]; Weiler et al., 1998 [74]; 
Huisman et al., 2001 [75]; Garambois et al., 2002 
[76]; Turesson, 2006 [41]; Strobbia and Cassiani, 
2007 [77]; Bradford, 2008 [78]; Gerhards et al., 
2008 [79]; Buchner et al., 2011, 2012 [80,81]; 
Steelman et al., 2012a, 2012b [82,83]; Mangel et 
al, 2012, 2015 [84,85]; Allroggen et al., 2015 [86]; 
Iwasaki et al., 2016 [87]; Kaufmann et al., 2020 
[88]; Yu et al., 2020 [89]; Saito et al., 2021 [90] 

  
Ground Wave 
Method 

Huisman et al., 2001, 2002, 2003a, 2003b 
[28,59,75,91]; Hubbard et al., 2002 [92]; Grote et 
al., 2003, 2010 [61,93]; Galagedara et al., 2003a, 
2005a, 2005b [60,94,95]; Weihermüller et al., 2007 
[96]; Steelman et al., 2010, 2012b [83,97]; 
Thitimakorn et al., 2016 [65]; Cao et al., 2020 [98] 

Borehole GPR Zero Offset  

Knoll and Clement, 1999 [99]; Alumbaugh et al., 
2000 [100]; Parkin et al., 2000 [101]; Binley et al., 
2001, 2002a, 2002b [102-104]; Galagedara et al., 
2002, 2003b [105,106]; Rucker and Ferré, 2003, 
2004, 2005 [107-109]; Ferré et al., 2003 [110]; 
Kowalsky et al., 2004 [111]; Looms et al., 2008a 
[112]; Kuroda et al., 2009 [113]; Wijewardana and 
Galagedara, 2010 [114]; Haarder et al., 2012 [115]; 
Klotzsche et al., 2019 [116]; Yu et al., 2020 [89] 
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 Multi-Offset  

Hubbard et al., 1997 [117]; Eppstein and 
Dougherty, 1998 [118]; Parkin et al., 2000 [101]; 
Binley et al., 2001, 2002a [102,103]; Galagedara et 
al., 2002, 2003b [105,106]; Alumbaugh et al., 2002 
[119]; Chang et al., 2004 [120]; Deiana et al., 2007 
[121]; Looms et al., 2008a [112]; Wijewardana and 
Galagedara, 2010 [114]; Dafflon et al., 2011 [122]; 
Haarder et al., 2012 [115] 

 
Vertical 
Radar 

 
Knoll and Clement, 1999 [99]; Cassiani et al., 2004 
[123]; Dafflon et al., 2011 [122]; Strobach et al., 
2014 [124] 

Off-ground GPR  
Surface 
Reflections 

Chanzy et al., 1996 [125]; Redman, 2002 [126,127]; 
Serbin and Or, 2004, 2005 [128,129]; Lambot et al., 
2004a [130-132]; Weihermüller et al., 2007 [96]; 
Jadoon et al., 2010 [133]; Minet et al., 2010, 2012 
[134,135]; Jonard et al., 2011, 2012, 2013 [136-
138]; Tran et al., 2012 [139,140]; Ardekani, 2013 
[64]; Moghadas et al., 2014 [141]; Mangel et al., 
2015 [85] 

 

1.2.1 SWC estimation with GPR 

1.2.1.1 SWC estimation with surface GPR 

Surface GPR configuration is the most widely used GPR measurement mode for estimating 

SWC. In the aspect of technology, the surface GPR includes the most kinds of techniques and 

is the most comprehensively developed GPR measured mode. Based on measured modes, the 

surface GPR can be divided into fixed-offset measurement and multi-offset measurement. For 

each measured mode, there were numerous studies to estimate the SWC based on reflected 

wave method or ground wave method. Among them, the fixed-offset surface GPR is widely 

used due to its high measured efficiency compared to multi-offset GPR. 

In early studies based on fixed-offset surface GPR, most studies used the reflected wave 

method to estimate the SWC. For the fixed-offset reflected wave method, a known depth 

reflector or reflective layer is required to estimate SWC by firstly calculating the velocity of 

GPR waves from travel time data and then the dielectric constants. Using the depth of the 

reflector and extracted travel time, the electromagnetic wave velocity in soil and relative 

dielectric constant can be computed, and then converted into soil moisture content. However, 

the estimated SWC based on this method is the average SWC between the antenna and the 

reflector. It is difficult to describe the gradient continuous change of the SWC in detail. 



29 

 

The use of surface GPR for SWC estimation can date back to the 1990s. In 1990, Vellidis et al. 

[30] realized the monitoring of soil water movement in the unsaturated zone by using fixed-

offset surface GPR reflected wave methods. To further quantify the estimation of SWC, Lunt 

et al. [40] preliminarily calculated the average SWC between the antenna and the reflector by 

using reflected wave travel time information in 2005. Lateral spatial variation in SWC 

estimation is a significant challenge in traditional hydrology. In order to observe this variation, 

two-dimensional, three-dimensional, or even higher-dimensional SWC detection is necessary. 

In 2000, Birken and Versteeg [32] conducted four-dimensional detection to monitor the change 

of SWC. To quantify the detection of high-dimensional SWC change, Irving et al. [43] proposed 

an inversion strategy for quantifying lateral variation of SWC by combining the Markov Chain 

Monte Carlo (MCMC) method in 2009. In 2012, Schmelzbach et al. [46] proposed an inversion 

strategy based on GPR reflection amplitude similar to seismic wave impedance inversion 

techniques to estimate SWC. In 2014, Zhang et al. [48] used time-lapse data from fixed-offset 

surface GPR reflection waves to monitor seasonal change of SWC. In 2020, Mangel et al. [55] 

combined automatic GPR data collection technology and reflection wave tomography to 

estimate the two-dimensional distribution of SWC. 

In fixed-offset surface GPR measurement, when direct waves and ground waves can be well 

separated, it will be a good option by using the ground wave method to measure shallow SWC. 

The ground wave method estimates the surface SWC through the distance between the 

transmitted and received antennas and the received travel time information, without 

requiring a reflector or reflective layer. In 1997, van Overmeeren et al. [58] estimated 

unsaturated zone SWC by using the ground wave method with fixed-offset surface GPR. In 

2005, Galagedara et al. [60] monitored the change of SWC by using the ground wave method 

with fixed-offset surface GPR. However, in fixed-offset surface GPR measurements, it is 

difficult to distinguish direct waves from ground waves. Therefore, in order to estimate SWC 

by using the ground wave method, multi-offset measurement techniques which vary the 

offset should be employed to collect ground waves for surface SWC measurement and 

monitoring. 

In 1996, Greaves et al. [142] estimated SWC by using CMP velocity analysis techniques with 

multi-offset surface GPR. In 2012, Mangel et al. [84] extended velocity analysis techniques to 

the WARR measured mode for the dynamic monitoring of SWC. In multi-offset surface GPR 
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measurement, when a low-velocity layer exists, the guided waves can be generated in the low-

velocity layer, significantly reducing the accuracy of SWC estimation based on velocity analysis 

[143]. In 2007, Strobbia and Cassiani [77] used dispersion analysis techniques to determine SWC 

through dispersion velocity in the presence of multilayer guided waves. Traditional multi-

offset measurement requires moving the antenna for each measurement, which consumes 

considerable labor and resources. To address the issues of equipment, Buchner et al. [80] 

designed a multi-receiver GPR measurement system to improve data acquisition efficiency in 

2011. Subsequently, a series of multi-receiver systems, including array antenna systems and 

time-lapse data array monitoring systems, were developed. 

In multi-offset measurement modes, the ground wave method is most widely used. Ground 

wave velocity can be linked to waveform slope. The velocity can be determined and the 

shallow SWC can be inferred through analyzing the waveform slope. In 2001, Huisman et al. 

[75] identified ground waves in WARR measurement mode, and inferred SWC by determining 

ground wave velocity. However, for soils with high electrical conductivity, ground wave 

attenuation is strong, which will reduce accuracy of estimation. In most cases, ground waves 

are easily identified in CMP or WARR measurement modes, and thus are still widely used for 

shallow SWC estimation [60,61,91-93,98]. 

1.2.1.2 SWC estimation with borehole GPR 

Although surface GPR is convenient to operate and causes minimal invasive to the soil, it has 

certain limitation in the aspect of detection depth. The higher the antenna frequency, the 

shallower the detection depth. Compared to surface GPR, borehole GPR has a deeper 

detection depth, which depends on the depth of the borehole. In borehole GPR measurement, 

the transmitted and received antennas are typically placed in two separate boreholes. By 

measuring the distance between the antennas and the travel time of electromagnetic waves, 

the SWC between the two boreholes can be inferred. The borehole GPR methods can be 

divided into three types: ZOP, MOP, and VRP. 

In the ZOP measured mode, the transmitted and received antennas are placed in two 

boreholes, respectively, and moved simultaneously at the same height during the 

measurement. This method is relatively simple. In early studies, the SWC between the 

boreholes could be quickly obtained through the distance between the boreholes and the 
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travel time of direct wave [104,105]. However, in later research, it is found that if the refracted 

wave propagating along the surface and arrives at the received antenna before the direct 

wave, which would lead to significant errors in the inverted results. To address this issue, in 

2003, Rucker and Ferré [107] proposed using the slope change of travel time and depth to 

estimate SWC when the refracted wave arrives earlier than the direct wave. Subsequent 

research further improved the proposed method to enhance the estimation accuracy of SWC, 

including identifying the travel time of the first arriving refracted wave to improve the 

accuracy of estimation [108,110]. Recent studies have started using the ZOP mode of borehole 

GPR for seasonal monitoring of SWC. Under controlled condition of resolution, the ZOP 

method can provide very detailed information to monitor the spatiotemporal change of SWC. 

The MOP measured mode has been well applied in obtaining two-dimensional SWC between 

boreholes. A common method is to improve the estimation accuracy of SWC through 

tomographic inversion [101,102,112,117,119]. However, since inversion requires a certain 

amount of times, this method is more suitable for relatively stable soil water condition. The 

VRP measured mode requires only one borehole, with one antenna fixed on the surface and 

the other placed in the borehole for data collection. This saves the labor and resources, which 

makes it considered a compromise between surface GPR and borehole GPR. In 1999, Knoll and 

Clement [99] demonstrated that VRP method could efficiently and accurately estimate SWC. 

Overall, although borehole GPR can achieve the required detection depth, it consumes more 

labor and resources. Therefore, compared to surface GPR, its application is not as widespread. 

1.2.1.3 SWC estimation with off-ground GPR 

Compared to surface GPR and borehole GPR, airborne GPR is a relatively new technology for 

estimating and monitoring SWC. Airborne GPR primarily determine shallow SWC based on the 

reflection differences between air and surface media. In 1996, Chanzy et al. [125] 

demonstrated that airborne GPR is a promising method for SWC estimation. Early airborne 

GPR estimated SWC by measuring the surface reflection coefficient in the time domain 

[126,128]. 

In 2004, Lambot et al. [130] proposed a technique for full-wave data inversion in frequency 

domain by combining airborne ultra-wideband step-frequency continuous wave radar and a 

monostatic transverse electromagnetic horn antenna. This technique is suitable for large-scale, 
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rapid estimation of SWC distribution. In 2010, Jadoon et al. [133] used this method for field 

detection and estimation of SWC distribution in agricultural fields. However, this method is 

susceptible to the influence of surface roughness. In 2012, Jonard et al. [137] considered the 

impact of surface roughness and made corrections for their effects. Regarding subsequent 

development of equipment, Moghadas et al. [141] used airborne ultra-wideband step-

frequency continuous wave radar with two different frequency bands to determine SWC 

under condition considering the evaporation of SWC in 2014. In 2015, Mangel et al. [85] 

introduced a dual-station GPR system, achieving rapid simultaneous acquisition of common 

offset and common midpoint profiles, thereby improving the monitoring accuracy of soil 

hydrological process. 

1.2.1.4 SWC estimation with other advanced methods 

At present, most studies for estimating SWC based on GPR focus on inversion using GPR travel 

time data, including tomography inversion. However, the variations of SWC not only affect the 

travel time of GPR data but also affect the amplitude and phase. Therefore, some methods 

based on GPR amplitude and phase information have also been developed. In surface fixed-

offset GPR, it is sometimes difficult to distinguish direct wave and ground wave [61,64]. In 2007, 

Pettinelli et al. [66] proposed the Average Envelope Amplitude (AEA) method, which 

determined shallow SWC by analyzing the early amplitude envelope of the signal. In 2013, 

Ferrara et al. [68] further validated the applicability of this method in clay-rich soils, addressing 

the inapplicability issues of ground wave and reflectometry methods. In 2023, Lu et al. [144] 

considered the lateral spatial heterogeneity of SWC and combined the AEA method for large-

scale shallow SWC estimation. 

The change of SWC also cause the variations in the spectrum of GPR signal. When the SWC 

increases, the peak frequency of the GPR signal spectrum decreases. In 2010, Benedetto et al. 

[70] proposed the Frequency Shift method for estimating shallow SWC, which was further 

applied in agricultural studies for SWC estimation and monitoring [71,72]. 

With the improvement of computational power, the precision and efficiency of GPR data 

processing have also been enhanced. The development of GPR full waveform inversion (FWI) 

has further improved the detection and interpretation accuracy of subsurface medium 

parameters. The FWI considers the entire GPR waveform information and has been proven to 
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achieve more accurate SWC estimation and monitoring [15]. So far, the determination of SWC 

using GPR FWI mainly focuses on surface and airborne GPR. In 2004, Lambot et al. [145] 

proposed building an objective function through the Green's function calculated from 

waveform to invert subsurface medium parameters based on airborne GPR full waveform data. 

In 2006, Lambot et al. [131] extended this technique to SWC estimation. In 2007, Weihermüller 

et al.[96] further applied this technique to SWC estimation based on ground wave data. In 2014, 

Lambot and André [146] considered that the distance between the airborne antenna and the 

ground is not very far and further extended this method, proposing SWC estimation based on 

GPR full waveform data under near-field condition, which improved the accuracy of 

estimation. However, the above FWI requires calculating the Green's function to construct the 

objective function. Therefore, in 2021, Zhang et al. [56,57] directly constructed an objective 

function from GPR waveform data to estimate the SWC. 

1.2.2 SHP determination with GPR 

SHP is also a crucial factor for studying the soil water dynamics in the vadose zone. It is 

important to accurately estimate the SHP in various applications including the modeling of soil 

water and contaminant transport [147,148], and the management of soil and water resources 

[149]. The research about estimating SHP by GPR can be dated back to 2001 [102]. However, 

compared to the research about SWC estimation by using GPR, the direct determination of 

SHP with GPR is still a relatively new technique. 

1.2.2.1 SHP determination based on GPR travel time data 

To date, most studies on estimating SHP based on GPR have focused on using GPR travel time 

data. In 2001, Chen et al. [150] used borehole GPR to determine soil hydraulic conductivity in 

the study area by combining GPR tomography with a Bayesian framework. In 2002, Binley et 

al. [103] combined GPR with ERT to improve the monitoring accuracy of soil hydrodynamics 

and the estimation accuracy of soil hydraulic conductivity. SHP estimation based on GPR 

inversion can be considered as a process to solve an inverse problem. The ill-posed nature and 

nonlinearity of the inverse problem are inevitable. To deal with these issues, in 2004, Kowalsky 

et al. [111] proposed an optimization method combining the maximum posteriori probability 

in statistics, and successfully estimated SHP. In 2020, Cui et al. [151] achieved accurate 

evaluation of SHP by using data assimilation algorithm. 
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Time-lapse GPR data can more accurately describe SHP and simulate the change of water flow 

in the soil. In 2012, Scholer et al. [152] determined the parameters of soil water retention 

curves (SWRCs) in layered media by using time-lapse GPR data from boreholes combined with 

the MCMC statistical inversion method. In 2012, Busch et al. [153] predicted water flow and 

capillary phenomena in the soil based on surface common-offset and multi-offset time-lapse 

GPR data. They also reduced errors accumulated from multiple forward modeling in the 

stepwise inversion of SHP based on GPR data through a direct coupled inversion framework. 

In addition, early techniques for estimating SHP based on GPR mainly focused on borehole 

GPR. In 2014, Bradford et al. [154] measured the reflection signals from the soil water transition 

zone by using surface GPR and found that the transition zone reflection signals were very 

sensitive to hydrological processes. Since 2014, Léger et al. [155-157] have conducted a series 

of studies for determining SHP based on surface GPR data and expanded their research to the 

monitoring of two-dimensional infiltration processes and SHP estimation. In 2018, Jaumann 

and Roth [24] conducted a series of imbibition and drainage experiment and infiltration 

experiment, achieving SHP estimation by matching reflection events in the signals. In 2021, Yu 

et al. [25] compared the stepwise inversion strategy and the coupled inversion strategy of SHP 

estimation based on GPR, demonstrating that directly inverting SHP through the coupled 

inversion strategy could avoid the accumulation of errors caused by multiple inversion 

processes in the stepwise inversion strategy. In 2023, Moua et al. [158] investigate to estimate 

the hydrodynamic unsaturated soil parameter values and their associated uncertainties based 

on time-lapse GPR travel time data by using MCMC methods. 

1.2.2.2 SHP determination based on GPR FWI 

In the area of geophysics, GPR FWI can fully utilize various types of information in GPR data. 

Compared to inversion that only uses travel time information, GPR FWI improves the accuracy 

of detection for subsurface targets. In 2006, Lambot et al. [159] proposed a technique for 

determining shallow SHP based on full waveform GPR data. This technique involves collecting 

time-lapse data with airborne GPR, then calculating the Green's function of the full waveform 

GPR data, and finally estimating the shallow SHP by optimizing the objective function 

constructed based on the Green's function. This method has gradually been applied by many 

researchers to different field scenarios for validation, achieving the estimation of large-area 
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shallow SHP in the field [160-163]. However, the above studies did not consider the errors 

caused by the input-output and the model structure itself. Therefore, in 2014, Tran et al. [164] 

developed a scheme with data assimilation to achieve the determination of SHP. In addition 

to research on estimating SHP based on airborne GPR full waveform data, in the past decade, 

inversion based on surface and borehole GPR full waveform data has also gradually been used 

for determining SHP. In 2013, Dagenbach et al. [165] designed an imbibition and drainage 

experiment, and applied surface GPR to collect data and estimate SHP. In 2022, Yu et al. [166] 

began using borehole GPR FWI, establishing an objective function based on GPR waveform 

data to determine SHP. Numerical experiments verified the effectiveness of the proposed 

scheme, but it has not been applied to field data. 

1.3 Conclusions 

In this chapter, we mainly review the development of SWC estimation and monitoring, as well 

as the development of SHP determination. Firstly, we introduce the principle of GPR including 

the basic theory of GPR and commonly used GPR measured modes for SWC and SHP 

estimation. Then, according to the measured modes, we review the development of SWC 

estimation and monitoring by different GPR systems. Finally, we summarize the development 

of SHP determination based on different GPR data. The review can give comprehensive 

understandings for SWC estimation and monitoring, as well as the SHP determination. At the 

same times, the review provide inspiration for our studies.  
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Chapter 2 Soil water content estimation by using 

ground penetrating radar waveform inversion with grey 

wolf optimizer algorithm 

In this chapter, a novel and efficient SWC estimation scheme was proposed based on the GPR 

waveform inversion with GWO algorithm inspired by the social behavior of grey wolves in 

nature. In the study of soil water dynamics, GPR is an efficient, nondestructive and promising 

geophysical technique, which is based on the basic theory of electromagnetic wave 

propagation. In this chapter, we first introduced the theories used for SWC estimation based 

on GPR waveform data in section 2.1. In section 2.2, we introduced the SCERES experimental 

site. In section 2.3, a series of numerical experiments were designed, and the proposed 

scheme were separately applied to noise-free and noisy GPR data, verifying the effectiveness 

of the proposed inversion scheme. To further validate the accuracy and efficiency of the 

proposed scheme, we first compared the results with those based on PSO algorithm, and then 

compared the results with the inverted results based on GPR travel time data. The results 

showed that the GWO outperformed the PSO in finding the global optimal solution. In addition, 

the estimation of SWC based on GPR waveform data was more accurate than that based on 

GPR travel time data. In section 2.4, the proposed scheme was applied to the real data 

collected from the SCERES experimental site to further test the applicability of the proposed 

scheme. 

2.1 Theory for SWC estimation based on GPR waveform data 

This section starts by introducing the petrophysical relationship which connects SWC and 

dielectric permittivity, then we present the theories of GPR forward modeling, including 

Maxwell's equations in time domain and frequency domain. At the same time, this section 

covers plane electromagnetic wave and the solution to the wave equation. Finally, we 

introduced the theory of inverse problem and the algorithm used in our study. This section 

lays a foundation for the subsequent studies. 
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2.1.1 Petrophysical relationships 

The parameter model for forward modeling and inversion in GPR involves the electrical 

properties of the medium, including relative dielectric permittivity and conductivity. In the 

forward modeling of GPR, the electrical property model of the medium must first be provided. 

Then, by solving the electromagnetic wave equation, the forward modeling of GPR is achieved. 

To study the impact of SWC on GPR data and to evaluate and monitor SWC through GPR data, 

a petrophysical relationship is required to convert SWC into soil electrical properties. In this 

study, we did not consider the effect of conductivity and only focus on the relative dielectric 

permittivity. Compared to conductivity, the relative dielectric permittivity is more sensitive to 

the change of SWC. This is especially relevant for the characteristic of soil water being 

continuously distributed in gradients, which sometimes makes the GPR data response very 

weak and difficult to distinguish. Therefore, the relative dielectric permittivity of the soil, 

which is highly sensitive to change of SWC, is needed to estimate and monitor the change of 

SWC. 

The Topp equation [167] is a formula that relates volumetric water content to relative dielectric 

permittivity. As it is derived from fitting a large amount of experimental data from various 

soils, the Topp equation is generally applicable to most soils. In this study, the Topp equation 

is used to convert SWC into soil relative dielectric permittivity for the purpose of GPR forward 

modeling. The most widely used Topp equation is expressed as follows: 

 𝜅 = 3.03 + 9.30𝜃 + 146.00𝜃2 − 76.70𝜃3 ................................. (2.1) 

where 𝜅 is the relative dielectric permittivity and 𝜃 is the volume SWC. Fig. 2.1 illustrates the 

form of the Topp equation, which is a curve showing that the change rate of relative dielectric 

permittivity accelerates as the increases of volumetric SWC. 
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Figure 2.1 The illustration for Topp equation. 

2.1.2 Fundamentals of GPR forward modeling 

This section mainly introduces the basic theory for GPR forward modeling. First, we introduced 

the foundational equations for kinematics and dynamics of electromagnetic wave, Maxwell's 

equations. Then, the electromagnetic wave equation is derived. Finally, by solving the 

electromagnetic wave equation, we obtained the equations for realizing GPR forward 

modeling. 

2.1.2.1 The time domain Maxwell's equations in vacuum 

Based on the fundamental theory of electromagnetic waves, the relationship between the 

parameters of electric field and magnetic field can be established by using Maxwell's 

equations [168]. The propagation of electromagnetic waves will consider the variations of 

these parameters and follow the laws that govern the interactions between electric and 

magnetic fields. The differential form of time domain Maxwell's equations in vacuum can be 

expressed as follows: 
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 𝑟𝑜𝑡�⃗� = −
𝜕�⃗� 

𝜕𝑡
 ......................................................... (2.2) 

 𝑟𝑜𝑡�⃗� = 𝜇0 (𝑗 + 𝜀0
𝜕�⃗� 

𝜕𝑡
) ................................................. (2.3) 

 𝑑𝑖𝑣�⃗� = −
𝜌

𝜀0
 ......................................................... (2.4) 

 𝑑𝑖𝑣�⃗� = 0 ........................................................... (2.5) 

where �⃗�  [V ∙ m−1] is the electric field, 𝐵 ⃗⃗  ⃗[T] is the magnetic induction, 𝜇0 = 4𝜋 × 10−7 [H ∙

m−1] and 𝜀0 = 8.85 × 10−12 [F ∙ m−1] are respectively the magnetic permeability and the 

dielectric permittivity in the vacuum, 𝑗  [A ∙ m−2] is the vector of current density which is 

expressed as 𝑗 = 𝜌𝑣 , 𝜌 is the electric charge density, 𝑣  is the travel velocity of charges, and 

𝑡 [s] denotes time. The equations (2.2) to (2.5) together express the relationship between 

magnetic induction and the electric field in vacuum. In fact, they also interact with the 

surrounding medium. Therefore, when performing the GPR forward modeling, constitutive 

relations are needed to describe the macroscopic properties of the medium. 

2.1.2.2 The time domain Maxwell's equations in medium 

In the vacuum, the magnetic field �⃗⃗�  [A ∙ m−1] and the magnetic induction �⃗�  [T] are related 

by the magnetic permeability 𝜇0, which is expressed as: 

 �⃗� = 𝜇0�⃗⃗�  ............................................................ (2.6) 

In the material, the relation of the magnetic field and the magnetic induction still exist. 

However, the magnetic field element on the right of equation (2.6) includes several magnetic 

fields. Except the external magnetic field �⃗⃗� , an internal magnetic field, called magnetization 

�⃗⃗�  [A ∙ m−1], also has a contribution to the magnetic field element. The magnetization is 

related to the material and corresponds to the magnetic dipolar moment (linked to each 

elementary volume of magnetic material) per unit of volume. Therefore, in this case, equation 

(2.6) can be written: 

 �⃗� = 𝜇0(�⃗⃗� + �⃗⃗� ) ...................................................... (2.7) 

When the magnetization is considered proportional to the magnetic field by the magnetic 

susceptibility 𝜒𝑚 (without dimension), equation (2.7) will be rewritten as follows:  
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 �⃗� = 𝜇0(�⃗⃗� + 𝜒𝑚�⃗⃗� ) = 𝜇0(1 + 𝜒𝑚)�⃗⃗�  ..................................... (2.8) 

Similar to the equation (2.6), we can describe an isotropic medium by using its magnetic 

permeability 𝜇 = 𝜇0(1 + 𝜒𝑚). Then the constitutive equation between the magnetic field 

intensity and the magnetic flux density in a uniform isotropic medium can be obtained: 

 �⃗� = 𝜇�⃗⃗�  ............................................................. (2.9) 

However, except some special minerals like magnetite or hematite, the magnetic 

susceptibility remains almost zero for most of the underground materials. For GPR detection, 

the special minerals are rather rare. Therefore, the magnetic permeability of isotropic medium 

is often considered to be equal to the magnetic permeability in vacuum (𝜇 = 𝜇0). 

When an electric field is applied to a material, it will cause the appearance of conduction 

currents due to the movement of free charges. The electrical conductivity σ = [S ∙ m−1] which 

comes from the generalized Ohm’s law relates the electric �⃗�  to a conductive current density 

𝑗𝑐⃗⃗  via: 

 𝑗𝑐⃗⃗ = σ�⃗�  ........................................................... (2.10) 

The electrical conductivity is generally a complex parameter σ = 𝜎′ + i𝜎′′, 𝜎′ represents the 

real part of the electrical conductivity and 𝜎′′ is the imaginary part.  

When an electric field is imposed on a rather low-conductive medium (which is also called 

insulator), there are few free charges. The charges strongly connect with the atoms. The 

molecules will be distorted by the electric field and the distribution of the charges will also be 

changed. Therefore, the electric field will change in the dielectric. This phenomenon is called 

dielectric polarization. In linear, isotropic media, the polarization can be described as the 

moment vectors. The dipolar moment per unit of volume is called the dipolar vector 𝑃 which 

relates to the density of polarization charge by: 

 𝑑𝑖𝑣�⃗� = 𝜌𝑝𝑜𝑙 ....................................................... (2.11) 

The dipolar vector can form the electric induction �⃗⃗�  [C ∙ m−2] by combining with the electric 

field. The relationship is expressed as: 

 �⃗⃗� = 𝜀0�⃗� + �⃗�  ...................................................... (2.12) 
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where �⃗�  represents the electric filed and 𝜀0 is the dielectric permittivity in the vacuum. In the 

condition of linear and isotropic media, the relation between the dipolar vector and the 

electric field can be expressed as: 

 �⃗� = 𝜀0𝜒𝑒�⃗�  ........................................................ (2.13) 

where 𝜒𝑒 is the dielectric susceptibility of the medium. Therefore, the equation (2.13) can be 

rewritten as: 

 �⃗⃗� = 𝜀0(1 + 𝜒𝑒)�⃗�  ................................................... (2.14) 

Similar to the relation in magnetic field, the dielectric permittivity 𝜀 [F ∙ m−1] can be used to 

represent the item 𝜀0(1 + 𝜒𝑒). In other words, the dielectric permittivity, 𝜀, is equal to 𝜀0(1 +

𝜒𝑒). Therefore, the equation (2.14) can be rewritten as: 

 �⃗⃗� = 𝜀�⃗�  ........................................................... (2.15) 

where the dielectric permittivity is complex 𝜀 = 𝜀′ − i𝜀′′, 𝜀′  represent the real part of the 

dielectric permittivity, 𝜀′′ is the imaginary part. 

The equations (2.2) to (2.5) describe the Maxwell’s equations in a vacuum, which represent 

the relationship between the electric field and magnetic flux in a vacuum. By combining 

equations (2.9) and (2.15), the Maxwell’s equations in a medium can be written: 

 𝑟𝑜𝑡�⃗� = −
𝜕�⃗� 

𝜕𝑡
 ....................................................... (2.16) 

 𝑟𝑜𝑡�⃗⃗� = 𝑗𝑐⃗⃗ +
𝜕�⃗⃗� 

𝜕𝑡
 .................................................... (2.17) 

 𝑑𝑖𝑣�⃗⃗� = 𝜌 ......................................................... (2.18) 

 𝑑𝑖𝑣�⃗� = 0 ......................................................... (2.19) 

where 𝜌𝑙  represents the volume density of free charge. 

2.1.2.3 The wave equation in frequency domain 

Combining with the constitutive relations, based on equations (2.16) and (2.17), we can obtain 

the relationship between the electric field intensity and the magnetic field intensity as follows: 
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 𝑟𝑜𝑡�⃗� = −𝜇
𝜕�⃗⃗� 

𝜕𝑡
 ..................................................... (2.20) 

 𝑟𝑜𝑡�⃗⃗� = 𝜎�⃗� + 𝜀
𝜕�⃗� 

𝜕𝑡
 .................................................. (2.21) 

By taking the curl on both sides of the equation (2.20) and (2.21) simultaneously, we can 

obtain the electromagnetic wave equations: 

 ∆�⃗� = 𝜇𝜎
𝜕�⃗� 

𝜕𝑡
+ 𝜇𝜀

𝜕2�⃗� 

𝜕𝑡2
 ................................................ (2.22) 

 ∆�⃗⃗� = 𝜇𝜎
𝜕�⃗⃗� 

𝜕𝑡
+ 𝜇𝜀

𝜕2�⃗⃗� 

𝜕𝑡2
 ................................................ (2.23) 

In this study, we only consider the electric field problem. The equation (2.22) represents the 

control equation for the forward modeling of time-domain GPR. 

For a harmonic electric wave �⃗� (𝑥, 𝑦, 𝑧, 𝑡) = �⃗� (𝑥, 𝑦, 𝑧)𝑒−𝑖𝜔𝑡, we can obtain the wave equation 

in frequency domain: 

 ∆�⃗� + (𝜇𝜀𝜔2 + 𝑖𝜔𝜇𝜎)�⃗� = 0 .......................................... (2.24) 

where 𝜔 [rad ∙ s−1]  represents the angular frequency. The equation (2.24) is also called 

Helmholtz equation of electric field. By introducing the wave number 𝑘, the equation (2.24) 

can be rewritten as: 

 ∆�⃗� + 𝑘2�⃗� = 0 ..................................................... (2.25) 

where the wave number 𝑘2 =  𝜇𝜀𝜔2 + 𝑖𝜔𝜇𝜎  describes the interactions between the 

electromagnetic wave and the medium. The equation (2.25) is the control equation for the 

forward modeling of GPR in frequency domain. 

If we suppose that the properties of the medium are real values, we can characterize media 

in which the nature of currents changes with the signal frequency: 

-if 𝜎 ≫ 𝜔𝜀, we find 𝜇𝜎𝜔 ≫ 𝜇𝜀𝜔2 and 𝑘2 ≈ 𝑖𝜇𝜎𝜔. In this condition, the conduction currents 

predominate, facilitating energy transmission through diffusion. In geophysics, such 

phenomena are leveraged to assess the subsurface conductivity via methods like 

magnetotellurics. 
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-if 𝜎 ≪ 𝜔𝜀, we note 𝜇𝜎𝜔 ≪ 𝜇𝜀𝜔2 and 𝑘2 ≈ 𝜇𝜀𝜔2. The displacement currents dominate, and 

the energy is transmitted through a propagation mode. The wave equation is used to describe 

the propagation of electromagnetic waves in GPR. 

2.1.2.4 The wave equation in frequency domain 

The electromagnetic waves emitted by the source are usually spherical waves. When 

electromagnetic waves propagate a considerable distance within a medium like the region far 

from the source, the wave front of the spherical wave can be approximated as a plane wave. 

Therefore, in a certain sense, complex electromagnetic waves can be considered as composed 

of multiple plane waves with different frequencies. When the incidence angle of the 

electromagnetic wave is 0 in GPR and propagates along the 𝑧 -direction, the solution of 

equation (2.25) is [26]: 

 𝐸(𝑧, 𝜔) = 𝐸(0, 𝜔)𝑒𝑥𝑝(𝑖𝑘𝑧) = 𝐸(0, 𝜔) 𝑒𝑥𝑝(−𝛼𝑧) 𝑒𝑥𝑝 (𝑖𝛽𝑧) ................. (2.26) 

and 𝑘 is rewritten as: 

 𝑘 = 𝜔√𝜇 (𝜀 + 𝑖
𝜎

𝜔
) = 𝜔√𝜀𝑒𝜇 = 𝛽 + 𝑖𝛼 ................................. (2.27) 

where 𝛼  and 𝛽  are referred to as the factors of attenuation and phase, respectively. 𝜀𝑒 =

𝜀𝑒
′ + 𝑖𝜀𝑒

′′ represents the complex dielectric permittivity. Thus, the first exponential term on 

the right-hand side of equation (2.26) represents the amplitude attenuation of the 

electromagnetic wave in the medium, while the second exponential term represents the 

phase change of the electromagnetic wave in the medium. Therefore, equation (2.26) 

indicates that the propagation of the plane wave along the 𝑧 -direction attenuates 

exponentially according to the attenuation coefficient 𝛼, with a phase velocity 𝑉 = 𝜔/𝛽. 

Based on the propagation characteristics of electromagnetic waves, when the electrical 

properties of the subsurface medium change, electromagnetic waves will generate reflection 

and refraction at the interface of the medium. Ground-penetrating radar utilizes the reflection 

and refraction properties of electromagnetic waves to achieve propagation of 

electromagnetic waves within the medium. The reflection coefficient is defined as the 

dielectric ratio between two media. For non-magnetic materials, the reflection coefficient can 
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be determined by the ratio of the dielectric constants of the two media. Its expression is as 

follows: 

 𝑅 = √𝜅1−√𝜅2

√𝜅1+√𝜅2
 ....................................................... (2.28) 

where 𝜅1 and 𝜅2 represent the relative permittivity of two different media. Assuming 𝐸0(𝜔) 

is the complex spectrum of the source wave located at 𝑧 = 0, and a horizontal interface at a 

depth of 𝑧 = 𝑧1. According to Bano (2004) [26], the complex spectrum of the source wave after 

being reflected back by the interface can be expressed as: 

 𝐸(𝜔, 𝑧1) = 𝐺(𝑧1)𝑅(𝜔)𝐸0(𝜔) exp [𝑖
𝜔

𝑉
(2𝑧1)] exp [−𝛼(2𝑧1)] ................. (2.29) 

where 𝐺 represents geometric attenuation. When 𝜎 ≪ 𝜔𝜀, 𝛼 can be expressed as 𝜔/2𝑉𝑄, 

where 𝑄 represents the quality factor of the medium. Finally, the echo signal of the GPR can 

be obtained through the inverse Fourier transform of equation (2.29). 

Therefore, the forward modeling of the GPR echo signal is the process of obtaining the GPR 

received signal by knowing the source wavelet and the electrical characteristics of each 

medium layer, and calculating parameters such as reflection coefficients. In this study, the 

dielectric constant is obtained through the SWC, and the GPR received signal is obtained 

through the above process, achieving the forward modeling of GPR. 

2.1.3 Theory of inversion 

The purpose of inverse problem is to infer the corresponding system parameters from the 

observed data in a system. The inverse problem exists in many scientific fields. In geophysics, 

the inverse problem refers to inferring the parameters of the subsurface medium from the 

observed geophysical data. 

2.1.3.1 The inverse problem in geophysics 

In the inverse problem of geophysics, the relationship between the data and the subsurface 

model is supported by physical theories. In physical theory, the observed data 𝐝obs and the 

parameters of the model 𝐦 can be related through forward modeling. The relationship can 

be expressed as follows: 
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 𝐝obs = F(𝐦) ...................................................... (2.30) 

where F represents the forward modeling operator. 

The solution process of the inverse problem involves solving equation (2.30), which is to 

estimate the model vector 𝐦 from the observed data vector 𝐝obs. In the context of this study, 

the inverse problem refers to the process of estimating SWC from GPR waveform data. 

In general, the solution to the forward modeling problem is deterministic, which means that 

a unique set of model parameters will yield a unique set of predicted data. However, the 

inverse problems are typically ill-posed, meaning that a set of observed data may correspond 

to multiple sets of model parameters, a condition also known as the non-uniqueness of the 

inverse problem [169]. In addition, in most geophysical inversions, the forward process 

between the model and the data is nonlinear. Therefore, nonlinear problems are often 

linearized when using gradient-based optimization algorithms. 

The presence of ill-posedness and nonlinearity in geophysical inverse problems is widespread. 

Therefore, when choosing a solution method, the attributes of the inverse problem itself 

should be considered to ensure stability, improve solution accuracy, and enhance 

computational efficiency. 

2.1.3.2 The properties of inverse problems 

1. Ill-posedness 

In practical problems, the solution proper to equation (2.30) does not exist because the 

physical theory has limitations in describing the real world. The assumption during the forward 

modeling makes it impossible to accurately reproduce the observed data through numerical 

modeling. Even if the physical theory is perfect, there is always noise in real data. Therefore, 

if the theory cannot provide a complete explanation, a true solution cannot be obtained. In 

this case, the inverse problem can be formulated as inferring the model parameters from the 

observed data with noise. Due to the presence of noise, equation (2.30) cannot be directly 

solved. Therefore, an optimization approach is typically employed to solve geophysical inverse 

problems by transforming them into optimization problems, that is: 

 𝐦 = min|𝐝obs − F(𝐦)| .............................................. (2.31) 
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The equation (2.31) shows that the solution to the inverse problem is to find the parameters 

of the model m that best explain the data in the sense of a certain norm. The norm measures 

the distance between the observed data 𝐝obs and the predicted data 𝐝cal obtained from the 

assumed model. Therefore, solving the inverse problem is equivalent to finding the model 𝐦 

that minimizes the objective function (2.31). In this study, the classical L2 norm based on the 

Euclidean distance is used to represent the objective function, so equation (2.31) can be 

transformed to: 

 𝛷(m) = ‖𝐝obs − 𝐝cal‖2
2 ............................................. (2.32) 

2. Nonlinearity 

If the forward operator F is linear, meaning that the observed data linearly depends on the 

model parameters, the inverse problem is considered as a linear problem. In the condition of 

discretization, this linear relationship can be represented by the Jacobian matrix 𝑱 (or Fréchet 

derivative). Therefore, the study of linear inverse problems benefits from linear algebra 

mathematical tools. In particular, the non-uniqueness of the solution can be investigated by 

examining the kernel (or null space) of the Jacobian matrix [170,171]. Thus, when the L2 norm 

is used to define the objective function, it behaves as a standard quadratic problem, exhibiting 

good convexity and uniqueness of the minimum value. 

However, most inverse problems are nonlinear. From the perspective of optimization, 

nonlinearity manifests as the objective function being a multi-valued function, with the 

presence of multiple local minima (as shown in Fig. 2.2). This effect increases the non-

uniqueness of the inverse problem solution and is the main focus of local optimization 

algorithms. On the other hand, global optimization algorithms treat the solution as a set of 

possible model parameters, which can avoid the problem of local optimization algorithms 

getting trapped in local minima [172,173]. For local optimization algorithms, a common 

operation in practical applications is to linearize the nonlinear problem [174]. Under this 

assumption, the objective function can be optimized by applying methods for solving linear 

problems, and obtaining the optimal solution through iterative updates. Therefore, the results 

of linearized optimization are highly sensitive to the choice of the initial model. As shown in 

Fig. 2.2, only when the initial model is selected in the same valley as the global minimum, the 

global optimal solution can be obtained[175]. Otherwise, it may get stuck in a local minimum. 



47 

 

 

Figure 2.2 The illustration of updating process for local optimization algorithm. 

2.1.3.3 The objective function 

In real GPR data, the waveform received by the receiving antenna contains information such 

as the travel time, amplitude, and phase. In this study, we aim to construct the objective 

function for the inversion problem based on GPR waveform data, in order to fully and 

effectively utilize the information contained in GPR waveform data and accurately estimate 

the SWC. Assuming the actual received GPR signal is 𝑬𝑜𝑏𝑠, under the condition of giving the 

model to be optimized, the forward modeling signal of the model to be optimized, 𝑬𝑐𝑎𝑙, can 

be obtained through using the relationship between SWC and relative dielectric constant, as 

well as GPR forward modeling. The objective function of the inversion problem is then defined 

as the quadratic sum of difference between the measured GPR data and the forward modeling 

data, as equation (2.33): 

 𝛷(𝜽,𝑸, 𝒛) = ‖𝑬𝑜𝑏𝑠 − 𝑬𝑐𝑎𝑙‖
2.......................................... (2.33) 



48 

 

where 𝛷 represents the objective function of the inversion problem, while the parameters 𝜃, 

𝑄, and 𝑧 represent the SWC, quality factor, and the layer thickness, respectively. 

2.1.3.4 The Grey Wolf Optimizer (GWO) 

The GWO is a swarm intelligence optimization algorithm inspired by the hunting behavior of 

wolves group in nature. Mirjalili et al. (2014) [176] mathematically modeled the natural 

behavior of wolf populations based on the strict social hierarchy and hunting behavior within 

a wolf group, and proposed the GWO algorithm. Grey wolves are social animals, and within a 

wolf group, the most interesting behavior is that the entire population follows a strict social 

hierarchy, which can be represented by the following structure (as shown in Fig. 2.3). 

 

Figure 2.3 The illustration for grey wolf hierarchy (dominance decreases from top to bottom). 

In the grey wolf group, there are four classes, represented by 𝛼, 𝛽, 𝛿, and 𝜔. The first three 

classes are the leadership hierarchy, with 𝛼  representing the strongest wolf in the group, 

responsible for making decisions related to hunting and other survival-related behaviors. The 

wolves with relatively strong abilities are represented by 𝛽 , and they assist the 𝛼  wolf in 

leading the hunting activities of entire group. The third strongest wolf is the 𝛿  wolf, who 

receives commands from both the 𝛼 and 𝛽 wolves, and helps to jointly guide the behavior of 

the entire group [177]. The 𝜔 wolf represents the lowest-ranking wolves in terms of abilities 
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and is also the most numerous in the group. They follow the commands of the top three 

leaders and participate in the hunting and feeding activities of entire group. 

Apart from the strict social hierarchy, another interesting social behavior is the hunting 

behavior of grey wolves’ group. According to Muro et al. [178], the hunting behavior of grey 

wolves group mainly involves the following stages: 

1. Tracking, chasing and approaching the prey 

In this stage, the grey wolves group engages in extensive and wide-ranging search within the 

hunting area to look for potential prey. Once a suitable target is detected, the grey wolves 

group begins to track the prey. As the grey wolves group reaches the hunting range, they enter 

the stage of chasing the prey and gradually approach it until a certain distance. In terms of 

algorithm, this entire process can be seen as the initialization and the initial stage of iteration. 

2. Encircling and pursuing the prey 

When the prey is driven into the hunting range of the entire wolves’ group, according to the 

leadership mechanism, the leaderships start to command the individual grey wolves with the 

lowest capability to chase the prey. The prey is forced to move vigorously within the 

encirclement formed by the wolves. As the vigorous movement reaches a certain degree, the 

prey's stamina is gradually depleted, and its athletic ability diminishes. The grey wolves’ group 

proceeds to the next step, further narrowing the encirclement to continue exerting pressure 

on the prey, which causes it to lose further mobility. This enables the subsequent predatory 

and attacking behavior to take place. 

3. Attacking to the prey 

After the tug-of-war in the previous two stages, the prey, no matter how large it is, will lose 

the ability to fight back and escape from the entire wolves’ group. Therefore, under the unified 

command and coordination of the leaderships, the wolves’ group will launch an attack and kill 

the prey. At the end, the entire wolves’ group can enjoy a hearty meal. During this attack 

process, individual wolves in the group update their positions to receive instructions from the 

leaderships. 

Next, we further mathematically formalize the GWO algorithm for optimization. Here is the 

mathematical modeling of the algorithm: 
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1. Modeling for encircling prey 

In the process of mathematical modeling for the GWO, the social hierarchy of the wolves’ 

group is simulated by defining the most capable 𝛼  wolf as the optimal solution of the 

algorithm, while the 𝛽 and 𝛿 wolves are defined as the second and third optimal solutions, 

respectively. The remaining candidate solutions are represented by 𝜔 wolves. In the GWO, 

the optimization process is directed by the 𝛼, 𝛽, and 𝛿 wolves. From the above analysis, it is 

evident that the hunting behavior of the grey wolves’ group is achieved through individuals 

gradually encircling their prey. Fig. 2.4 illustrates the process of grey wolves gradually 

approaching the prey and ultimately surrounding it in a stable structure.  

 

Figure 2.4 Illustration of the process for grey wolves’ group to encircle the prey [179]. 

To describe this encircling behavior from a mathematical perspective, Mirjalili et al. 

constructed the following formulas: 

 �⃗⃗� = |𝐶 ⊙ 𝑋 𝑃(𝑡) − 𝑋 (𝑡)| ............................................. (2.34) 

 𝑋 (𝑡 + 1) = 𝑋 𝑃(𝑡) − 𝐴 ⊙ �⃗⃗�  ........................................... (2.35) 

where 𝑡 represents the current iteration count, 𝐴  and 𝐶  are coefficient vectors, 𝑋 𝑃 represents 

the prey position vector, ⊙  stands for term-to-term multiplication, and 𝑋  represents the 

current position vector of a grey wolf individual. 

The coefficient vectors 𝐴  and 𝐶  are calculated by: 
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 𝐴 = 2𝑎 ⊙ 𝑟 1 − 𝑎  ................................................... (2.36) 

 𝐶 = 2 ⊙ 𝑟 2 ........................................................ (2.37) 

where 𝑟 1 and 𝑟 2 are random vectors uniformly distributed between 0 and 1. Throughout the 

iteration process, the vector 𝑎  is a control factor that decreases linearly from 2 to 0 as the 

number of iterations increases. The equation for calculating the vector 𝑎  is given below: 

 𝑎 (𝑡) = 2 − (2 × 𝑡)/𝑀𝑎𝑥𝐼𝑡𝑒𝑟 ......................................... (2.38) 

where 𝑡  represents the current iteration number and 𝑀𝑎𝑥𝐼𝑡𝑒𝑟  represents the maximum 

number of iterations. Therefore, according to equations (2.36), (2.37), and (2.38), the 

coefficient vector 𝐴  is a random vector distributed between −𝑎 and 𝑎, and the coefficient 

vector 𝐶  is a random vector distributed between 0 and 2. 

2. Modeling for hunting 

For the hunting behavior of the grey wolves, the strongest 𝛼 wolf firstly issues commands, 

followed by random guidance from the second and third leaders in the group. To 

mathematically simulate the hunting behavior, it is assumed that the 𝛼, 𝛽, and 𝛿 wolves have 

a very good understanding of the prey's potential location. Therefore, the three best solutions 

obtained at present will be firstly saved to guide the position updates of the remaining 

candidate solutions. The entire process is illustrated in Fig. 2.5, and the specific mathematical 

model is as follows: 

 �⃗⃗� 𝛼 = |𝐶 1 ⊙ 𝑋 𝛼 − 𝑋 |, �⃗⃗� 𝛽 = |𝐶 2 ⊙ 𝑋 𝛽 − 𝑋 |, �⃗⃗� 𝛿 = |𝐶 3 ⊙ 𝑋 𝛿 − 𝑋 | ............. (2.39) 

 𝑋 1 = 𝑋 𝛼 − 𝐴 1 ⊙ (�⃗⃗� 𝛼), 𝑋 2 = 𝑋 𝛽 − 𝐴 2 ⊙ (�⃗⃗� 𝛽), 𝑋 3 = 𝑋 𝛿 − 𝐴 3 ⊙ (�⃗⃗� 𝛿)......... (2.40) 

 𝑋 (𝑡 + 1) =
�⃗� 1+�⃗� 2+�⃗� 3

3
 ................................................ (2.41) 

where 𝐶 1，𝐶 2  and 𝐶 3  are calculated by equation (2.37), 𝑋 𝛼，𝑋 𝛽  and 𝑋 𝛿  represent the first 

three best solutions at current iteration 𝑡，𝐴 1，𝐴 2 and 𝐴 3 are calculated by equation (2.36)，

�⃗⃗� 𝛼，�⃗⃗� 𝛽 and �⃗⃗� 𝛿 are calculated by equation (2.34). 

3. Modeling for attacking the prey 

The behavior of encircling and attacking prey of the grey wolves’ group is controlled by the 

parameters 𝑎  and 𝐴 , with the coefficient vector 𝐴  varying with changes in the parameter 𝑎 . 
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According to Mirjalili et al., when |𝐴| ≥ 1, the GWO primarily conducts a global search, with 

the parameter 𝐴  controlling the wolves to search for the best possible prey within the search 

space. This stage is usually referred to as the exploration of GWO. Conversely, when |𝐴| < 1, 

the grey wolves’ group is forced into local search, constrained within a known search area for 

an in-depth search to find the best prey. This process is known as the exploitation of GWO. 

Another parameter that plays an auxiliary role in enhancing the search capability of the GWO 

is the coefficient vector 𝐶 , representing the random weight of the prey. When the coefficient 

vector 𝐶 > 1, it indicates that the prey is trying to escape from the wolves' encirclement and 

attack as much as possible. When 𝐶 ≤ 1, it suggests that the prey has a low likelihood of 

escaping from the wolves' encirclement and attack. The coefficient vector 𝐶  determines the 

random behavior of the prey within the entire search space, with values randomly distributed 

between 0 and 2. This ensures that the exploration capability is strengthened in the early 

iterations, while the exploitation capability is also enhanced in the later iterations. Therefore, 

the random coefficient vector 𝐶  is very helpful in preventing the algorithm from falling into 

local minima. 
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Figure 2.5 The illustration of the hunting process of grey wolves [179]. 

The flowchart of the GWO is shown in Fig. 2.6. Additionally, to implement the GWO on a 

computer, we have provided the pseudocode for the GWO as shown in Fig. 2.7. 

 

Figure 2.6 The flowchart for standard GWO. 

 

 

Figure 2.7 The pseudocode for standard GWO. 
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2.1.3.5 The workflow for estimating SWC 

The key point of inversion process optimization by GWO is to use the established objective 

function as the fitness function of the optimization algorithm. When the fitness function is 

updated to the value closest to zero, the optimal position of the grey wolves’ group is the final 

inversion result. Fig. 2.8 describes the process of estimating SWC based on GPR waveform 

data. In chapter 2 and 3, all the forward modeling and inversion process will obey the following 

workflow for all the synthetic experiments and real data. The entire process is divided into 

five steps: 

① Select observed data in time domain. For numerical experiments, a SWC model is firstly 

needed to be established and obtaining electrical parameters used for GPR forward 

modeling through petrophysical relationships. Then, the waveform data in time domain 

are obtained through GPR forward modeling and are used as observed data in the 

inversion process. For actual inversion, the data collected by GPR is the observed data 

used in the inversion process. 

② Set initial model of SWC, quality factor and the layer thickness. Calculate the 

corresponding electrical parameters based on petrophysical relationships and obtain the 

GPR waveform data for the theoretical model through forward modeling. 

③ Construct objective function based on observed data and calculated data in time domain. 

④ Optimize objective function by GWO and update the initial model parameters to make the 

objective function close to the minimum value. 

⑤ Output the final SWC, quality factor and the layer thickness when the iteration stopping 

criteria are met. Otherwise, return to step 2 and continue iterative updates. 
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Figure 2.8 The workflow of proposed scheme for SWC estimation based on inversion of GPR 

waveform data by GWO. 

2.2 The SCERES experimental site 

To develop methods that improve the quantitative understanding of soil water movement, 

we collected real GPR data at an experimental site called “SCERES”. The SCERES is located at 

the CNRS campus of the University of Strasbourg in Strasbourg, France. The SCERES is a 

controlled artificial aquifer contained in a lined concrete sand tank which is specifically 

designed with a sealant to prevent any leaks to the outside. The inner dimensions of the tank 

are 25 m in length, 12 m in width and 3 m in depth. Stainless steel partitions are vertically 

installed 0.5 m from the end walls of the tank. These partitions separate the interior of the 

tank and can control the water level changes within the tank through two adjustable valves 

located in the gaps between the partitions and the tank edges. The gaps between the 

partitions and the tank edges also contain other equipment for managing the aquifer system 

and monitoring experiments.  

The SCERES basin consists of three kinds of medium. The surface layer has the porosity of 43% 

and the thickness of 0.5 m. The second layer, considered the main medium, has a porosity of 

40% and the thickness of 2.0 m. The bottom layer of the basin is a draining layer with a porosity 

of 38% and the thickness of 0.5 m. Fig. 2.9 shows the field experimental site and vertical 

distribution of the SCERES basin. From this sketch, the sand tank can be specifically divided 

laterally into a two-layer area and a three-layer area, which includes a stepped structure. A 
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series of SWC measurement sensors, known as Sentek [180], are installed within the SCERES 

sand tank. These sensors are used to measure the vertical distribution of SWC and to 

dynamically monitor SWC changes. This experimental site provides an ideal environment to 

study and observe the behavior of soil water dynamics and how these changes can be 

monitored with high-precision equipment. 

 

Figure 2.9 a) The illustration of experimental site and setup for data collection. b) The 

illustration for the subsurface structure of the experimental site. The water is injected and 

discharged in the third layer to control the water table during monitoring experiments. 

2.3 Synthetic data inversion 

In order to demonstrate the performance of the proposed scheme, we designed six numerical 

examples for testing the proposed scheme. The first three models are simple four-layer 

models used for preliminary performance testing of the proposed scheme. To better 

approximate the gradient changes in SWC, three nine-layer models were further constructed 

using HYDRUS-1D hydrological forward modeling software, and the last model was 

constructed using SWC data measured by Sentek sensors in the experimental field. The six 

theoretical models are denoted as Models A to F. The schematic diagrams of the specific 

models are shown in Figs. 2.10b to 2.15b as indicated by the blue dashed lines. For Model A, 

the SWC gradually increases with depth. In Model B, the SWC of the second layer suddenly 

decreases, and then gradually increases with depth. In Model C, the SWC increases in the 

second layer and decreases in the third layer. In Model D, to further approximate changes in 

SWC, a SWC profile was established using the HYDRUS-1D software. Above 0.65 m, SWC 

gradually increases with depth. After 0.65 m, the SWC decreases further with depth. This 

situation simulates the condition when the groundwater table is very deep, and surface water 
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infiltrates to a depth of 0.65 m. For Model E, a SWC profile was also established using HYDRUS-

1D software, with the water table at 0.85 m, where SWC gradually increases with depth. 

Model F uses SWC data measured by Sentek sensors to establish a theoretical underground 

SWC model, with 0.5 m being the interface between two soil layers in the experimental field. 

In fact, the experimental field only has three sand layers when divided by the properties of 

the underground medium. However, even in homogeneous soil, different positions in the soil 

may have different dielectric constants due to varying SWC, which causes responses in GPR 

data. Therefore, when inverting the data from the experimental field, we considered this 

factor. Even though the underground structure is divided into two layers based on medium 

properties, we divided the initial model's layers based on the different responses caused by 

varying SWC. Meanwhile, the proposed scheme simultaneously inverts three parameters: 

SWC, quality factor, and thicknesses of layers. For all the forward modeling in the synthetic 

experiments, we assumed the GPR system is zero-offset. Because we used the RAMAC MALA 

GPR system for collecting data, which is also regarded as zero-offset. The parameters for 

Models A-C are given in the third column of Table 2.1, and the parameters for Models D-F are 

listed in the second columns of Tables 2.2 to 2.4, respectively.  
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Table 2.1 The theoretical models’ parameters, the search space, the inverted results based on 

noise free data, the inverted results based on noisy data for Model A to C. 

Model 
Number of 

layers 

Theoretical 

models’ 

parameters 

Search space 

inverted 

results based 

on noise free 

data 

inverted 

results 

based on 

noisy data 

SWC z (m) SWC z (m) SWC z (m) SWC z (m) 

A 

1 0.120 0.300 
0.060-

0.180 

0.150-

0.450 
0.120 0.300 0.120 0.299 

2 0.196 0.200 
0.098-

0.294 

0.100-

0.300 
0.196 0.200 0.197 0.203 

3 0.279 0.300 
0.140-

0.419 

0.150-

0.450 
0.279 0.300 0.288 0.291 

4 0.400 ∞ 
0.200-

0.600 
∞ 0.405 ∞ 0.415 ∞ 

B 

1 0.196 0.300 
0.098-

0.294 

0.150-

0.450 
0.196 0.300 0.196 0.302 

2 0.120 0.200 
0.060-

0.180 

0.100-

0.300 
0.119 0.200 0.117 0.199 

3 0.279 0.300 
0.140-

0.419 

0.150-

0.450 
0.277 0.302 0.288 0.295 

4 0.400 ∞ 
0.200-

0.600 
∞ 0.399 ∞ 0.402 ∞ 

C 

1 0.120 0.300 
0.060-

0.180 

0.150-

0.450 
0.120 0.300 0.122 0.299 

2 0.279 0.200 
0.140-

0.419 

0.100-

0.300 
0.281 0.199 0.276 0.202 

3 0.196 0.300 
0.098-

0.294 

0.150-

0.450 
0.199 0.297 0.194 0.300 

4 0.400 ∞ 
0.200-

0.600 
∞ 0.402 ∞ 0.418 ∞ 

* SWC represents the soil water content, Q is the quality factor, z represents the layer 

thickness,∞ stands for the infinite half-space. 
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Table 2.2 The theoretical models’ parameters, the search space, the inverted results based on 

noise free data, the inverted results based on noisy data for Model D. 

Number 

of layers 

Theoretical 

models’ 

parameters 

Search space 

inverted results 

based on noise 

free data 

inverted results 

based on noisy 

data 

SWC Q z (m) SWC Q z (m) SWC Q z (m) SWC Q z (m) 

1 0.167 140 0.150 
0.084-

0.251 

70- 

200 

0.075-

0.225 
0.167 169 0.150 0.167 200 0.152 

2 0.183 130 0.100 
0.092-

0.275 

65- 

195 

0.050-

0.015 
0.183 85 0.100 0.184 187 0.098 

3 0.195 120 0.100 
0.098-

0.293 

60- 

180 

0.050-

0.015 
0.197 110 0.116 0.197 122 0.147 

4 0.202 110 0.100 
0.101-

0.303 

55- 

165 

0.050-

0.015 
0.202 70 0.073 0.194 119 0.054 

5 0.211 100 0.100 
0.106-

0.317 

50- 

150 

0.050-

0.015 
0.214 70 0.123 0.205 90 0.150 

6 0.210 100 0.100 
0.105-

0.315 

50- 

150 

0.050-

0.015 
0.217 59 0.084 0.212 140 0.053 

7 0.104 180 0.100 
0.057-

0.156 

90- 

200 

0.050-

0.015 
0.102 176 0.099 0.104 146 0.050 

8 0.075 190 0.100 
0.057-

0.113 

95- 

200 

0.050-

0.015 
0.075 196 0.065 0.098 145 0.050 

9 0.073 ∞ ∞ 
0.057-

0.110 
∞ ∞ 0.078 ∞ ∞ 0.072 ∞ ∞ 

* SWC represents the soil water content, Q is the quality factor, z represents the layer 

thickness,∞ stands for the infinite half-space. 
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Table 2.3 The theoretical models’ parameters, the search space, the inverted results based on 

noise free data, the inverted results based on noisy data for Model E. 

Number 

of layers 

Theoretical 

models’ 

parameters 

Search space 

inverted results 

based on noise 

free data 

inverted results 

based on noisy 

data 

SWC Q z (m) SWC Q z (m) SWC Q z (m) SWC Q z (m) 

1 0.053 195 0.150 
0.045-

0.080 

98- 

200 

0.075-

0.225 
0.053 119 0.200 0.051 99 0.093 

2 0.055 194 0.100 
0.045-

0.083 

97- 

200 

0.050-

0.150 
0.051 118 0.103 0.045 

12

8 
0.146 

3 0.058 192 0.100 
0.045-

0.087 

96- 

200 

0.050-

0.150 
0.050 139 0.058 0.052 

10

5 
0.141 

4 0.065 190 0.100 
0.045-

0.098 

95- 

200 

0.050-

0.150 
0.059 156 0.092 0.049 

14

0 
0.090 

5 0.077 187 0.100 
0.045-

0.116 

94- 

200 

0.050-

0.150 
0.073 115 0.103 0.058 

14

4 
0.095 

6 0.104 170 0.100 
0.052-

0.156 

85- 

200 

0.050-

0.150 
0.099 191 0.104 0.089 

17

3 
0.107 

7 0.197 130 0.100 
0.099-

0.296 

65- 

195 

0.050-

0.150 
0.193 94 0.100 0.180 70 0.106 

8 0.429 20 0.100 
0.215-

0.430 

20- 

30 

0.050-

0.150 
0.430 20 0.057 0.417 24 0.119 

9 0.430 ∞ ∞ 
0.215-

0.430 
∞ ∞ 0.430 ∞ ∞ 0.430 ∞ ∞ 

* SWC represents the soil water content, Q is the quality factor, z represents the layer 

thickness, ∞ stands for the infinite half-space. 
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Table 2.4 The theoretical models’ parameters, the search space, the inverted results based on 

noise free data, the inverted results based on noisy data for Model F. 

Number 

of layers 

Theoretical 

models’ 

parameters 

Search space 

inverted results 

based on noise 

free data 

inverted results 

based on noisy 

data 

SWC Q z (m) SWC Q z (m) SWC Q z (m) SWC Q z (m) 

1 0.090 184 0.150 
0.045-

0.135 

92-

200 

0.075-

0.225 
0.090 99 0.150 0.094 92 0.148 

2 0.154 150 0.100 
0.077-

0.231 

75-

200 

0.050-

0.150 
0.155 

16

4 
0.100 0.165 99 0.096 

3 0.230 110 0.100 
0.115-

0.345 

55-

165 

0.050-

0.150 
0.231 89 0.099 0.246 88 0.096 

4 0.278 85 0.100 
0.139-

0.417 

43-

128 

0.050-

0.150 
0.280 74 0.102 0.298 65 0.096 

5 0.045 195 0.100 
0.034-

0.068 

98-

200 

0.050-

0.150 
0.046 

11

0 
0.053 0.062 

11

5 
0.140 

6 0.075 190 0.100 
0.038-

0.113 

95-

200 

0.050-

0.150 
0.078 

13

2 
0.143 0.038 

12

8 
0.067 

7 0.196 128 0.100 
0.098-

0.294 

64-

192 

0.050-

0.150 
0.188 

11

5 
0.099 0.132 

11

3 
0.118 

8 0.400 20 0.100 
0.200-

0.460 

20-

30 

0.050-

0.150 
0.394 25 0.094 0.301 26 0.102 

9 0.400 ∞ ∞ 
0.200-

0.460 
∞ ∞ 0.390 ∞ ∞ 0.299 ∞ ∞ 

* SWC represents the soil water content, Q is the quality factor, z represents the layer 

thickness,∞ stands for the infinite half-space. 

2.3.1 Synthetic data of simple models without noise 

We firstly tested the proposed scheme on noise-free synthetic GPR waveform data based on 

simple models. For each numerical model, we conducted 10 tests, with a population size of 

320 and 2000 number of iterations. Figs. 2.10a to 2.12a show the noise-free calculated GPR 

waveform data from three simple theoretical models (Model A, Model B, and Model C) and 

the observed GPR waveform data the inverted results. From Figs. 2.10a, 2.11a, and 2.12a, it 

can be seen that the GPR waveform responses from the inverted results (shown by the red 

solid lines in Figs. 2.10a, 2.11a, and 2.12a) perfectly match the GPR waveform responses from 

the theoretical models (shown by the blue star dotted lines in Figs. 2.10a, 2.11a, and 2.12a). 

Moreover, the SWC were also well recovered by using the proposed scheme (shown by the 

red solid lines in Figs. 2.10b, 2.11b, and 2.12b). The average errors between the three 

theoretical SWC and the inverted SWC were 0.13%, 0.10%, and 0.17%, respectively. 
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At the same time, Figs. 2.10d, 2.11d, and 2.12d show the changes of each parameter with the 

number of iterations. From the parameter variations, it can be seen that in the early stages of 

the iteration, the parameters are thoroughly searched within the search space, so the range 

of parameter changes is large. When entering the later stages of the iteration, all parameters 

tend to stabilize and the range of changes becomes very small, indicating that the parameters 

are being locally searched within the search space. Finally, each parameter tends towards a 

constant value. From the convergence curves, it can be observed that all the convergence 

curves exhibit the typical characteristics of the GWO algorithm. The convergence curves drop 

rapidly at the beginning of the iterations and gradually converge to zero in the later stages of 

the iterations. This demonstrates that the GWO algorithm exhibits both the ability to avoid 

local minima and the property of fast convergence. 
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Figure 2.10 The inverted results of noise free data for Model A. a) The noise-free observed 

data (blue star dotted line) and calculated GPR response (red solid line). b) The true model 

(blue dashed line) and inverted model (red solid line). c) The fitness curve of iteration. d)-f) 

The behavior of each parameter versus iteration. 
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Figure 2.11 The inverted results of noise free data for Model B. a) The noise-free observed 

data (blue star dotted line) and calculated GPR response (red solid line). b) The true model 

(blue dashed line) and inverted model (red solid line). c) The fitness curve of iteration. d)-f) 

The behavior of each parameter versus iteration. 
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Figure 2.12 The inverted results of noise free data for Model C. a) The noise-free observed 

data (blue star dotted line) and calculated GPR response (red solid line). b) The true model 

(blue dashed line) and inverted model (red solid line). c) The fitness curve of iteration. d)-f) 

The behavior of each parameter versus iteration. 
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2.3.2 Synthetic data of simple models with noise 

In real data, there is noise. To further verify the effectiveness of the proposed scheme, we 

tested it on synthetic GPR waveform data with noise based on simple models. We added 10% 

Gaussian white noise to the calculated GPR waveform data from three simple theoretical 

models. For each numerical model, we still conducted 10 tests, with a population size of 320 

and 2000 number of iterations. From the inverted results shown in Figs. 2.13 to 2.15, we found 

that despite the presence of noise in the data, the proposed scheme was still able to invert 

SWC well. From Figs. 2.13a, 2.14a, and 2.15a, the GPR waveform responses from the inverted 

results (shown by the red solid lines in Figs. 2.13a, 2.14a, and 2.15a) still match well calculated 

GPR waveform responses with noise from the theoretical models (shown by the blue star 

dotted lines in Figs. 2.13a, 2.14a, and 2.15a). Moreover, for the inverted results using the 

proposed scheme, the three SWC profiles were still well recovered despite the presence of 

noise in the GPR data (shown by the red solid lines in Figs. 2.13b, 2.14b, and 2.15b). The 

average errors between the three SWC models and the inverted SWC were 0.63%, 0.35%, and 

0.63%, respectively. Compared to the average errors of the inverted results for noise free GPR 

waveform data, the average errors of the inverted results for noisy GPR data did indeed 

increase, indicating a decrease in the accuracy of the inverted results. Table 2.5 lists the 

comparison of the average errors of the inverted results for the three theoretical models in 

noise-free and noisy GPR data. 

At the same time, Figs. 2.13d, 2.14d, and 2.15d also show the changes of each parameter with 

the number of iterations. From the parameter variations, it can be seen that, similar to the 

case in noise free data, in the early stages of the iteration, the parameters are thoroughly 

searched within the search space, so the range of parameter changes is large. In the later 

stages of the iteration, all parameters also tend to stabilize, and the range of changes becomes 

relatively very small. Finally, all parameters tend towards a constant value. From the 

convergence curves, we can observe that all the convergence curves also exhibit the typical 

characteristics of the GWO algorithm. The convergence curves drop rapidly at the beginning 

of the iterations, performing a comprehensive global search, and gradually converge to a 

constant value in the later stages of the iterations. The results again demonstrate that the 

GWO algorithm exhibits both the ability to avoid local minima and the property of fast 

convergence. 
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Table 2.5 The average errors of inverted results of three simple theoretical models for noise 

free GPR data and the GPR data with noise. 

Type of data Model A Model B Model C 

Data without noise 0.0013 0.0010 0.0017 

Data with noise 0.0063 0.0035 0.0063 

 

Figure 2.13 The inverted results of data with noise for Model A. a) The noise-free observed 

data (blue star dotted line) and calculated GPR response (red solid line). b) The true model 

(blue dashed line) and inverted model (red solid line). c) The fitness curve of iteration. d)-f) 

The behavior of each parameter versus iteration. 
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Figure 2.14 The inverted results of data with noise for Model B. a) The noise-free observed 

data (blue star dotted line) and calculated GPR response (red solid line). b) The true model 

(blue dashed line) and inverted model (red solid line). c) The fitness curve of iteration. d)-f) 

The behavior of each parameter versus iteration. 
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Figure 2.15 The inverted results of data with noise for Model C. a) The noise-free observed 

data (blue star dotted line) and calculated GPR response (red solid line). b) The true model 

(blue dashed line) and inverted model (red solid line). c) The fitness curve of iteration. d)-f) 

The behavior of each parameter versus iteration. 
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2.3.3 Synthetic data of complex models without noise 

In order to more closely approximate the gradient distribution and variation of SWC, we 

established three more complex multilayer models to test the proposed scheme. Similarly, we 

first applied the proposed scheme to noise free synthetic GPR data for testing. Each model 

was tested 10 times. The population size was set to 250, and the number of iterations was 

2000. Figs. 2.16 to 2.18 show the three noise-free calculated GPR data from models D, E, and 

F, as well as the inverted results. From Figs. 2.16a, 2.17a, and 2.18a, it can be seen that the 

calculated GPR waveform responses from the inverted results (shown by the red solid lines in 

Figs. 2.16a, 2.17a, and 2.18a) almost perfectly match the observed GPR waveform responses 

from the theoretical models (shown by the blue star dotted lines in Figs. 2.16a, 2.17a, and 

2.18a). 

From the inverted results, it can also be observed that the three theoretical models are well 

recovered (shown by the red solid lines in Figs. 2.16b, 2.17b, and 2.18b). The overall average 

errors between the theoretical models and the inverted results are 0.016, 0.047, and 0.018, 

respectively. These results further demonstrate the capability of the proposed scheme to 

invert SWC from GPR waveform data. The relationship between each parameter and the 

number of iterations is shown in Figs. 2.16d-f, 2.17d-f, and 2.18d-f. Similarly, the variation of 

each parameter with the number of iterations was studied. Due to the large number of 

parameters, similar parameters are plotted on the same graph, with different colored lines 

representing different parameters. It can be seen that all parameters eventually converge to 

a stable value, indicating that the proposed scheme can find the appropriate parameter 

combination during the inversion process. Likewise, from the convergence curves, we can 

observe that even with increased model complexity, all convergence curves still exhibit the 

typical characteristics of the GWO algorithm. The convergence curves drop rapidly at the 

beginning of the iterations and gradually converge to zero in the later stages, indicating that 

the GWO algorithm has the ability to avoid local minima and converge rapidly. 
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Figure 2.16 The inverted results of noise free data for Model D. a) The noise-free observed 

data (blue star dotted line) and calculated GPR response (red solid line). b) The true model 

(blue dashed line) and inverted model (red solid line). c) The fitness curve of iteration. d)-f) 

The behavior of each parameter versus iteration. 
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Figure 2.17 The inverted results of noise free data for Model E. a) The noise-free observed 

data (blue star dotted line) and calculated GPR response (red solid line). b) The true model 

(blue dashed line) and inverted model (red solid line). c) The fitness curve of iteration. d)-f) 

The behavior of each parameter versus iteration. 
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Figure 2.18 The inverted results of noise free data for Model F. a) The noise-free observed 

data (blue star dotted line) and calculated GPR response (red solid line). b) The true model 

(blue dashed line) and inverted model (red solid line). c) The fitness curve of iteration. d)-f) 

The behavior of each parameter versus iteration. 
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2.3.4 Synthetic data of complex models with noise 

Similarly, we tested the proposed scheme on synthetic GPR data with noise. We added 10% 

Gaussian white noise to the GPR waveform data obtained from the forward modeling of these 

three complex models. Figs. 2.19 to 2.21 show the inverted results in relatively more realistic 

scenarios. We can still see that, despite the complexity of the model and the presence of noise 

in the data, the proposed scheme remains robust. We can still obtain the acceptable solutions 

through the proposed scheme. The calculated GPR waveform response obtained from the 

inverted results (indicated by the red solid lines in Figs. 2.19a, 2.20a, and 2.21a) still matches 

the observed GPR waveform response obtained from the forward modeling of the complex 

theoretical models (indicated by the blue star dotted lines in Figs. 2.19a, 2.20a, and 2.21a). 

Despite some minor differences in the final results, the proposed scheme can still effectively 

invert the SWC from the GPR waveform data (indicated by the red solid lines in Figs. 2.19b, 

2.20b, and 2.21b). The overall average relative errors between the complex theoretical models 

and the inverted results are 0.046, 0.152, and 0.217, respectively. These results demonstrate 

that, despite the presence of noise in the data, the proposed scheme is capable of correctly 

inverting the SWC based on the GPR waveform data. From the behavior of each parameter 

with the number of iterations (Figs. 2.19d-f, 2.20d-f, and 2.21d-f), it can still be seen that all 

parameters eventually converge to stable values. However, compared to the inverted results 

based on noise free data, the accuracy and consistency of the inverted results with noisy data 

have decreased. This may be attributed to the interference caused by the presence of noise 

in the data, making it more complex to extract accurate information from the data. Table 2.6 

lists the average errors of the inverted results for the three complex theoretical models for 

noise free GPR data and the GPR data with noise. 

Table 2.6 The average errors of inverted results of three complex theoretical models for GPR 

data without noise and the GPR data with noise. 

Type of data Model D Model E Model F 

Data without noise 0.016 0.047 0.018 

Data with noise 0.046 0.152 0.217 
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Figure 2.19 The inverted results of data with noise for Model D. a) The noise-free observed 

data (blue star dotted line) and calculated GPR response (red solid line). b) The true model 

(blue dashed line) and inverted model (red solid line). c) The fitness curve of iteration. d)-f) 

The behavior of each parameter versus iteration. 
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Figure 2.20 The inverted results of data with noise for Model E. a) The noise-free observed 

data (blue star dotted line) and calculated GPR response (red solid line). b) The true model 

(blue dashed line) and inverted model (red solid line). c) The fitness curve of iteration. d)-f) 

The behavior of each parameter versus iteration. 
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Figure 2.21 The inverted results of data with noise for Model F. a) The noise-free observed 

data (blue star dotted line) and calculated GPR response (red solid line). b) The true model 

(blue dashed line) and inverted model (red solid line). c) The fitness curve of iteration. d)-f) 

The behavior of each parameter versus iteration. 
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2.3.5 Uncertainty analysis 

To investigate the importance of each parameter, we performed a one-dimensional (1D) 

uncertainty analysis [181] using the inverted results based on the data with noise of complex 

models. The uncertainty analysis was conducted by comparing the impact of each inverted 

parameter on the relative error between the noisy GPR waveform data obtained from forward 

modeling of the three complex models and the observed data. The 1D sensitivity analysis is 

performed by varying one parameter within a certain range while keeping other’s parameters 

constant. In this study, the target parameter range was chosen between -80% and +80% of 

the parameter. Figs. 2.22a-c show the results of uncertainty analysis for model D, Figs. 2.22d-

f show the results of uncertainty analysis for model E, and Figs. 2.22g-i show the results of 

uncertainty analysis for model F. Meanwhile, Figs. 2.22a, 2.22d, and 2.22g show the impact of 

SWC on the relative error, Figs. 2.22b, 2.22e, and 2.22h show the impact of the quality factor 

Q on the relative error, and Figs. 2.22c, 2.22f, and 2.22i show the impact of layer’s thickness 

on the relative error. From all the figures of uncertainty analysis, it can be seen that the most 

sensitive parameter is SWC, followed by layer’s thickness, and the least sensitive parameter is 

the quality factor. In Figs. 2.22b, 2.22e, and 2.22h, the change in relative error is slightly larger 

when the quality factor Q decreases (in the negative percentage direction) compared to when 

Q increases (in the positive percentage direction). This asymmetry may indicate that the 

model is more sensitive to the decrease in Q, that is, to the increase of attenuation (). 
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Figure 2.22 The results of 1D uncertainty analysis. a), d) and g) represent the impact of SWC 

on the relative error for Model D, E and F, respectively. b), e) and h) show the impact of quality 

factor Q on relative error for Model D, E and F, respectively. c), f) and i) give the impact of 

layer’s thickness on relative error for Model D, E and F, respectively. 
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2.3.6 Comparing with Particle Swarm Optimization (PSO) 

To further verify the superiority of the proposed scheme, we compared the inverted results 

of the proposed scheme based on the GWO algorithm with the inverted results based on the 

PSO algorithm. Taking the application of both algorithms to the noise free synthetic GPR data 

of model F as an example, we set the same size of population and maximum number of 

iterations for both algorithms. For the PSO algorithm, we set the inertia weight 𝜔 to 0.8 and 

the scaling factors 𝑐1  and 𝑐2  to 1.8 and 2.0, respectively. Fig. 2.23 shows the comparison 

between the GWO algorithm and the PSO algorithm. 

In Fig. 2.23a, it can be observed that the GPR waveform response calculated from the forward 

modeling of inverted results based on the GWO algorithm (indicated by the red solid line in 

Fig. 2.23a) matches the GPR waveform response calculated from the forward modeling of 

theoretical model F (indicated by the blue dashed line in Fig. 2.23a) better, while the GPR 

waveform response calculated from the forward modeling of inverted results based on the 

PSO algorithm (indicated by the green solid line in Fig. 2.23a) fits less well with the forward 

modeling of theoretical model F. The GPR waveform response obtained from the forward 

modeling of inverted results based on the GWO algorithm closely follows the GPR response 

from the forward modeling of theoretical model F at all major peaks and troughs, indicating 

that the GWO algorithm can effectively capture the dynamic changes of the signal during the 

inversion process. In Fig. 2.23a, the GPR waveform response obtained from the forward 

modeling of inverted results based on the GWO algorithm is highly consistent with the GPR 

response from the forward modeling of theoretical model F in terms of shape, demonstrating 

that the approximation accuracy of the GWO algorithm is higher than that of the PSO 

algorithm. 

Fig. 2.23b shows the comparison between the theoretical SWC, the SWC inverted based on 

the GWO algorithm, and the SWC inverted based on the PSO algorithm. By comparing the 

overlap among the three SWC profiles, it is evident that the SWC profile inverted based on the 

GWO algorithm, represented by the red solid line, is closer to the theoretical SWC, while the 

SWC profile inverted based on the PSO algorithm shows larger deviations. This further 

indicates that the GWO algorithm is superior to the PSO algorithm in terms of inversion 

accuracy for the SWC. This also means that the SWC inverted based on the GWO algorithm 
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can more accurately simulate real conditions. Additionally, we calculated the overall average 

error between the theoretical model and the inverted models. The overall average errors 

between the SWC inverted based on the GWO algorithm and the theoretical SWC, and 

between the SWC inverted based on the PSO algorithm and the theoretical SWC are 0.06 and 

0.16, respectively. It is evident that the error between the SWC inverted based on the GWO 

algorithm and the theoretical SWC is significantly lower than the error between the SWC 

inverted based on the PSO algorithm and the theoretical SWC, thus proving that the GWO 

algorithm is superior to the PSO algorithm in this scenario. 

Fig. 2.23c further shows the iteration curves of the two algorithms, illustrating the changes in 

fitness values during the optimization process for both algorithms. The red solid line 

represents the GWO algorithm, while the blue solid line represents the PSO algorithm. It can 

be seen that the blue solid line descends to a stable value more quickly, indicating that the 

PSO algorithm converges faster than the GWO algorithm. However, after reaching the stable 

value, the PSO algorithm still maintains a higher final fitness value. Combining this with Fig. 

2.23b, it can be inferred that the PSO algorithm might have fallen into a local minimum. In 

terms of the final solution, the red solid line ultimately tends towards a lower fitness value 

than the blue solid line. Although the blue solid line quickly drops to a stable fitness value, its 

final fitness value is higher than that of the red solid line. In optimization problems, a lower 

fitness value usually indicates a solution closer to the optimal one. This also demonstrates that 

the GWO algorithm can find a better solution. 

In summary, we can conclude that in our study, the GWO algorithm outperforms the PSO 

algorithm in terms of accuracy, model inversion, and convergence. This analysis can provide 

valuable information for selecting the appropriate optimization algorithm. 
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Figure 2.23 The comparison of inverted results based on the GWO algorithm and PSO 

algorithm in noise free data of model F. a) The GPR waveform response calculated by the 

forward modeling of model F (blue star dotted line), the GPR waveform response calculated 

by the inverted result of the GWO algorithm (red solid line), and the GPR waveform response 

calculated by the inverted result of the PSO algorithm (green solid line). b) The theoretical 

model F (blue dashed line), the inverted result based on the GWO algorithm (red solid line), 

and the inverted result based on the PSO algorithm (green solid line). c) The iteration curves 

of the GWO algorithm (red solid line) and the PSO algorithm (blue solid line). 

2.3.7 Comparing with inversion based on traveltime data 

We also compare the results obtained from the proposed SWC inversion scheme based on 

GPR waveform data with the results based on GPR travel time data. Similarly, we take the 

noise free synthetic GPR data of model F as an example to apply both methods, setting the 
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same size of population and maximum number of iterations for both methods. Fig. 2.24 shows 

the comparison of the inverted results of the two methods. In Figs. 2.24a and 2.24d, it can be 

observed that the GPR responses obtained by forward modeling of the final inverted results 

of both methods (indicated by red dots in Fig. 2.24a and red solid line in Fig. 2.24d) match very 

well with the GPR responses obtained by forward modeling of the theoretical model (indicated 

by blue dots in Fig.2.24a and blue dashed line in Fig. 2.24d). Additionally, from the iteration 

curves in Figs.2.24c and 2.24f, it can be seen that the inversion based on travel time data 

converges more quickly to a fixed value, with a faster convergence speed than the inversion 

based on waveform data. However, from the inverted results shown in Figs. 2.24b and 2.24e, 

it is evident that the SWC profile obtained by waveform data inversion matches the theoretical 

model better than the profile obtained by travel time data inversion, proving that the results 

based on waveform inversion are more reliable. This further demonstrates that the accuracy 

of inverting the SWC based on GPR waveform data is superior to that based on travel time 

data. 
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Figure 2.24 The comparison of inverted results based on GPR travel time data and waveform 

data in noise free data of model F. a) The GPR travel time response from forward modeling of 

theoretical model F (blue dots) and GPR travel time response from forward modeling of 

inverted results (red dots). b) The theoretical model F (blue dashed line) and final inverted 

results based on travel time data (red solid line). c) The convergence curve of inversion based 

on travel time data. d) The GPR waveform response from forward modeling of theoretical 

model F (blue dotted line) and GPR waveform response from forward modeling of final 

inverted results (red solid line). e) The theoretical model F (blue dashed line) and inverted 

results based on waveform data (red solid line). f) The convergence curve of inversion based 

on waveform data. 
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In summary, the research results of this section indicate that, compared to the technique of 

SWC estimation based on GPR travel time data, the technique based on waveform data 

encompasses more information from the GPR data. This allows for a higher precision 

estimation of SWC and a more accurate estimation of the SWC distribution. 

2.4 SCERES experimental field data application 

In order to further study the applicability of the proposed scheme, it was applied to GPR data 

collected at the SCERES experimental site. A MALA RAMAC system was used to acquire GPR 

data from one side to another side of the basin. The data were collected with a shielded 

antenna of 500 MHz central frequency in fix-offset configuration. The GPR profile was 

acquired along 24 m long lines. And one trace was recorded at each 0.02 m of the profile. The 

duration of the GPR recording was 90 ns and each trace had a sampling rate of 0.1414 ns. We 

applied the DC filter and a constant shift in time for all GPR traces by 20 samples. Fig. 2.25 

shows the processed GPR profile.  

 

Figure 2.25 The processed observed GPR profiles from experimental site. The red solid line 

indicates the position of the selected GPR signal used for subsequent inversion (the 700th 

trace). The arrows of other colors indicate the main reflection events. 

We firstly picked up the 700th trace (solid red line in Fig. 2.25) from the GPR profile as the 

observed trace. We used the similar inverse strategy for the synthetic data to the 

experimental field data. The SWC, quality factor Q and layer thickness are the parameters to 

be estimated. According to the test, a 11-layer subsurface structure model is adopted to carry 
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out inversion. The SWC measured by Sentek sensors is used as prior information to set the 

search space for candidate solutions. The upper and lower limitations of the search space 

depart 50% from the prior information. This approach allows the inversion process to consider 

the complexity and uncertainty of the actual underground conditions to some extent while 

providing guidance for the inversion. By adjusting the search range, it ensures that the 

inversion process not only explores a sufficiently wide parameter space to find the optimal 

solution but also takes into account the possible influence of actual soil conditions on the 

parameters.  

In order to obtain the synthetic GPR waveform data, it is necessary to give a source wavelet. 

We firstly performed a weighted average of all GPR single trace signals in the profile, and then 

used a Blackman window [182] to extract the wavelet. Finally, a Butterworth band-pass filter 

was used to further optimize the extracted source wavelet. Fig. 2.26 shows the final extracted 

source wavelet and its corresponding spectrum. For the real data inversion in chapter 3, we 

applied the same method to gain the source wavelet for each measured profile during forward 

modeling. 

 

Figure 2.26 The source wavelet and its corresponding spectrum used in the inversion of real 

data. 
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Table 2.7 lists the search space for candidate solutions and the inverted results for the real 

data. From the inverted results, it can be observed that the quality factor Q increases with the 

increasing of the SWC in overall trend.  

Table 2.7 The search space for SWC, quality factor Q and layer thickness z, and the inverted 

results for real data. 

Number of 

layers 

Search space Inverted results for real data 

SWC Q z (m) SWC Q z (m) 

1 0.038-0.113 20-200 0.075-0.225 0.077 30 0.225 

2 0.070-0.210 20-200 0.050-0.015 0.078 40 0.063 

3 0.100-0.300 20-200 0.050-0.015 0.187 35 0.055 

4 0.125-0.375 20-200 0.050-0.015 0.372 81 0.084 

5 0.035-0.053 20-200 0.050-0.015 0.040 43 0.075 

6 0.038-0.113 20-200 0.050-0.015 0.113 23 0.150 

7 0.105-0.315 20-200 0.050-0.015 0.191 137 0.068 

8 0.200-0.430 20-200 0.050-0.015 0.418 22 0.126 

9 0.200-0.430 20-200 0.050-0.015 0.430 123 0.150 

10 0.200-0.430 20-200 0.050-0.015 0.200 93 0.098 

11 0.200-0.430 ∞ ∞ 0.430 ∞ ∞ 

* SWC represents the soil water content, Q is the quality factor, z represents the layer 

thickness, ∞ stands for the infinite half-space. 

Fig. 2.27 shows the inverted results of real data. As shown in Fig. 2.27b, the inverted SWC from 

the real data (indicated by the red solid line) is generally consistent with the SWC measured 

by the Sentek sensors (indicated by the blue dashed line), displaying similar trend. Above 

approximately 0.50 m (the boundary between two soil layers), the SWC increases with depth. 

At 0.55 m, the SWC suddenly decreases, probably due to the influence of the boundary and 



88 

 

changes in the medium. In the second layer, the SWC continues to increase with depth until 

reaching the water table. At approximately 0.85 m, there are some minor variations in the 

inverted results based on GPR data. This may be due to the presence of noise in the data being 

interpreted as valid signals during the inversion. However, the general trend remains similar. 

Moreover, the GPR waveform response calculated from the inverted result (indicated by the 

red solid line in Fig. 2.27a) closely matches the observed GPR waveform response (indicated 

by the blue star dotted line in Fig. 2.27a). Additionally, at the beginning of the iterations, the 

fitness curve shows a rapid decline and then gradually converges to a constant value after 

about 1500 iterations. 

 

Figure 2.27 A single trace experimental field data inversion result. a) The observed trace (blue 

star dotted line) and calculated GPR response (red solid line). b) The measured SWC with 

Sentek sensors (blue dotted line) and inverted SWC (red solid line). c) The fitness curve of 

iteration. 

We further conducted uncertainty analysis on the inverted results of real data. Figs. 2.28a, 

2.28b, and 2.28c represent the sensitivity of relative error to SWC, quality factor and the 

thickness of the layer, respectively. The variation range of the target parameters remains -80% 

to +80% of their inverted values. The vertical axis still represents the relative error between 

the calculated GPR waveform data from the inverted results and the observed GPR waveform 
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data. From Fig. 2.28a, we can see that the sensitivity of 𝜃4 is significantly higher than the SWC 

of the other layers within the positive and negative variation range, indicating that changes in 

SWC in this layer have the greatest impact on the objective function. As the SWC increases or 

decreases, the relative error of 𝜃4 increases significantly, indicating that the objective function 

is very sensitive to changes in the SWC of this layer. It is worth noting that for all layers, 

compared to an increase in parameter values (changes in the positive percentage direction), 

the relative error growth is smaller when the parameter values decrease (changes in the 

negative percentage direction). This may indicate that the objective function is less sensitive 

to decreases in SWC than to increases. In Fig. 2.28b, the sensitivity of parameters 𝑄1 and 𝑄4 

is significantly higher than that of the other parameters. Although the relative error of the 

other parameters also slightly increases with the increase and decrease in parameter values, 

these changes are less noticeable compared to 𝑄1  and 𝑄4 , indicating that their impact is 

limited. 

 

Figure 2.28 The uncertainty analysis of inverted parameters of real data. a) The impact of SWC 

on relative error. b) The impact of quality factor on relative error. c) The impact of layer’s 

thickness on relative error. 

Then, we applied the proposed scheme to two-dimensional (2D) experimental field data. We 

extracted data between 13 m and 18 m as observed data (as shown in Fig. 2.29). The proposed 
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scheme was then applied to the observed data. Similar to the inversion of 1D GPR data, the 

inversion parameters were SWC, quality factor, and layer thickness. The subsurface was also 

divided into 10 layers, and the SWC measured by Sentek sensors was used as prior information. 

The upper and lower bounds of the search space for candidate solutions remained within 50% 

of the prior information. Fig. 2.30 shows the 2D inversion results. As shown in the figure, 

similar to the 1D inversion results, above about 0.5 m, the SWC gradually increases with depth. 

At the interface of the two soil layers (depth about 0.5 m), the SWC changes suddenly, with 

the profile color changing abruptly from high water content to low water content. This may 

be due to changes in the electrical properties between the two soil types. Subsequently, in 

the second layer, the SWC continues to increase gradually with depth, reaching the water 

table at about 0.85 m. Since the SWC below the water table is basically saturated, the color 

distribution of profile is relatively uniform. 

From the lateral perspective, there is heterogeneity in the lateral distribution of SWC, which 

means the horizontal distribution of SWC is uneven. Before approximately 13.5 m, it is difficult 

to identify the abrupt change in water content caused by changes in soil type at about 0.5 m. 

This abrupt change is also relatively weak between approximately 16.5 m and 17 m. Between 

approximately 14 m and 15 m, both at the interface (depth about 0.5 m) and below the water 

table (depth about 0.85 m), the color of the high SWC area is relatively brighter. Overall, the 

areas with high SWC exhibit a beaded distribution laterally. 

Therefore, it can be concluded that, although each type of soil in our study is considered to be 

homogeneously isotropic, the results of the study show that the SWC is unevenly distributed 

not only vertically but also horizontally, leading to an uneven spatial distribution of the 

dielectric constant. Since the high-frequency electromagnetic waves used in GPR are sensitive 

to changes in water content, they can effectively identify spatial heterogeneity in SWC, making 

it an efficient technology for non-destructive assessment of spatial changes in soil. 
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Figure 2.29 The selection of real data for performing 2D inversion of SWC. 

 

Figure 2.30 The inverted SWC results for 2D GPR data. 

In summary, the results in this chapter indicate that the proposed scheme can effectively 

estimate SWC, quality factor Q, and layer thickness from GPR data. The inverted SWC shows 

similar trend to those measured by the Sentek sensors, demonstrating the potential of this 

method for practical groundwater and environmental studies. Furthermore, by applying a 

multi-layered model suitable for complex subsurface structures, the proposed scheme 
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provides deep insights into soil water dynamics and subsurface characteristics, which are 

important for improving water resource management and soil conservation strategies. 

2.5 Conclusions 

This chapter proposed and studied the use of the GWO to optimize the inversion based on 

GPR waveform data to estimate SWC. First, we introduced the theories of the research process 

for estimating SWC by GPR, including the petrophysical relationship and how to obtain the 

GPR echo signals from the Maxwell equations and electromagnetic wave equation. 

Subsequently, we introduced the inverse problem from the establishment of the objective 

function. As this study involves the simultaneous inversion of multiple types of parameters, 

the traditional gradient-based optimization algorithm involves a large amount of computation 

and is affected by differences in the order of magnitude of the parameters. Therefore, this 

study utilizes the globally optimized swarm intelligence GWO algorithm to avoid the need for 

gradient computation. Then, we introduced the SCERES experimental site, where real field 

data collection was conducted in this study. This experimental site is specifically designed for 

hydrological experimental research and suitable for the study of most static and dynamic 

hydrological issues. 

To test the effectiveness of the proposed scheme, we designed two types of numerical 

experiments, including six numerical models. The first three are simple four-layer models, and 

the latter three are more complex models established using the HYDRUS-1D software, which 

are closer to the actual underground SWC distribution. The results of all six numerical 

experiments demonstrate that the proposed scheme can accurately and non-destructively 

determine SWC. Additionally, uncertainty analysis of the inversion parameters and 

comparison of the results with the PSO for the last model further verify the effectiveness of 

the proposed scheme. 

Then, in order to further validate the applicability of the proposed scheme, we applied it to 

real GPR waveform data collected at the SCERES experimental site and conducted 1D and 2D 

SWC estimation. We also discovered that the SWC is not only unevenly distributed vertically 

but also heterogeneous horizontally. In future studies, the heterogeneity of SWC distribution 

in the horizontal direction is also a key issue worthy of attention. 
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In summary, this is the first time that we attempt to use the GWO algorithm to optimize the 

inversion based on GPR waveform data for the direct estimation of SWC. The research 

provides a potential approach for accurate and non-intrusive determination of SWC using GPR 

waveform data inversion based on the GWO algorithm. 
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Chapter 3 SWC monitoring by using time-lapse GPR 

waveform inversion 

In chapter 2, it was demonstrated that GPR has the ability to estimate the SWC through 

numerical experiments and experimental data application. In this chapter, the proposed 

scheme was then applied to realize monitoring of SWC change from time-lapse surface GPR 

waveform data. In section 3.1, the basic theory of time-lapse inversion was introduced, 

including individual inversion, continuous inversion, and double-difference inversion. In 

section 3.1 to 3.5, two types of experiments were designed in the field: unsaturated soil 

imbibition and drainage experiment, and unsaturated soil precipitation infiltration experiment. 

Then, the proposed approach was applied to the GPR data measured during these 

experiments. The results show that the proposed SWC monitoring technique based on time-

lapse GPR waveform data can efficiently monitor SWC changes at the field scale. Finally, by 

introducing double-difference time-lapse inversion, the accuracy of monitoring soil moisture 

changes can be significantly improved. 

3.1 Theory of time-lapse inversion 

The goal of time-lapse inversion is to characterize the dynamic changes of medium within the 

underground target area by describing the variations of parameters at different time points. 

The time-lapse inversion includes three commonly used strategies: individual inversion 

strategy, continuous inversion strategy, and double-difference inversion strategy [183]. This 

section provides a detailed introduction to each time-lapse inversion strategy. 

3.1.1 Individual inversion 

In the time-lapse individual inversion, the same initial model is first used to independently 

invert the parameters based on observed reference data and monitoring data, respectively. 

The inversion results of the reference data are then subtracted from the inversion results of 

the monitoring data to obtain the parameter changes in the target area. The advantage of 

time-lapse individual inversion is that there is no strict requirement on the acquisition 

parameters for data collection at different time points. However, the drawback is that since 
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the inversions at different time points are independent of each other, it often introduces 

significant time-lapse artifacts. 

Assuming the acquisition time of the reference data is 𝑇1and the acquisition time of the 

monitoring data is 𝑇2 , with the corresponding data collected at these time points being 

𝐝𝑜𝑏𝑠1and 𝐝𝑜𝑏𝑠2. Based on the reference data (𝐝𝑜𝑏𝑠1) and monitoring data (𝐝𝑜𝑏𝑠2), the inverted 

models for the time points 𝑇1  and 𝑇2  are 𝐦1and 𝐦2 . By subtracting 𝐦1  from 𝐦2 , we can 

obtain the parameter changes in the target area. Fig. 3.1 shows the flowchart of the time-

lapse individual inversion. 

 

Figure 3.1 The flowchart for time-lapse individual inversion. 

3.1.2 Continuous inversion 

When the changes of data are small between different time points, the goal of the inversion 

is to more accurately estimate the parameter changes in the target area while try to avoid the 

time-lapse artifacts outside the target area. Therefore, it is a good choice by using the 

inversion results obtained from the previous time point (𝑇1 ) as the initial model for the 

inversion at the subsequent time point (𝑇2). For most geophysical inversion, the choice of 

initial model greatly affects the accuracy of the final inversion results. For time-lapse data, the 
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model changes over different time points are localized, with only model changes in certain 

regions. Therefore, using the model (𝐦1) obtained from the inversion of the reference data 

(𝐝𝑜𝑏𝑠1) as the initial model for the inversion of the monitoring data in the target area (𝐝𝑜𝑏𝑠2) 

can lead to higher precision in estimating the parameter changes within the target area, while 

reducing computational costs. The flowchart of the continuous time-lapse inversion is shown 

in Fig. 3.2. 

 

Figure 3.2 The flowchart for time-lapse continuous inversion. 

3.1.3 Double-difference inversion 

Double-difference time-lapse inversion is proposed by Waldhauser et al. [183] to improve the 

accuracy of inverting parameter changes in the target area. This method can be considered as 

a further improvement on the continuous time-lapse inversion method. The method utilizes 

the forward modeling data of the inversion results from the reference data at the previous 

time point, together with the differences in the monitoring data collected at the two 

consecutive time points, to construct GPR waveform data for inversion. This approach aims to 

minimize the effects from outside the target area, enhance the accuracy of parameter 

inversion within the target area, and has significant value for analyzing and monitoring 
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dynamic changes in SWC. The time-lapse double-difference inversion can be divided into the 

following steps: 

1) Collect reference data (𝐝𝑜𝑏𝑠1) and monitoring data (𝐝𝑜𝑏𝑠2) at the previous time point (𝑇1) 

and subsequent time point (𝑇2), respectively. Then, the underground parameter model (𝐦1) 

is inverted by using the reference data (𝐝𝑜𝑏𝑠1). 

2) Perform forward modeling by using the inversion result 𝐦1 of reference data and gain the 

new reference data 𝐝𝑜𝑏𝑠1
∗ . Then, calculate 𝐝𝑜𝑏𝑠2

∗  using the following equation to use as new 

monitoring data for inverting the underground parameter model at time point 𝑇2. 

 𝐝𝑜𝑏𝑠2
∗ = 𝐝𝑜𝑏𝑠1

∗ + (𝐝𝑜𝑏𝑠2 − 𝐝𝑜𝑏𝑠1) ........................................ (3.1) 

3) Determine the changes in underground parameters within the target area by analyzing the 

difference between the underground parameter model 𝐦2and model 𝐦1. 

Fig. 3.3 shows the flowchart for the time-lapse double-difference inversion. 

 

Figure 3.3 The flowchart for time-lapse double-difference inversion. 
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3.2 Imbibition and drainage experiment for unsaturated soil 

3.2.1 Data collection and processing 

The imbibition and drainage experiment is still conducted on SCERES experimental site. The 

level of the water table is manipulated by pumping water in and out of the basin through the 

bottom layer of the basin for controlling the imbibition and drainage processes. High-

resolution common offset measurements were carried out by using a MALA RAMAC surface 

GPR system, which measures from one side to another side in the basin during a series of 

imbibition and drainage processes. The length of the line is 24 m. The antenna system was 

operated at a central frequency of 500 MHz, and the GPR system was set to collect data at 

intervals of 0.02m per trace.  

The imbibition and drainage experiments were performed over two days. On the first day, we 

conducted the imbibition experiment. A baseline GPR profile was collected at 08:30 prior to 

beginning the imbibition experiment at 09:00. Then, the water level was raised by using the 

equipment in the bottom of basin. The profiles were collected every half-hour in the morning. 

In the afternoon, we measured the profiles every one hour. The water level was maintained 

overnight after the imbibition experiment for carrying out the drainage experiment on the 

second day.  

For the drainage process, a baseline profile was similarly measured at 08:30 before the 

drainage experiment at 09:00. In the morning, we still measured profiles every half-hour and 

each one hour in the afternoon as the water level was lowered. The data processing for all the 

profiles included the application of a DC filter and a constant shift in time of 20 samples. 

3.2.2 Data analysis and interpretation of time-lapse evolution for imbibition 

experiment 

We firstly analyze the changes in SWC and the movement of the wetting front in the soil during 

the imbibition experiment. Fig. 3.4 displays the temporal evolution of subsurface conditions 

as measured by GPR during the imbibition experiment on the first day, represented at five 

distinct time points. Through the overall analysis of the GPR profiles, it can be observed that 

the overall increase in SWC due to the rise in water level affects the signals in the GPR profiles. 
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The initial radargram, recorded at 08:30 before the experiment, reveals the interface between 

two sandy layers via a distinct reflection occurring at approximately 10 ns (see the red arrow 

in Fig. 3.4a). Additionally, the main structural elements are discernible, such as the step 

located approximately 2 m from the left edge of the basin and the discontinuous event 

between 2 m and 6 m horizontally due to the backfilling of the site. 

In the rest GPR profiles, it can be observed that as a continuously increasing water level during 

the imbibition experiment, there is a corresponding increase SWC in the subsurface. And the 

unsaturated soil gradually becomes saturated, which results in a gradual decrease in signal 

amplitude on the GPR profiles. By 16:00, the water table has ascended above the interface 

between the two sandy layers. Consequently, the reflection amplitude associated with this 

interface diminishes in intensity (as shown by the red arrow in Fig. 3.4) compared to the earlier 

four radargrams.  

In order to observe more clearly, individual traces have been picked up and analyzed from 

each radargram at the same position. As shown in Fig. 3.5, the arrival time of the reflection 

(highlighted by the red arrow) gradually shifts to later times as the progress of the imbibition 

experiment progresses, while concurrently, the reflection amplitude gradually becomes weak. 

This attenuation of the reflection signal indicates during the imbibition experiment, as the 

water table rises continuously, the SWC below the water table approaches saturation, leading 

to a gradual reduction in the difference of SWC between the soil on either side of the interface, 

thereby causing a gradual decrease in the difference in electromagnetic properties of the soil 

on either side of the interface. 
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Figure 3.4 The processed GPR profiles at five different time points for the imbibition 

experiment on the first day. The ground surface is set to be 0 m. The levels of water table are 

0.955 m (8 h 30 min), 0.714 m (10 h 30 min), 0.596 m (12 h 30 min), 0.533 m (14 h) and 0.458 

m (16 h) at different time points. 
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Figure 3.5 The GPR traces picked up from the same position (700th trace) in each processed 

GPR profiles at 5 different time points during the imbibition experiment on the first day. The 

ground surface was set to be 0 m. The levels of water table are 0.955 m (8 h 30 min), 0.714 m 

(10 h 30 min), 0.596 m (12 h 30 min), 0.533 m (14 h) and 0.458 m (16 h). 
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3.2.3 Data analysis and interpretation of time-lapse evolution for drainage 

experiment 

Fig. 3.6 presents the GPR profiles collected by GPR during the drainage experiment on the 

second day, still represented at five distinct time points. We conducted an overall of the five 

profiles, it can be observed that as the groundwater level decrease, the overall SWC gradually 

decreases, leading to changes in the GPR signals. Similar to the imbibition experiment, the 

baseline radargram was obtained prior to commencing the drainage experiment at 08:30. 

However, the reflection from the two sandy layers boundary (around 10 ns) cannot be clearly 

identified at the beginning of the drainage experiment. The radargram taken at 08:30 shows 

a faint reflection from this interface (indicated by the red arrow in Fig. 3.6). 

From the GPR profiles collected at the five different time points, it can be observed that as the 

gradual decreasing of the water table, the overall SWC in the upper part of the water table 

also decrease gradually during the drainage experiment. This results in an increasing 

difference in electromagnetic properties between the two sand layers, leading to the 

reflection amplitude becoming clearer over time. In order to more clearly distinguish the 

changes in the reflection between the two sand layers caused by the lowering of the water 

table, on trace was extracted from the same position in the GPR profile at each time point 

further analysis (as presented in Fig. 3.7). In Fig. 3.7, it is evident that the reflection signal 

becomes more pronounced as the water table descends below the boundary of the two sandy 

layers (observable in the trace at 10:30). Moreover, the arrival time of the reflection 

(highlighted by the red arrow) shifts to shorter travel times in the traces recorded after 10:30. 

Concurrently, the amplitude of the reflection intensifies, demonstrating the changes in the 

SWC during the drainage experiment. 
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Figure 3.6 The processed GPR profiles at five different time points for the drainage experiment 

on the second day. The ground surface is set to be 0 m. The levels of water table are 0.480 m 

(8 h 30 min), 0.802 m (10 h 30 min), 0.870 m (12 h 30 min), 0.900 m (14 h) and 0.922 m (16 h). 
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Figure 3.7 The GPR traces picked up from the same position (700th trace) in each processed 

GPR profiles at 5 different time points during the drainage experiment on the second day. The 

ground surface was set to be 0 m. The levels of water table are 0.480 m (8 h 30 min), 0.802 m 

(10 h 30 min), 0.870 m (12 h 30 min), 0.900 m (14 h) and 0.922 m (16 h). 
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3.3 Results and discussion of imbibition and drainage experiment 

In order to estimate and monitor the SWC within the experimental site, we respectively 

utilized the technique proposed in Chapter 2. The technique was applied on the selected 

traces from the radargrams corresponding to 10 distinct time points in Figs. 3.5 and 3.7. The 

SWC, the quality factor and the thickness of each layer were estimated by the proposed 

technique using the GWO to optimize GPR waveform inversion for non-destructive 

assessment of SWC. According to the Sentek sensors measurements, the subsurface is divided 

into 11-layers for the inversion of imbibition and drainage experiments.  

For the inversion at each time point, the population size is set to be 320 and the number of 

iterations is 2000. Each inversion undergoes 10 tests. The SWC values measured by Sentek 

sensors are integrated as a priori information to provide information for the inversion process. 

Moreover, the defined search space for the inversion parameters is bounded by upper and 

lower limits that diverge by 50% from the a priori information. The values in the lower limit 

below the residual water content were modified to the residual water content, and the values 

in the upper limit above the saturation water content were modified to the soil saturation 

water content. 

Figs. 3.8 and 3.10 present the fitness between the calculated trace based on the inverted 

model by the proposed scheme and the corresponding observed trace for each trace at 

different time points during the imbibition experiment and the drainage experiment, 

respectively. The figures demonstrate a notable concordance, all the calculated traces match 

the observed trace well in Figs. 3.8 and 3.10, which indicating the effectiveness of the 

proposed scheme in monitoring the soil water dynamics throughout the experiments.  

Figs. 3.9 and 3.11 show the SWC profiles inverted by the proposed scheme and the measured 

SWC obtained from Sentek sensors at different time points during the imbibition experiment 

and drainage experiment, respectively. These SWC profiles play a key role in analyzing the 

spatiotemporal soil water dynamics throughout the imbibition and drainage experiments.  

Firstly, it is evident that the trends observed in the inverted SWC profiles are in good 

agreement with those from the Sentek sensor measurements. In Fig. 3.9, during the process 

of imbibition, the change of SWC was firstly observed in the profile at 10:30 and the water 

level rises from 0.955 m to 0.714 m. The subsequent profile at 12:30 can continue to observe 
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the change in SWC. By 14:00, the water level reaches 0.533 m, the SWC also shows a small 

increase at the boundary between two soil layers. At 16:00, the SWC measured by Sentek 

sensors closely becomes saturated at the boundary of two soil layers (around 0.5 m). However, 

the SWC inverted by the proposed scheme has not reached saturation. This discrepancy 

indicates that the influence of the boundary is still discernible in the change of SWC inverted 

by the proposed scheme. From the GPR measured trace presented in Fig. 3.8, a reflected signal 

from the boundary between the two soil layers at approximately 14 ns is also visible. 

Consequently, we think that the GPR can identify the SWC more accurately in comparison to 

Sentek sensors, especially under the influence of sand layer interfaces.  

In Fig. 3.11, a similar process to Fig. 3.9 can be observed. In Fig. 3.11, the recession of water 

level is discernible with the increasing times. From the profile at 08:30 in Fig. 3.11, we not only 

did not observe the change of SWC at the boundary (around 0.5 m) from the SWC measured 

by Sentek sensors, but also did not observe the phenomenon from the inverted SWC. 

Furthermore, the signal from the boundary of two soil layers as well did was also not visible 

on the GPR trace profile in Fig. 3.10 at 08:30. We believe this may be the SWC at boundary 

reached saturation overnight. Because the water level has been elevated to 0.458 m after the 

imbibition experiment. In contrast, the 10:30 profile reveals a disparity in both the SWC profile 

measured by Sentek sensors and the inverted SWC profile at the boundary of two soil layers. 

In Fig. 3.10, the GPR trace profile at 10:30, exhibits a discernible reflection from this boundary 

at approximately 14 ns. Indeed, as the water table continued to fall, there is a concomitant 

decrease in the SWC. The difference of SWC on both sides of the interface gradually increased 

between the two soil layers, making the difference can be identified by the Sentek sensors 

and also causing a response in the GPR signal. Throughout the following profiles at 12:30, 

14:00, and 16:00, the change of SWC at the boundary can be consistently observed from both 

the profile measured by Sentek sensors and the inverted SWC profile. 
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Figure 3.8 The fitness between the observed traces and calculated traces from inverted results 

at different time points during the imbibition experiment. The solid red lines represent the 

observed data and the blue dotted lines represent the calculated data. 

 

Figure 3.9 The SWC profiles at different time points during the imbibition experiment. The red 

solid lines represent the SWC measured by Sentek sensors. The blue dashed lines represent 

the inverted SWC. 
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Figure 3.10 The fitness between the observed traces and calculated traces from inverted 

results at different time points during the drainage experiment. The solid red lines represent 

the observed data and the blue dotted lines represent the calculated data. 

 

Figure 3.11 The SWC profiles at different time points during the drainage experiment. The red 

solid lines represent the SWC measured by Sentek sensors. The blue dashed lines represent 

the inverted SWC. 
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3.4 Infiltration experiment 

3.4.1 Data acquisition and processing 

Fig. 3.12 shows the setup for GPR experiment and delineates the position of the GPR during 

the infiltration experiment. Then, a rectangular wooden box with open top and bottom was 

set up at the selected location, with gravel laid at the bottom of the box to facilitate 

subsequent adjustment of the water level inside the box. The dimensions of the rectangular 

wooden box are 1 m in length and 0.68 m in width.  

A high-resolution common offset measurement was carried out by utilizing a surface coupled 

MALA RAMAC GPR system with a center frequency of 800 MHz. To protect the GPR antenna 

from water damage and minimize the impact of water during the experiment, it was wrapped 

in a plastic protective covering and placed was in the wooden box (as shown in Fig. 3.12a) for 

data acquisition. The GPR data acquisition commenced at 10:46 am when the water was 

injected into the wooden box. The GPR system was configured to record a trace at 2 s intervals, 

ensuring the resolution of monitoring the wetting front during the infiltration process over 

time. 

 

Figure 3.12 a) The illustration of the setup for the infiltration experiment. b) The illustration 

for the position of the wooden box. 

The GPR experiment was divided into two distinct stages: an infiltration phase at constant 

water height followed by an infiltration phase at descending water height. In the initial phase 
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of constant head infiltration, water was continuously supplied into the wooden box to sustain 

a consistent water level of 15 cm in the box above the gravel. Transitioning into the second 

phase, water injection was ceased, permitting the water within the wooden box to percolate 

downwards freely. During the course of these measurements, a discrepancy was identified 

between the operational time as recorded by the computer and the actual elapsed time of the 

experiment. To rectify this for data processing purposes, the initial time interval set between 

successive traces, originally at 2 s, was adjusted to 3 s to more accurately reflect the real-time 

soil water dynamics observed during the infiltration experiment. Additionally, a Direct Current 

(DC) filter was implemented alongside a static time shift correction of 29 samples to refine the 

data quality. 

3.4.2 Data analysis and interpretation 

The processed GPR profile is shown in Fig. 3.13. We can figure out the discernible reflection 

from the boundary between the two soil layers (around 0.5 m deep) and from the water table 

(approximately 0.85 m). Notably, both the two reflection arrival times exhibit an increment 

with the infiltration times, attributable to the augmentation of water content within the sand 

(the velocity of GPR waves is decreasing).  

The water front is observed to reach the boundary of the two soil layers at around 1387 s (as 

indicated by the yellow arrow in Fig. 3.13) and it then arrived at the water table (around 0.85 

m) at roughly 3694 s (as denoted by the white arrow in Fig. 3.13). At around 4970 s (as 

highlighted by the red arrow in Fig. 3.13), the wooden box is devoid of water. At this juncture, 

we can notice that the overall arrival times of the GPR data shifted upwards, nearly returning 

to the pre-experiment positions. Particularly, the arrival time of the GPR reflection from the 

contact of the two-soil layer sand the water table is decreasing with the infiltration times, 

reflecting the diminishing water content results in an increased velocity of GPR waves and 

causing the arrival time of reflection to advance.  

This insight into the soil water dynamics and capillary action confirms the ability of GPR to 

capture complex hydrological processes within the subsurface, providing valuable data for 

understanding soil-water interactions. 
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Figure 3.13 The processed profile for infiltration experiment. The yellow arrow presents the 

time (1387 s) when the water front arrives at the boundary of the two soil layers at 0.5 m. The 

white arrow shows the time (3694 s) when water front reaches to the water table at 0.85 m. 

The red arrow indicates the time (4970 s) when there is no water inside the wooden box 

causing the change of the GPR data. 

To enhance the visualization of the water front's progression, we selected six representative 

traces from different time points during the infiltration process. These traces are presented at 

the right of Fig. 3.14. Through these selected traces, the advancing movement of the water 

front is discernible, as evidenced by the incremental increase in the arrival time of reflection 

across the various traces. The markers labeled 1, 2, and 3 in Fig. 3.14 highlight the GPR 

reflections attributed to the advancing water front, the boundary between the two soil layers 

(approximately 0.5 m), and the water table (approximately 0.85 m), respectively. 

At the 300 s, the first reflection (labeled as 1) precedes the second and third reflections 

(labeled as 2 and 3, respectively). By 2400 s, reflection 1 is observed to be situated between 

reflections 2 and 3. After approximately 3600 s, reflections 1 and 3 coincide, signaling that the 

water front has reached the vicinity of the water table. Continuing until 4970 s, after the 

constant head experiment ended and the remaining water in the wooden box was allowed to 

infiltrate freely. In Fig. 3.14, the GPR signal at 6170 s and 9855 s demonstrated that, as the 
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water moved downward through the medium, the main reflection in the GPR signals gradually 

decreased and shifted forward. This detailed observation of the traces not only highlights the 

dynamic nature of the soil water but also emphasizes the efficacy of GPR in monitoring such 

hydrological phenomena. 

 

Figure 3.14 The six traces picked up from GPR profile. The signals denoted by 1, 2 and 3 show 

the reflections from water front, two soil layers boundary (around 0.5 m deep) and water table 

(around 0.85 m deep), respectively. 

3.5 Results and discussion of infiltration experiment 

In the infiltration experiment, the analysis approach adopted for each trace mirrored that 

employed in the imbibition and drainage experiments. To evaluate the efficacy of the 

proposed scheme in estimating SWC and in monitoring soil water dynamics throughout the 

infiltration process, and with a particular focus on the soil water dynamics during the constant 

head infiltration, we further intensified observations during the stage of constant head 

infiltration. We picked up five traces from the radargram corresponding to five distinct time 

points: 300 s, 600 s, 1200 s, 2400 s, and 3600 s. These traces were subjected to the estimation 

of the SWC, the quality factor and the layer thickness through the proposed inversion scheme. 
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According to the measurements obtained from Sentek sensors, the subsurface was 

partitioned into 10 layers for the inversion process. This structured approach facilitated a 

detailed analysis of the SWC variation within each layer across the different time points of the 

infiltration experiment. For inversion analysis at each time point, the population size was set 

to be 320, and the number of iterations was set to be 2000, ensuring a comprehensive search 

for optimal solutions. A total of 10 tests were conducted for each inversion to validate the 

robustness and reliability of the estimations. The SWC data measured by Sentek sensors 

served as prior information. The upper and lower limits of the search areas in all inversions 

were set to deviate by 50% from the prior information. This approach allowed for a flexible 

yet informed exploration of the parameter space, ultimately yielding more accurate and 

representative SWC estimations through the proposed inversion scheme. 

Fig. 3.15 presents the fitness between the calculated traces derived from the model outcomes 

of the proposed inversion scheme and the observed traces for each selected time point during 

the infiltration experiment. This comparison aims to validate the effectiveness of the proposed 

scheme. As shown in the figure, the calculated GPR trace from the inverted results match very 

well with the observed trace collected at all time points. 

Moving on to Fig. 3.16, the comparison between the inverted SWC obtained through the 

proposed inversion scheme and the SWC measured by Sentek sensors is presented for various 

time points throughout the infiltration experiment. This figure helps us understand the 

distribution and dynamic changes of SWC with depth and over time. The inverted SWC profiles 

exhibit a trend that closely mirrors that of the measured SWC profiles, indicating the reliability 

of the inversion process in capturing the dynamics of soil water during the experiment. A 

detailed observation of the changes in SWC, particularly at a shallow depth of approximately 

0.4 m, reveals the initial impact of the infiltration process. In the shallow depth, the SWC 

decreases with increasing depth at all time points. This is due to the influence of soil pore 

structure and water tension, which slows down the rate of water percolation deeper into the 

soil. In the early infiltration stages (300 s and 600 s), the inverted SWC closely match those 

from the in-situ sensors, especially in the shallower layers (0-0.4 m). This suggests that, in the 

initial stages of infiltration, the GPR inversion can accurately reflect the actual conditions of 

soil water. By the 1200 s, there is a noticeable albeit slight increase in SWC at the boundary of 

the two soil layers (around 0.5 m), but this layer does not yet appear to be significantly 
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influenced by the water front. However, as the experiment progresses to 2400 s and 3600 s, 

an increase in SWC below the 0.5 m becomes evident. This indicates that the water front has 

successfully penetrated beyond the boundary between the two soil layers (around 0.5 m). 

During the progresses (from 1200 s to 3600 s), the difference between the two methods 

become more pronounced, particularly in the deeper layers (0.4-0.8 m). This may be due to 

the reduced responsiveness of the GPR to changes in SWC at deeper levels, or because the in-

situ sensors have higher sensitivity in these deeper layers. This analysis provides valuable 

insights into the temporal and spatial variations of SWC.  

 

Figure 3.15 The fitness of calculated trace from the inverted results and the observed trace at 

different time points during the infiltration experiment. The red solid lines represent the 

observed data and the blue mark dotted lines represent the calculated data. 
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Figure 3.16 The comparison of SWC profiles at different time points during the infiltration 

experiment. The red solid lines represent the SWC measured by Sentek sensors. The dashed 

blue lines represent the inverted SWC. 

During the infiltration experiment monitored by GPR, we found that it is difficult to identify 

changes in GPR profile data caused by uneven SWC distribution with the progress of the 

experiment. In addition, strong reflections between certain media can also weaken the GPR 

data response caused by SWC differences. And it can be note that the accuracy of GPR 

inversion in deeper soil may be limited by the resolution and penetration capabilities of the 

equipment. To improve the accuracy of SWC inversion in deep soil, more improved data 

processing algorithms might be required. Therefore, we proposed a time-lapse GPR waveform 

inversion method based on the double-difference method. For this purpose, we re-selected 

six GPR waveform signals from the processed GPR profiles at six different time points during 

the constant head infiltration stage: 20 s, 300 s, 600 s, 1200 s, 2400 s, and 3600 s. Similarly, 

we evaluated SWC, quality factor, and layer thickness. The GPR signal extracted at 20 s was 

used as the initial data, and the initial model for inversion at each subsequent time point was 

the SWC obtained from the previous time point. According to the measurements from Sentek 

sensors, the subsurface soil was divided into ten layers. In the inversion analysis of the GPR 

signals extracted at each time point, the population size was set to 280, and the number of 

iterations was set to 2000 to ensure a comprehensive search for the optimal solution. Each 
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inversion was tested 10 times. The SWC measured by Sentek sensors at each time point were 

used as prior information for the inversion at that time point. The upper and lower limitations 

of the search domain were set to a 50% deviation around the SWC measured by the Sentek 

sensors. 

Fig. 3.17 shows the fitness between the calculated GPR traces obtained from inverted SWC 

and the observed GPR traces collected during the infiltration experiment. As shown in the 

figure, the calculated GPR traces match very well with the observed traces at all time points. 

Fig. 3.18 compares the inverted SWC obtained at different time points with the SWC measured 

by the Sentek sensors. As shown in the figure, the inverted SWC and the measured SWC are 

highly similar and match better compared to Fig. 3.16 at every time point. In the initial 20 s, 

the SWC is primarily concentrated in the topsoil (0-0.2 m). At this point, the two curves closely 

align indicating that the inverted SWC closely matches the in-situ measurements, 

demonstrating high initial validity of the proposed inversion scheme. After 300 s, the water 

begins to permeate downward to depths between 0.2 and 0.4 m. Although the SWC increases 

at 0.2 m, its concentration decreases compared to the 20-second mark. The consistency 

between inverted data and in-situ data remains good at this depth. At the 600-second mark, 

there is a significant increase in SWC between 0.2 and 0.4 meters, reflecting continued 

downward seepage. Water begins to appear at a depth of 0.6 meters, although the increase 

is modest. After 1200 s, the increase in SWC between 0.4 and 0.6 meters becomes more 

pronounced, indicating that water is progressively moving to deeper soil layers. Despite some 

deviations, the two curves generally coincide, reflecting the effectiveness of inversion 

methods in tracking the path of moisture penetration. However, compared to the SWC 

obtained using separate inversion strategies in Fig. 3.16, the fitness is higher, especially in the 

shallow layer. At 2400 s the SWC has increased across the soil layers from 0 to 0.6 meters. 

Notably, the increase in SWC at depths of 0.4 to 0.6 meters is particularly evident. During this 

period, the deviation between inverted data and measured data slightly increases, possibly 

due to soil heterogeneity. However, the deviation is smaller than the results in Fig. 3.16. An 

hour later (at 3600 s), the SWC across the entire measurement range continues to grow. By 

this time, the deeper soil layers from 0.6 to 0.8 meters also begin to show a significant increase 

in SWC. Although inverted data is slightly higher than measured data at some depths, overall, 

the two maintain good consistency. 
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Next, we calculated the difference between the inversion results of two consecutive time 

points. As shown in Fig. 3.19, the difference profiles further illustrate the movement of water 

infiltrated into the soil over time. The difference between the inversion SWC and the SWC 

measured by the Sentek sensors still shows a very similar trend. At 20 s, it can be seen that 

the soil water has only infiltrated the surface layer, causing a disturbance in the water content 

at the depth of 0.2 m. By 2400 s, the SWC at a depth about 0.5 m begins to change slightly, 

indicating that the wetting front has passed through two soil layer interface. By 3600 s, the 

wetting front has reached the groundwater level, and the difference in water content 

observed by both methods still matches well. The results indicate that the time-lapse GPR 

waveform inversion technique based on the double-difference method can further improve 

the monitoring accuracy of SWC changes when the GPR data reflection is not particularly 

significant. 

 

Figure 3.17 The comparison between the calculated GPR traces obtained from the inverted 

results and the observed GPR traces collected under time-lapse monitoring at different time 

points during the constant head infiltration experiment. The red solid lines represent the 

calculated GPR traces, while the blue star dotted lines represent the observed GPR traces. 
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Figure 3.18 The comparison of SWC under time-lapse monitoring at different time points 

during the constant head infiltration experiment. The red solid lines represent the inverted 

SWC, while the blue dashed lines represent the measured SWC. 

 

Figure 3.19 The comparison of SWC difference profiles between the double-difference time-

lapse inversion results and the SWC measured by Sentek sensors during the constant head 

infiltration experiment. The red solid lines represent the inverted SWC, while the blue dashed 

lines represent the measured SWC. 
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3.6 Conclusions 

In this chapter, we carried out high-precision monitoring of dynamic changes in SWC based on 

high-resolution time-lapse GPR waveform inversion. By combining the time-lapse inversion 

using the double-difference method with the technical scheme proposed in Chapter 2, we 

introduced a technique for precisely monitoring the dynamic changes in SWC based on time-

lapse GPR waveform inversion with the double-difference method. 

First, we introduced the basic theory of time-lapse inversion, including three commonly used 

time-lapse inversion strategies: individual inversion strategy, continuous inversion strategy, 

and double-difference inversion strategy. Then, two types of experiments were designed at 

the SCERES experimental site. One type simulates the spatial distribution and dynamic 

changes in SWC during the dynamic changes in the groundwater level, and the other simulates 

the migration of water and the spatial distribution and dynamic changes in SWC during 

precipitation infiltration from the surface. 

For the precipitation infiltration and imbibition and drainage experimental data, we first used 

the individual time-lapse inversion to monitor the dynamic changes in SWC. However, we 

found that for the precipitation infiltration experiment, when water infiltrates from the 

surface, it enhances the amplitude of the direct wave of the GPR, making it difficult to identify 

deep signals. Therefore, we further introduced the double-difference time-lapse inversion. 

The results show that time-lapse GPR waveform inversion can monitor the dynamic changes 

in SWC with high precision, capturing real-time water migration in the soil. Moreover, the 

double-difference time-lapse inversion can monitor the dynamic changes in SWC more 

accurately during precipitation infiltration.  
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Chapter 4 Soil hydraulic properties direct and non-

invasive estimation based on GPR waveform inversion 

SHP are important factors for characterizing the transport of water and solute in soils, and it 

is also crucial to accurately estimate these parameters for tracking the movement of water 

and solute in soils. Traditional methods for determining SHP include laboratory measurements 

or using sensors buried underground to measure SWC, followed by fitting the SWC to 

determine the SHP. The disadvantages of these methods are that they can cause damage to 

the soil structure and are also relatively labor- and resource-intensive. Therefore, GPR has 

become a potential and non-destructive method for estimating SHP. However, in last decades, 

only partial information from GPR data is used for determining SHP. In real situation, the 

change of SWC also cause changes in the waveform and phase information of GPR data. To 

improve the accuracy of estimating SHP, we proposed to optimize GPR waveform inversion by 

using the GWO algorithm for directly and non-invasively determining the SHP. However, 

during the inversion process, we found that the convergence factor of the standard GWO is 

linear, which does not conform to the nonlinear characteristics of the optimization process for 

the GWO. Therefore, we further improved the GWO to enhance the assessment accuracy. This 

chapter firstly introduced the soil hydraulic model and the relative theory for improved GWO. 

Then we firstly realize the optimization by using the standard GWO, and test the effectiveness 

of the proposed scheme on numerical experiments and real measured data. Finally, the 

improved GWO is used to optimize the direct inversion of SHP based on GPR waveform data. 

The results show that the proposed direct inversion scheme can directly and efficiently 

determine the SHP from GPR waveform data, and the improved GWO is closer to the search 

process of the GWO, thereby improving the accuracy of estimating the SHP. 

4.1 Theory and workflow 

4.1.1 Soil hydraulic model 

In practical measurements, the SWRC generally represents the relationship between several 

pressure heads and their corresponding SWC. However, information about SWC under 

unmeasured pressure heads is unknown. Thus, it is necessary to obtain a more complete 
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SWRC by iteratively fitting existed soil pressure head data and corresponding SWC data. In 

numerous studies, we have found that the van Genuchten model is a SWRC applicable across 

almost all types of soils, making it the most widely used soil hydraulic model. 

In this study, when soil water reaches hydrostatic equilibrium, we adopt the van Genuchten 

model as the soil hydraulic model to describe the relationship between SWC and depth. The 

expression of the van Genuchten model is as follows: 

 𝜃(ℎ) = {
𝜃𝑟 + (𝜃𝑠 − 𝜃𝑟)[1 + |𝛼ℎ|𝑛]−𝑚, ℎ < 0
𝜃𝑠                                                  , ℎ ≥ 0

 ............................. (4.1) 

where 𝜃 [m3 ∙ m−3]  represents the volumetric water content of soil, 𝜃𝑟 [m
3 ∙ m−3]  and 

𝜃𝑠 [m
3 ∙ m−3] represent respectively the residual SWC and saturated SWC, ℎ [m] stands for 

the pressure head, 𝛼 [m−1] and 𝑛 [– ] determine the shape of curve, which are related to the 

inverse of the air entry value and the width of the pore size distribution. According to Mualem 

condition, 𝑚 [– ] can be calculated from 𝑛 [– ] by using the following equation: 

 𝑚 = 1 − (1 𝑛⁄ ),     𝑛 > 1 .............................................. (4.2) 

When the depth of the underground water table is 𝑧𝑤 [m], the pressure head ℎ [m] can be 

related to the depth 𝑧 [m] by using following equation: 

 ℎ = 𝑧 − 𝑧𝑤 .......................................................... (4.3) 

4.1.2 Constructing objective function 

The goal of this chapter is to directly and simultaneously obtain the four unknown SHP (𝜃𝑟, 𝜃𝑠, 

𝛼 and 𝑛) in equation (4.1) from GPR waveform data. Therefore, we firstly set the initial values 

for the four unknown parameters. Then, the profile, which describes the change of SWC with 

depth, is calculated through soil hydraulic model. According to the Topp equation, the SWC 

can be converted to soil dielectric permittivity and the GPR simulated data of the present 

model is obtained by performing GPR forward modeling. Finally, the objective function is 

constructed using L2 norm between the simulated data and the observed data, and an 

optimization algorithm is applied to iteratively update the initial model by minimizing the 

objective function. When a certain iteration criterion is met, the iteration will stop and the 
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present obtained solution is considered as the final inversion result. The objective function is 

expressed as: 

 𝜙(𝐦) = ∑ (𝐸𝑜𝑏𝑠
𝑖 − 𝐸𝑐𝑎𝑙

𝑖 (𝐦))
2

𝑁
𝑖=1 ........................................ (4.4) 

where 𝐦 represent the inverted parameters, which include the SHP (𝜃𝑟 , 𝜃𝑠 , 𝛼  and 𝑛), the 

quality factor and the layer thickness, 𝑁 is the number of time sampling points, 𝐸𝑜𝑏𝑠
𝑖  and 𝐸𝑐𝑎𝑙

𝑖  

respectively stands for the GPR observed data and calculated data at the 𝑖𝑡ℎ sampling point. 

In our study, we firstly applied the traditional GWO algorithm to optimize our objective 

function. However, we found that the convergence factor of traditional GWO algorithm linearly 

decreases with the number of iterations during the optimization process. This may lead to 

insufficient search in the early and later stages for the algorithm. Therefore, we improved the 

traditional GWO algorithm by making its convergence factor non-linearly decreasing. And in 

order to validate the effectiveness of the improved GWO algorithm, we also applied the 

improved algorithm to optimize the objective function. 

4.1.3 Improved GWO algorithm based on sigmoid fuction 

The Sigmoid activation function, also known as the logistic function, has a geometric shape of 

an S-curve (as shown in Fig. 4.1). The Sigmoid activation function is a widely used non-linear 

function in neural networks, which can map any input value to the interval of (0, 1). It can 

normalize input values and assign them a probabilistic meaning. The expression of the Sigmoid 

activation function is as follows: 

 𝑓(𝑥) =
1

1+𝑒−𝑥
 ........................................................ (4.5) 

From Fig. 4.1, it can be seen that the sigmoid activation function 𝑓(𝑥) approaches 0 as the 

value of 𝑥  approaches negative infinity. And the 𝑓(𝑥)  approaches 1 as the value of 𝑥 

approaches positive infinity. When the value of 𝑥equals to 0, the 𝑓(𝑥) equals to 0.5, which 

means that the activation function is symmetric about the axis of (0, 0.5). 
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Figure 4.1 The shape of Sigmoid activation function 

According to the basic theory of the GWO algorithm, it is known that the coefficient vector 𝐴  

determines whether the grey wolves perform global search or local search. When |𝐴|>1, the 

grey wolves conduct global search, expand the search range for prey, and the GWO algorithm 

converge in a very fast speed. When |𝐴|<1, the grey wolves conduct local search. The grey 

wolves gradually approach the prey and target it for capture. The convergence speed of the 

GWO algorithm will become slower. Additionally, the coefficient vector 𝐴  changes linearly as 

the convergence factor 𝑎 decreases from 2 to 0. However, during the entire convergence 

process of the algorithm, it can be observed from the convergence curve that the algorithm 

does not converge linearly with the increase in the number of iterations. Therefore, the linear 

decrease behavior of the convergence factor does not entirely conform to the actual 

optimization process of the algorithm. In order to more reasonably allocate the search speed 

for each stage of the algorithm, we proposed a convergence factor based on the sigmoid 

activation function, which guides the search process of the grey wolves during the prey 

hunting stage. At the same time, the proposed convergence factor ensures the GWO 

algorithm has stronger global optimization capabilities in the early stage and achieve faster 
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convergence speed in the later stage. The improved expression of the convergence factor is 

as follows: 

 𝑎 = 𝑎𝑓𝑖𝑛𝑎𝑙 +
𝑎𝑖𝑛𝑖𝑡𝑖𝑎𝑙−𝑎𝑓𝑖𝑛𝑎𝑙

1+𝑒
(6×((

2𝑡
𝑡𝑚𝑎𝑥

)−1))

 ........................................... (4.6) 

where 𝑎𝑖𝑛𝑖𝑡𝑖𝑎𝑙 and 𝑎𝑓𝑖𝑛𝑎𝑙 respectively represent the initial and final value of the convergence 

factor, which are set to be 2 and 0. 𝑡 is the present number of iterations. And 𝑡𝑚𝑎𝑥  is the 

maximum number of iterations. The comparison of the improved convergence factor with the 

original convergence factor is shown in Fig. 4.2. 

 

Figure 4.2 The change comparison of the improved convergence factor with the original 

convergence factor. 

In Fig. 4.2, it can be observed that the original convergence factor linearly decreases from 2 to 

0 at the same rate with an increase in the number of iterations. In contrast, the improved 

convergence factor is a curve based on the shape change of the sigmoid activation function. 

In the early iterations, the convergence factor decreases slowly and maintain a relatively large 

value for a longer period. This ensures that the coefficient vector 𝐴  maintains larger values for 

a longer duration, which enhances the global search capability of the algorithm. In the later 
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iterations, the rate of decrease slows down, which allows the convergence factor to maintain 

a relatively small value for an extended period. This ensures that the coefficient vector 𝐴  

maintains smaller values for an extended duration, which improves the local search capability 

of the algorithm. In summary, the improved convergence factor balances the global and local 

search capabilities of the GWO algorithm and enhances the overall performance of the 

algorithm. 

4.1.4 The workflow for estimating SHP 

The key to optimizing the SHP inversion process based on GPR waveform data using the GWO 

algorithm lies in using the objective function established in this chapter as the fitness function 

for the optimization algorithm. Through continuous iteration, when the fitness function 

approaches zero, the optimal position of the grey wolves’ population is the final inverted SHP. 

The overall workflow is illustrated in Fig. 4.3. The overall scheme is divided into the following 

five steps: 

① Give the initial SHP (𝜃𝑟,𝜃𝑠,𝛼 and 𝑛), quality factor and the layer thickness. 

② Calculate the SWRC through the soil hydraulic model. 

③ Calculate the relative dielectric permittivity from the SWC by using the petrophysical 

relationship. 

④ Obtain the GPR waveform data in time domain by GPR forward modeling.  

⑤ Updating the initial SWC model by GWO algorithm to make the objective function close to 

the minimum value. If the stopping criterion is satisfied, the iteration will be stopped and 

obtain the final parameters. If not, backing to step ② and continue updating. 
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Figure 4.3 The workflow for SHP estimation with the proposed scheme. 

4.2 Synthetic data inversion based on traditional GWO 

Three numerical simulation experiments were designed for examining the performance of the 

proposed inversion scheme in directly estimate the SHP. In order to evaluate the performance 

of the proposed scheme as close to real conditions as possible, two typical soils were selected, 

namely sandy loam and sandy clay, and three numerical models were designed. The first two 

models are designed to simulate soil homogeneous half-space. The first model (Model A) only 

consists of sandy loam and the second model (Model B) only includes sandy clay loam. In the 

last model, two kinds of soils (sandy loam and sandy clay loam) are combined to construct the 

model (Model C). The SHP for these soils are defined according to the HYDRUS-1D software 

[184]. Table 4.1, 4.2 and 4.3 provide the SHP for theoretical Model A, Model B and Model C, 

respectively. It was assumed that the underground water table is at a depth of 0.85 m, and 

the soil below the water table is saturated. Then the SWRC are calculated through the soil 

hydraulic model. Figs. 4.4 and 4.5 present the SWRC (blue dotted line in Figs. 4.4b and 4.5b) 

and the corresponding GPR forward response (blue star dotted line in Figs. 4.4a and 4.5a) for 

the model A and model B. Fig. 4.6 shows the SWRC (blue dotted line in Fig. 4.6b) and the 

corresponding GPR forward response (blue star dotted line in Fig. 4.6a) for the model C. All 

the numerical examples were conducted with 10 tests. In each test, the size of population was 

selected to be 10 times the dimension of the solution space, and the number of iterations was 

chosen to be 2000. In order to simulate real field conditions with minimal prior information 
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constraints, a broader search space boundary for solutions was defined during the inversion 

process. The upper and the lower values of the search space depart 50% from their true values 

in all the three numerical models. 

Table 4.1 In Model A, the search space of solution, the SHP of theoretical model, the inversion 

results of synthetic data without noise, and the inversion results of synthetic data with noise. 

SHP Search space 
SHP of theoretical 

model 

Inversion results 

of synthetic data 

without noise 

Inversion results 

of synthetic 

data with noise 

𝜃𝑠 (m3/m3) 0.205-0.615 0.410 0.406 0.414 

𝜃𝑟 (m3/m3) 0.033-0.098 0.065 0.090 0.049 

𝛼 (1/m) 3.750-11.250 7.500 7.008 5.666 

𝑛 0.945-2.835 1.890 2.113 2.081 

 

 

Table 4.2 In Model B, the search space of solution, the SHP of theoretical model, the inversion 

results of synthetic data without noise, and the inversion results of synthetic data with noise. 

SHP Search space 
SHP of theoretical 

model 

Inversion results 

of synthetic data 

without noise 

Inversion results 

of synthetic 

data with noise 

𝜃𝑠 (m3/m3) 0.195-0.585 0.390 0.381 0.309 

𝜃𝑟 (m3/m3) 0.050-0.150 0.100 0.121 0.104 

𝛼 (1/m) 2.950-8.850 5.900 4.419 3.475 

𝑛 0.740-2.220 1.480 1.635 1.738 
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Table 4.3 In Model C, the search space of solution, the SHP of theoretical model, the inversion 

results of synthetic data without noise, and the inversion results of synthetic data with noise. 

SHP Search space 
SHP of theoretical 

model 

Inversion results 

of synthetic data 

without noise 

Inversion results 

of synthetic 

data with noise 

𝜃𝑠
1 (m3/m3) 0.195-0.585 0.390 0.211 0.265 

𝜃𝑠
2 (m3/m3) 0.205-0.615 0.410 0.424 0.441 

𝜃𝑟
1 (m3/m3) 0.050-0.150 0.100 0.150 0.149 

𝜃𝑟
2 (m3/m3) 0.033-0.098 0.065 0.059 0.064 

𝛼1(1/m) 2.950-8.850 5.900 8.687 3.222 

𝛼2(1/m) 3.750-11.250 7.500 10.570 6.936 

𝑛1 0.740-2.220 1.480 2.180 2.018 

𝑛2 0.945-2.836 1.890 1.886 2.157 

 

4.2.1 Synthetic data without noise 

The performance of the proposed SHP inversion scheme is firstly investigated on synthetic 

data without noise. Table 4.1, 4.2 and 4.3 present the inverted SHP based on model A, B and 

C, respectively. Figs. 4.4a, 4.5a and 4.6a present the fitting between the GPR waveform signals 

calculated based on the inverted SHP for Model A, B, and C, and the GPR waveform signals 

calculated based on the theoretical SHP. And Figs. 4.4b, 4.5b and 4.6b show the SWRC 

calculated through the inverted SHP of Model A, B and C. 

From Figs. 4.4a, 4.5a and 4.6a, it can be noted that all the GPR signal responses (red solid lines) 

calculated from the inverted SHP almost perfectly fit the GPR signal responses (blue star 

dotted lines) calculated from the theoretical SHP. And in Figs. 4.4b, 4.5b and 4.6b, it can be 
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also noted that all the calculated SWRC (red dotted lines) based on the inverted SHP still well 

fit with the calculated SWRC (blue dashed lines) based on the SHP of theoretical model. 

 

Figure 4.4 The inversion results of synthetic data without noise based on model A. a) The 

observed trace (blue star dotted line) calculated based on theoretical model and calculated 

trace (red solid line) from inverted result. b) The SWRC from true SHP of model (blue dotted 

line) and SWRC from inverted SHP of model (red solid line). 

 

Figure 4.5 The inversion results of synthetic data without noise based on model B. a) The 

observed trace (blue star dotted line) calculated based on theoretical model and calculated 

trace (red solid line) from inverted result. b) The SWRC from true SHP of model (blue dotted 

line) and SWRC from inverted SHP of model (red solid line). 
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Figure 4.6 The inversion results of synthetic data without noise based on model C. a) The 

observed trace (blue star dotted line) calculated based on theoretical model and calculated 

trace (red solid line) from inverted result. b) The SWRC from true SHP of model (blue dotted 

line) and SWRC from inverted SHP of model (red solid line). 

4.2.2 Synthetic data with noise 

In real data, the noise is inevitable. Therefore, the performance of the proposed inversion 

scheme is further tested on synthetic data with noise. A 10% of white Gaussian noise is 

introduced into the GPR data of the three models. Table 4.1, 4.2 and 4.3 also present the 

inverted SHP of model A, B and C by the proposed inversion scheme on synthetic data with 

noise. Figs. 4.7a, 4.8a and 4.9a present the fitness between the observed traces calculated 

from the theoretical SHP and calculated GPR traces from the inverted SHP of Model A, Model 

B and Model C. And Figs. 4.7b, 4.8b and 4.9b show the SWRC of model A, model B and model 

C, respectively, calculated from the inverted SHP. From Figs. 4.7a, 4.8a and 4.9a, it can be 

noted that all the calculated GPR responses (red solid lines) from the inverted SHP can still 

match the observed GPR traces (blue star dotted lines) pretty well although the noise exists 

in the GPR data. And in Figs. 4.7b, 4.8b and 4.9b, it can be also found that all the SWRC (red 

dotted lines) calculated based on the inverted SHP well fit with the SWRC (blue dotted lines) 

calculated based on the SHP of theoretical models. These results verify the efficiency of the 

proposed inversion scheme for determining the SHP based on the inversion of GPR waveform 

data although there are minor differences between the SWRC from the inverted SHP and the 
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SWRC from the SHP of theoretical models. Overall, from the results in Tables 4.1, 4.2, and 4.3, 

it can be seen that the SHP are still well inverted. 

 

Figure 4.7 The inversion results of synthetic data with noise based on model A. a) The observed 

trace (blue star dotted line) calculated based on theoretical model and calculated trace (red 

solid line) from inverted result. b) The SWRC from true SHP of model (blue dotted line) and 

SWRC from inverted SHP of model (red solid line). 

 

Figure 4.8 The inversion results of synthetic data with noise based on model B. a) The observed 

trace (blue star dotted line) calculated based on theoretical model and calculated trace (red 

solid line) from inverted result. b) The SWRC from true SHP of model (blue dotted line) and 

SWRC from inverted SHP of model (red solid line). 
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Figure 4.9 The inversion results of synthetic data with noise based on model C. a) The observed 

trace (blue star dotted line) calculated based on theoretical model and calculated trace (red 

solid line) from inverted result. b) The SWRC from true SHP of model (blue dotted line) and 

SWRC from inverted SHP of model (red solid line). 

In order to investigate the convergence of the proposed inversion scheme, Fig. 4.10 shows the 

fitness curve of the data without noise and with noise corresponding to model C. According 

to the GWO algorithm, the convergence curve should decrease rapidly in the early stages. In 

Figs. 4.10a and 4.10b, the rapid decrease of the convergence curve can be noted at the early 

stages, which assists the algorithm to explore the search space extensively. In the later stages, 

the convergence curve should be gradually reduced to a stable value, which represents the 

algorithm entry into the local search stage. We can find that the convergence curve gradually 

becomes stable and converges to zero after around the 600th iteration from the curve of data 

without noise. From the curve of data with noise, it can be found that the curve gradually 

becomes stable and converges to a constant value after approximately 1000th iteration. These 

demonstrate that the GWO shows a good balance between global exploration and local 

exploitation. The GWO algorithm also has the ability for avoiding a high local optimum and 

achieving a fast convergence simultaneously. 
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Figure 4.10 The fitness curve corresponding to Model C. a) The curve for data without noise. 

b) The curve for data with noise. 

4.3 Experimental field data inversion based on traditional GWO 

In order to further evaluate the applicability of the proposed scheme based on real condition, 

the real GPR data collected in an experimental field was analyzed using the proposed inversion 

scheme. The real data is the same as the real data collected in Chapter 2, which was collected 

by using the MALA RAMAC GPR system with a shielded antenna in fixed offset configuration. 

The central frequency of the antenna is 500 MHz. Similarly, the 700th trace was selected as the 

observed trace to realize the inversion by the proposed scheme. Fig. 4.11 shows the collected 

waveform signal. Table 4.4 provides the search space of alternative solution and the inverted 

SHP. During the inversion, the underground space is divided into 10 layers. 
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Figure 4.11 The real GPR waveform trace. 

Table 4.4 The search space of alternative solution and the inversion results for the real data. 

SHP Search space Inversion results 

𝜃𝑠
1 0.350-0.500 0.423 

𝜃𝑠
2 0.350-0.500 0.465 

𝜃𝑟
1 0.010-0.100 0.063 

𝜃𝑟
2 0.010-0.100 0.012 

𝛼1 0.100-20.000 5.381 

𝛼2 0.100-20.000 5.006 

𝑛1 1.000-10.000 2.572 

𝑛2 1.000-10.000 8.701 
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Fig. 4.12a shows the fitness between the calculated GPR trace from the inverted SHP and the 

observed GPR trace. And Fig. 4.12b presents the SWRC from the inverted SHP and the SWC 

profile measured by the Sentek sensors [180]which is installed in the experimental site for 

measuring the SWC profile. From Fig. 4.12a, it can be observed that the calculated GPR 

response (red solid line) from the final inverted solution matches reasonably well with the 

observed GPR trace (blue star dotted line), especially the main amplitudes where the match 

is quite high. And as shown Fig. 4.12b, the SWRC (red solid line) calculated from the inverted 

SHP exhibits a similar trend to the SWRC measured by Sentek sensors (blue dotted line). Below 

a depth around 0.85 m, there is no change of the SWC with increasing depth, which may be 

due to the soil becoming fully saturated below 0.85 m. 

 

Figure 4.12 The inversion results based on traditional GWO for field experimental data. a) The 

comparison between the observed trace (blue star dotted line) and calculated GPR response 

(red solid line) from inverted SHP. b) The comparison between the measured SWRC (blue 

dashed line) and SWRC (red solid line) from inverted SHP. 

4.4 Synthetic data inversion based on improved GWO 

Based on the same testing model with the traditional GWO algorithm, we tested the improved 

GWO algorithm. And we conducted 10 times test for all numerical simulation experiments. 

The population size was set to be 10 times the data dimension for each test and the number 

of iterations was set to be 1500. The upper and lower bounds of the search space for 

alternative solution were set to the left and right 50% of the SHP for theoretical models. 
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4.4.1 Synthetic data without noise 

We firstly conducted performance tests on synthetic GPR data without noise. Tables 4.5, 4.6, 

and 4.7 present the inverted SHP based on Model A, Model B, and Model C, respectively. Figs. 

4.13a, 4.14a, and 4.15a show the fitting between the calculated GPR waveform data from the 

inversion results and the observed GPR waveform data from the theoretical SHP for the three 

models. Figs. 4.13b, 4.14b, and 4.15b present the SWRC calculated from the inversion results. 

From Figs. 4.13a, 4.14a, and 4.15a, it can be observed that the calculated GPR waveform 

responses (red solid lines) from the inverted SHP match almost perfectly with the observed 

GPR waveform trace (blue star dotted lines) from the theoretical value of true models. In Figs. 

4.13b, 4.14b, and 4.15b, the results demonstrate that the SWRC (red solid lines) calculated 

from the inverted SHP show a very good match with the SWRC (blue dashed lines) calculated 

from the theoretical value of true models. 

Table 4.5 In Model A, the search space of solution, the SHP of theoretical model, the inversion 

results of synthetic data without noise, and the inversion results of synthetic data with noise. 

SHP Search space 
SHP of theoretical 

model 

Inversion results 

of synthetic data 

without noise 

Inversion results 

of synthetic data 

with noise 

𝜃𝑠 (m3/m3) 0.205-0.615 0.410 0.404 0.407 

𝜃𝑟 (m3/m3) 0.033-0.098 0.065 0.087 0.062 

𝛼 (1/m) 3.750-11.250 7.500 6.647 6.312 

𝑛 0.945-2.835 1.890 2.122 2.074 
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Table 4.6 In Model B, the search space of solution, the SHP of theoretical model, the inversion 

results of synthetic data without noise, and the inversion results of synthetic data with noise. 

SHP Search space 
SHP of theoretical 

model 

Inversion results 

of synthetic data 

without noise 

Inversion results 

of synthetic data 

with noise 

𝜃𝑠 (m3/m3) 0.195-0.585 0.390 0.388 0.393 

𝜃𝑟 (m3/m3) 0.050-0.150 0.100 0.136 0.106 

𝛼 (1/m) 2.950-8.850 5.900 5.631 4.325 

𝑛 0.740-2.220 1.480 1.606 1.732 

 

Table 4.7 In Model C, the search space of solution, the SHP of theoretical model, the inversion 

results of synthetic data without noise, and the inversion results of synthetic data with noise. 

SHP Search space 
SHP of theoretical 

model 

Inversion results 

of synthetic data 

without noise 

Inversion results 

of synthetic data 

with noise 

𝜃𝑠
1 (m3/m3) 0.195-0.585 0.390 0.227 0.321 

𝜃𝑠
2 (m3/m3) 0.205-0.615 0.410 0.396 0.454 

𝜃𝑟
1 (m3/m3) 0.050-0.150 0.100 0.149 0.148 

𝜃𝑟
2 (m3/m3) 0.033-0.098 0.065 0.069 0.053 

𝛼1(1/m) 2.950-8.850 5.900 5.160 5.721 

𝛼2(1/m) 3.750-11.250 7.500 6.070 9.650 

𝑛1 0.740-2.220 1.480 2.132 2.172 

𝑛2 0.945-2.836 1.890 2.053 1.877 

 



138 

 

 

 

 

Figure 4.13 The inversion results of synthetic data without noise based on model A. a) The 

observed trace (blue star dotted line) calculated based on theoretical model and calculated 

trace (red solid line) from inverted result. b) The SWRC from true SHP of model (blue dashed 

line) and SWRC from inverted SHP of model (red solid line). 

 

 

Figure 4.14 The inversion results of synthetic data without noise based on model B. a) The 

observed trace (blue star dotted line) calculated based on theoretical model and calculated 

trace (red solid line) from inverted result. b) The SWRC from true SHP of model (blue dashed 

line) and SWRC from inverted SHP of model (red solid line). 
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Figure 4.15 The inversion results of synthetic data without noise based on model C. a) The 

observed trace (blue star dotted line) calculated based on theoretical model and calculated 

trace (red solid line) from inverted result. b) The SWRC from true SHP of model (blue dashed 

line) and SWRC from inverted SHP of model (red solid line). 

4.4.2 Synthetic data with noise 

We further conducted tests on synthetic GPR data with noise. We added 10% Gaussian white 

noise to the GPR waveform data for the three models. Tables 4.5, 4.6, and 4.7 provide the 

inverted SHP from the data with noise. Figs. 4.16a, 4.17a, and 4.18a present the matching 

between the calculated GPR waveform responses from the inversion results and the observed 

GPR trace calculated from the theoretical value of models, while Figs.4.16b, 4.17b, and 4.18b 

show the SWRC calculated based on the inverted SHP and the SWRC calculated from the 

theoretical value of models. From Figs. 4.16a, 4.17a, and 4.18a, it can be observed that despite 

the presence of noise, the calculated GPR waveform responses (red solid lines) based on the 

inversion results still match well with the observed GPR trace (blue star dotted lines) from the 

theoretical value of models. From Figs. 4.16b, 4.17b, and 4.18b, it can be seen that the SWRC 

(red solid lines) calculated based on the inverted SHP exhibit a very good match with the SWRC 

(blue dashed lines) calculated based on the theoretical value of models. Although there are 

some differences between the SWRC calculated based on the inverted SHP and those 

calculated based on the theoretical value of models, overall, as indicated by the results in 

Tables 4.5, 4.6, and 4.7, the SHP can still be effectively inverted. 
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Figure 4.16 The inversion results of synthetic data with noise based on model A. a) The 

observed trace (blue star dotted line) calculated based on theoretical model and calculated 

trace (red solid line) from inverted result. b) The SWRC from true SHP of model (blue dashed 

line) and SWRC from inverted SHP of model (red solid line). 

 

 

Figure 4.17 The inversion results of synthetic data with noise based on model B. a) The 

observed trace (blue star dotted line) calculated based on theoretical model and calculated 

trace (red solid line) from inverted result. b) The SWRC from true SHP of model (blue dashed 

line) and SWRC from inverted SHP of model (red solid line). 
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Figure 4.18 The inversion results of synthetic data with noise based on model C. a) The 

observed trace (blue star dotted line) calculated based on theoretical model and calculated 

trace (red solid line) from inverted result. b) The SWRC from true SHP of model (blue dashed 

line) and SWRC from inverted SHP of model (red solid line). 

In order to study the convergence of the improved GWO algorithm, Fig. 4.19 shows the 

variation of fitness with the number of iterations for both noise-free and noisy data 

corresponding to Model C. From Figs. 4.19a and 4.19b, it can be observed that in the early 

iterations, the convergence curve still decreases rapidly. In the later stages, the convergence 

curve gradually stabilizes, indicating the algorithm entering the local search phase. For the 

convergence curve of noise-free data, it gradually stabilizes and tends to zero after 

approximately 500th iterations. For the noisy data, the convergence curve stabilizes and 

approximately converges to a fixed value after around 1000th iterations. 
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Figure 4.19 The comparison of fitness curve between data without noise and with noise based 

on model C. a) The fitness curve for data without noise. b) The fitness curve for data with noise. 

We compared the traditional GWO and the improved GWO based on the results of Model C. 

Table 4.8 presents the inversion results by the traditional GWO and the improved GWO. It can 

be observed that although the accuracy of the inversion results of the improved GWO is lower 

than that of the traditional GWO in some individual values, overall, the inversion results of the 

improved GWO are closer to the theoretical SHP. Figs. 4.20 and 4.21 provide the comparison 

of the inversion results and convergence curves. From Figs. 4.20a and 4.20c, it can be seen 

that both the GPR waveform responses (red solid lines) calculated from the inversion results 

of the traditional GWO and the improved GWO match perfectly with the observed GPR trace 

(blue star dotted lines) calculated from the theoretical value of Model C. In Figs. 4.20b and 

4.20d, the matching degree, between the SWRC (red dashed lines) calculated from the 

inversion results by the improved GWO and the SWRC from the theoretical value of models, 

is significantly better than that (red solid lines) obtained by the traditional GWO. 

Furthermore, from the comparison of the convergence curves in Fig. 4.21, it can be seen that 

the convergence curve of the improved GWO approaches zero after 1000th iterations, while 

the convergence curve of the traditional approaches zero after approximately 1600th 

iterations. These results indicate that the improved GWO better conforms to the nonlinear 
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search behavior of the grey wolves’ population. The improved GWO enhances the accuracy of 

soil hydraulic parameter estimation and improves the inversion speed. 

Table 4.8 In Model C, the SHP of theoretical model, the inversion results by traditional GWO, 

and the inversion results by improved GWO. 

SHP Theoretical SHP 
Inversion results by 

traditional GWO 
Inversion results by 

improved GWO 

𝜃𝑠
1 (m3/m3) 0.390 0.265 0.321 

𝜃𝑠
2 (m3/m3) 0.410 0.441 0.454 

𝜃𝑟
1 (m3/m3) 0.100 0.149 0.148 

𝜃𝑟
2 (m3/m3) 0.065 0.064 0.053 

𝛼1(1/m) 5.900 3.222 5.721 

𝛼2(1/m) 7.500 6.936 9.650 

𝑛1 1.480 2.018 2.172 

𝑛2 1.890 2.157 1.877 
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Figure 4.20 The comparison of inversion results between the traditional GWO and the 

improved GWO based on Model C. a) The calculated GPR response based on the inversion 

results of traditional GWO. b) The SWRC calculated based on inversion results of traditional 

GWO. c) The calculated GPR response based on the inversion results of improved GWO. d) The 

SWRC calculated based on inversion results of improved GWO. 

 

Figure 4.21 The comparison of fitness curve between the traditional GWO and the improved 

GWO. a) The fitness curve for traditional GWO. b) The fitness curve for the improved GWO. 
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4.5 Experimental field data inversion based on improved GWO 

Similarly, we applied the improved GWO to optimize the inversion process based on the real 

GPR waveform data. In order to realize the comparison, the GPR waveform data is the same 

as that used in the optimization process with the traditional GWO, which is the 700th trace of 

the data profile. Table 4.9 presents the search space and the inverted results of the SHP. 

Table 4.9 The search space for alternative solution and the inverted results of real data. 

SHP Search space Inverted results 

𝜃𝑠
1(m3/m3) 0.350-0.500 0.350 

𝜃𝑠
2(m3/m3) 0.350-0.500 0.3816 

𝜃𝑟
1(m3/m3) 0.010-0.100 0.013 

𝜃𝑟
2(m3/m3) 0.010-0.100 0.022 

𝛼1(1/m) 0.100-20.000 2.688 

𝛼2(1/m) 0.100-20.000 4.498 

𝑛1 1.000-10.000 2.940 

𝑛2 1.000-10.000 6.017 

Fig. 4.22a illustrates the fitting between the calculated GPR response from the inverted SHP 

and the observed GPR trace. Fig. 4.22b displays the SWRC calculated from the inverted SHP 

and the SWRC measured by the Sentek sensor. From Fig. 4.22a, it can be observed that the 

calculated GPR response (red solid line) still matches well with the observed GPR trace (blue 

star dotted line). As shown in Fig. 4.22b, the SWRC (red solid line) calculated from the inversion 

results still exhibits a similar trend to the SWRC (blue dashed line) measured by the Sentek 

sensor. 
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Figure 4.22 The inversion results based on improved GWO for experimental field data. a) The 

comparison between the observed trace (blue star dotted line) and calculated GPR response 

(red solid line) from inverted SHP. b) The comparison between the measured SWRC (blue 

dashed line) and SWRC (red solid line) from inverted SHP. 

4.6 Conclusions 

This chapter proposed a scheme for direct and high-precision estimation of SHP based on GPR 

waveform data, and further studied the estimation of SHP by using improved GWO to optimize 

GPR waveform inversion. First, this chapter introduced the basic theories and workflow 

involved in this study, including soil hydraulic models that link SHP and SWC, the construction 

of objective function, as well as the improvement of the GWO based on the sigmoid function. 

Then, three numerical experiments are designed based on HYDRUS-1D software. The 

underground structures of the first two experiments are uniform half-space models that only 

contain one kind of soil, and the third model combines the soils used in the first two models 

to design a two-layer underground structure with two kinds of soils distributed up and down. 

The standard GWO is first applied to these three numerical experiments to optimize the 

inversion process based on both noise-free and noisy GPR waveform data, and verified the 

effectiveness of direct determination of SHP. At the same time, in order to demonstrate the 

applicability of the proposed scheme, the scheme of directly estimating SHP by GPR waveform 

inversion optimized by the standard GWO is also applied to the real data collected from the 

SCERES experimental site. Afterwards, the improved GWO is applied to these three numerical 

experiments to optimize the inversion processes still based on both noise-free and noisy GPR 

waveform data, which verified the effectiveness of the improved scheme. Meanwhile, a 
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comparison is made between the optimization of the standard GWO and the improved GWO. 

The results showed that the improved GWO improves the estimation accuracy of SHP in the 

optimization process while also enhancing the computational efficiency of the proposed 

scheme. Finally, the scheme of directly estimating SHP by GPR waveform inversion optimized 

by the improved GWO is also applied to the real data collected from the SCERES experimental 

site, which still demonstrated the effectiveness of the improved scheme. 
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Conclusions and perspectives 
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The GPR is highly sensitive to changes in SWC, making it a promising geophysical method for 

direct, non-destructive estimation and monitoring of soil hydrodynamics. However, most 

current researches using GPR to estimate SWC and SHP mainly utilizes partial information 

from GPR data, such as travel time information. In reality, changes in SWC not only affect the 

travel time of GPR data but also influence the amplitude and phase information. In traditional 

GPR inversion, a lot of studies have shown that inverting electrical parameters based on GPR 

waveform data is more accurate than inversion based on travel time data. Therefore, it is 

possible to improve the accuracy of direct, non-destructive estimation of SWC and SHP by fully 

utilizing the information in GPR data and performing inversion based on GPR waveform data. 

The purpose of this thesis is to develop a technique for directly estimating SWC and SHP by 

using swarm intelligence GWO algorithm to optimize GPR waveform inversion. Additionally, 

to achieve high-precision monitoring of dynamic changes in SWC, a high-precision monitoring 

technique for SWC change based on time-lapse GPR waveform inversion was developed by 

incorporating the double-difference method. In this thesis, we also enhanced the 

computational efficiency and accuracy of determining SHP based on GPR waveform data by 

improving the standard GWO algorithm, providing a powerful tool for research in hydrology, 

agriculture, and soil science. 

Based on the researches in this thesis, we have drawn the following conclusions: 

1. Compared with most of the current researches which only use the partial information in the 

GPR data like travel time. By simultaneously utilizing the travel time, amplitude, and phase 

information in GPR data and constructing an objective function based on the entire GPR 

waveform data, the GWO algorithm was used for the first time to optimize the objective 

function for the estimation of SWC. This proposed approach improves the accuracy of SWC 

estimation and allows for the determination of SWC in deeper soil layers. Numerical 

experiments and applications on field data initially validated the effectiveness of the proposed 

scheme. Uncertainty analysis for the parameters inverted from numerical experiments and 

field data was also conducted to analyze the sensitivity of GPR data to the derived parameters. 

Furthermore, a comparison with the PSO algorithm demonstrated that the computational 

efficiency and accuracy of the GWO algorithm are superior to those of the PSO algorithm. 

Therefore, using the GWO algorithm for GPR waveform inversion to estimate SWC is both 

effective and applicable. 



150 

 

2. In order to fully understand the movement of water and solutes in soil, it is necessary to 

monitor the changes of SWC. This thesis designed two types of experiments: imbibition and 

drainage experiment, and infiltration experiment. The imbibition and drainage experiment 

aimed to simulate changes in SWC in the unsaturated zone during groundwater level 

fluctuations. The infiltration experiment aimed to simulate changes in SWC during surface 

water infiltration into the ground under rainfall conditions. In the imbibition and drainage 

experiment, GPR profiles were collected at different time points. From the processed GPR 

profiles at different time points, we preliminarily observed the influence of SWC changes on 

GPR signals. In the infiltration experiment, we preliminarily tracked the migration trajectory 

of the wetting front from the collected and processed GPR profile. To further quantify changes 

in SWC, the proposed scheme based on GPR waveform inversion for estimating SWC was 

applied to both types of measured data. The results indicated that the proposed scheme can 

quantitatively monitor the dynamic changes in SWC. 

3. During the infiltration experiment, surface soil firstly reaches saturation due to the water 

infiltration from the surface, leading to a reduction in the amplitude of deeper waveforms, 

sometimes making them difficult to identify. This affects the accuracy of quantitative SWC 

monitoring. Therefore, this thesis proposed a high-precision monitoring technique for the 

SWC changes based on the double-difference time-lapse GPR waveform inversion. We 

demonstrated that the double-difference time-lapse GPR waveform inversion could achieve 

high-precision monitoring of SWC changes by applying the proposed technique to the 

infiltration experiment data. 

4. Most current researches on estimating SHP using GPR mainly focuses on travel time 

information from GPR data. This thesis proposed a technology for directly estimating SHP 

based on GPR waveform inversion with GWO algorithm. A series of numerical experiments 

and applications on field data proved the effectiveness and applicability of the proposed 

scheme. By the proposed scheme, we can directly estimate the SHP from the entire GPR 

waveform data. In real condition, this will save times and be less invasive for soil, especially 

for high-dimensional measurement like 2D. 

5. In the process of estimating SHP using GPR waveform inversion optimized by the GWO 

algorithm, it was found that the convergence factor controlling the optimization process of 

the standard GWO algorithm decreases linearly with increase in iterations. However, 
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according to the principles of GWO algorithm, the convergence curve should decrease rapidly 

in the early stage of iterations to ensure that the wolf group conducts a thorough global search. 

In the later stage of iterations, the convergence curve flattens and eventually converges to a 

fixed value to ensure that the wolf group can find the optimal solution. The entire process is 

a nonlinear search process, but using a linear convergence factor will reduce search efficiency 

and accuracy. This thesis improved the convergence factor of the GWO algorithm based on 

the Sigmoid function. The convergence factor will decrease non-linearly, which ensures 

sufficient global search in the early stage of iteration and searches the optimal solution in the 

later stage of iterations, thereby improving the efficiency and accuracy of the GWO algorithm. 

We compared the improved GWO algorithm with standard GWO algorithm, which 

demonstrates that the improved GWO algorithm is superior in both computational efficiency 

and accuracy. 

Although it has a long history for studying the soil hydrodynamics based on GPR, the research 

in this area is still not sufficient. In this thesis, we proposed to use the entire GPR waveform 

data to estimate and monitor the SWC and determine the SHP. In real and future research, we 

can improve the estimation and monitoring accuracy of SWC, as well as the estimation 

accuracy of SHP. However, there remains significant space for further exploration. During our 

research, we also encountered several problems, and we could study in the future from the 

following aspects: 

1. The SWC is not only unevenly distributed in the vertical space but also in the horizontal 

space. Therefore, in future research, it is necessary to consider the lateral heterogeneity of 

SWC to more accurately monitor changes in SWC and simulate the soil water movement. In 

addition, we only applied the proposed scheme on the unsaturated sandy soils. In the sandy 

soil, the water moves fast. However, in most of the real condition, it is difficult for the water 

to move in the soil. Therefore, we need to extend the proposed scheme to more kinds of soils 

and field data for validating the efficient of the proposed scheme. 

2. In the process of forward modeling in our study, the calculations at each step are 

independent of each other. In the future, it is necessary to firstly construct a comprehensive 

forward modeling equation that directly derives GPR data from SWC and SHP, and then 

directly invert SWC and SHP. This inversion process will minimize the errors introduced by 

intermediate processes. 
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3. With the rapid development of deep learning, we can integrate deep learning algorithms to 

directly estimate SWC and SHP through GPR waveform inversion in the future. 
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Résumé 

 

La zone critique de la Terre (CZO) est une région perméable située près de la surface terrestre, 

qui fournit un soutien essentiel à la vie et aux activités humaines de production. L'étude de la 

zone critique de la Terre a été considérée comme l'un des sujets les plus captivants dans le 

domaine des sciences de la Terre par le Conseil national de recherche des États-Unis au 21ème 

siècle. Les ressources en eau douce disponibles pour la production quotidienne humaine et la 

vie ne représentent qu'environ 2,5 % du volume mondial d'eau, et 30 % de ces ressources en 

eau douce sont constituées par les eaux souterraines. Par conséquent, comprendre la 

distribution des eaux souterraines est crucial pour maintenir la survie et le développement 

humains. 

La zone vadose, également connue sous le nom de zone non saturée, est la zone située entre 

la surface du sol et la nappe phréatique. C'est un canal critique pour l'échange entre l'eau de 

surface et les eaux souterraines. En tant que zone d'interaction la plus complexe et sensible 

au sein de la zone critique de la Terre, la zone vadose fournit un soutien essentiel aux espèces 

et aux activités humaines et influence considérablement l'environnement écologique. Il est 

donc important de simuler et de surveiller les changements spatiotemporels de l'eau du sol 

au sein de la zone vadose pour la protection écologique et le développement durable. 

Le contenu en eau du sol (SWC) et les propriétés hydrauliques du sol (SHP) sont des facteurs 

importants pour décrire le transport de l'eau et des solutés dans la zone vadose. Les méthodes 

traditionnelles de laboratoire pour mesurer le SWC et le SHP sont non seulement laborieuses 

et consommatrices de ressources, mais aussi particulièrement problématiques lors de l'étude 

des sols non saturés profonds, où l'obtention d'échantillons est particulièrement difficile. 

D'autres méthodes, telles que la résonance temporelle du domaine (TDR) pour mesurer le 

SWC, nécessitent l'installation de capteurs dans le sol, ce qui peut être invasif pour le sol et 

limité en échelle, en plus d'être consommateur de main-d'œuvre et de ressources. Il est donc 

nécessaire de trouver des méthodes efficaces et non invasives, telles que des techniques 

géophysiques, pour estimer le SWC et le SHP dans la zone vadose. Parmi les diverses méthodes 
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géophysiques, le radar à pénétration de sol (GPR) se distingue par sa grande sensibilité aux 

changements d'eau du sol, ce qui en fait un outil prometteur pour estimer et surveiller le SWC. 

Dans le premier chapitre de cette étude, nous examinons principalement les développements 

dans l'estimation et la surveillance du SWC, ainsi que les développements dans la 

détermination du SHP. Nous commençons par introduire les principes du GPR, y compris la 

théorie de base du GPR et les modes de mesure du GPR couramment utilisés pour l'estimation 

du SWC et du SHP. Ensuite, nous passons en revue les développements dans l'estimation et la 

surveillance du SWC à travers différents systèmes GPR et d'autres méthodes avancées, telles 

que la méthode d'Amplitude d'Enveloppe Moyenne (AEA) et la méthode de Déplacement de 

Fréquence. Enfin, nous résumons les développements dans la détermination du SHP basés sur 

différents types de données GPR. Cette revue peut fournir une compréhension complète de 

l'estimation et de la surveillance du SWC, ainsi que de la détermination du SHP. En même 

temps, cette revue offre également une inspiration pour notre recherche. Cependant, il est à 

noter que la plupart des études actuelles utilisant le GPR pour déterminer le SWC et le SHP se 

concentrent uniquement sur l'utilisation du temps de parcours ou des informations 

d'amplitude des données GPR. Dans la recherche pratique, il a été observé que le changement 

dans le SWC n'affecte pas seulement le temps de parcours des signaux GPR, mais influence 

également l'amplitude et la phase des données GPR. De plus, des études d'inversion ont 

montré que l'inversion basée sur les formes d'onde peut fournir des informations de 

paramètres plus précises par rapport aux inversions basées uniquement sur des données de 

temps de parcours. Par conséquent, il est nécessaire d'utiliser les données de forme d'onde 

GPR, qui incluent des informations sur le temps de parcours, l'amplitude et la phase, pour 

améliorer l'exactitude de l'estimation du SWC et du SHP. De plus, lors de la surveillance de 

l'infiltration par GPR, le sol de surface atteint d'abord la saturation, ce qui amplifie l'amplitude 

de l'onde directe dans les données GPR et diminue l'amplitude du signal provenant des 

couches plus profondes, rendant parfois leur identification difficile. 

Pour répondre à ces problèmes, l'objectif global de cette thèse est d'explorer la faisabilité de 

caractériser la dynamique de l'eau du sol dans un sol sablonneux non saturé, en mettant 

particulièrement l'accent sur le développement d'un schéma pour estimer et surveiller le SWC 
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et déterminer le SHP basé sur l'inversion des formes d'onde GPR en temps-laps. Cette étude 

a réalisé trois recherches principales, qui sont détaillées dans trois chapitres : 

Dans le deuxième chapitre, nous proposons un schéma d'estimation du SWC novateur et 

efficace basé sur l'inversion des formes d'onde GPR avec l'algorithme GWO inspiré du 

comportement social des loups gris dans la nature. Cette approche utilise pleinement 

l'énorme quantité d'informations contenues dans les données GPR, facilitant ainsi une 

compréhension plus précise des niveaux de SWC en subsurface. Dans la section 2.1, nous 

introduisons d'abord les fondements théoriques du processus de recherche nécessaire pour 

estimer le SWC par GPR, y compris la relation pétrophysique et comment obtenir les signaux 

d'écho GPR à partir des équations de Maxwell et de l'équation des ondes électromagnétiques. 

Afin d'étudier l'impact du SWC sur les données GPR et d'évaluer et surveiller le SWC par le 

biais du GPR, une relation pétrophysique est requise pour convertir le SWC en propriétés 

électriques du sol. Dans cette étude, nous n'avons pas tenu compte de l'effet de la 

conductivité et nous nous sommes uniquement concentrés sur la permittivité diélectrique 

relative. Comparé à la conductivité, la permittivité diélectrique relative est plus sensible aux 

changements de SWC. Nous avons sélectionné l'équation de Topp pour relier le SWC 

volumétrique à la permittivité diélectrique relative du sol. Après avoir obtenu la permittivité 

diélectrique relative du sol, nous pouvions fournir le modèle de propriété électrique du milieu 

pour réaliser la modélisation directe GPR. Ensuite, nous avons introduit la théorie de 

l'inversion. En géophysique, le problème inverse consiste à inverser les modèles souterrains à 

partir des données observées. En construisant une fonction objective en combinant les 

données calculées et les données observées, les modèles finaux peuvent être obtenus en 

optimisant progressivement la fonction objective à l'aide d'un algorithme d'optimisation. Dans 

cette étude, le problème inverse se réfère au processus d'estimation du SWC à partir des 

données de forme d'onde GPR. Comme cette étude implique l'inversion simultanée de 

plusieurs types de paramètres, l'algorithme d'optimisation basé sur le gradient traditionnel 

nécessite une grande quantité de calcul et est affecté par les différences d'ordre de grandeur 

des paramètres, tandis que l'algorithme d'optimisation local a tendance à tomber dans les 

minima locaux. Par conséquent, cette étude utilise l'algorithme GWO d'intelligence collective 

globale pour éviter le besoin de calcul de gradient. Semblable à l'optimisation de swarm partiel 

(PSO), l'algorithme GWO est inspiré de la hiérarchie sociale stricte et du comportement de 
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chasse du groupe de loups gris dans la nature. Enfin, l'ensemble du processus d'estimation du 

SWC est divisé en cinq étapes : ① Sélectionner les données observées dans le domaine 

temporel. ② Définir le modèle initial du SWC, du facteur de qualité et de l'épaisseur de la 

couche. Calculer les paramètres électriques correspondants sur la base des relations 

pétrophysique et obtenir les données de forme d'onde GPR pour le modèle théorique par le 

biais de la modélisation directe. ③ Construire la fonction objective sur la base des données 

observées et des données calculées dans le domaine temporel. ④ Optimiser la fonction 

objective par GWO et mettre à jour les paramètres du modèle initial pour rapprocher la 

fonction objective de la valeur minimale. ⑤ Produire le SWC final, le facteur de qualité et 

l'épaisseur de la couche lorsque les critères d'arrêt de l'itération sont satisfaits. Sinon, 

retourner à l'étape ② et continuer les mises à jour itératives. Dans la section 2.2, nous avons 

introduit le site expérimental SCERES, où la collecte de données sur le terrain a été réalisée 

dans cette étude. Ce site expérimental est spécifiquement conçu pour la recherche 

expérimentale hydrologique et est adapté à l'étude de la plupart des problèmes hydrologiques 

statiques et dynamiques. Dans la section 2.3, afin de tester la performance du schéma proposé, 

nous avons conçu deux types d'expériences numériques, comprenant six exemples 

numériques. Les trois premiers modèles sont des modèles simples à quatre couches utilisés 

pour tester les performances préliminaires du schéma proposé. Pour mieux approcher les 

variations de gradient dans le SWC, trois modèles à neuf couches ont été construits en utilisant 

le logiciel de modélisation hydrologique HYDRUS-1D, et le dernier modèle a été construit en 

utilisant les données de SWC mesurées par des capteurs Sentek sur le terrain expérimental. 

Nous avons d'abord testé le schéma proposé sur des données de forme d'onde GPR 

synthétiques sans bruit basées sur des modèles simples. Les résultats de toutes les six 

expériences numériques démontrent que le schéma proposé peut déterminer avec précision 

et sans destruction le SWC. De plus, une analyse d'incertitude des paramètres d'inversion a 

été réalisée. Pour vérifier davantage la supériorité du schéma proposé, nous avons comparé 

les résultats inversés du schéma proposé basé sur l'algorithme GWO avec les résultats inversés 

basés sur l'algorithme PSO. Nous avons également comparé les résultats obtenus à partir du 

schéma d'inversion SWC proposé basé sur les données de forme d'onde GPR avec les résultats 

basés sur les données de temps de parcours GPR. Dans la section 2.4, afin de valider davantage 

l'applicabilité du schéma proposé, nous l'avons appliqué aux données de forme d'onde GPR 
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réelles collectées sur le site expérimental SCERES et avons effectué une estimation 1D et 2D 

du SWC. Nous avons également découvert que le SWC n'est pas seulement réparti de manière 

inégale verticalement mais aussi de manière hétérogène horizontalement. Dans les études 

futures, l'hétérogénéité de la distribution du SWC dans la direction horizontale est également 

un enjeu clé qui mérite une attention particulière. Cette recherche fournit une approche 

potentielle pour une détermination précise et non intrusive du SWC en utilisant l'inversion 

des données de forme d'onde GPR basée sur l'algorithme GWO. 

Dans le troisième chapitre, nous avons effectué une surveillance de haute précision des 

changements dynamiques du SWC basée sur l'inversion des formes d'onde GPR en temps-laps 

à haute résolution. En combinant l'inversion en temps-laps utilisant la méthode de double 

différence avec le schéma technique proposé dans le deuxième chapitre, nous avons introduit 

une technique pour surveiller précisément les changements dynamiques du SWC basée sur 

l'inversion des formes d'onde GPR en temps-laps avec la méthode de double différence. Dans 

la section 3.1, nous avons d'abord introduit les théories de base de l'inversion en temps-laps. 

L'objectif de l'inversion en temps-laps est de caractériser les changements dynamiques du 

milieu dans la zone cible souterraine en décrivant les variations des paramètres à différents 

moments. Il existe trois stratégies d'inversion en temps-laps couramment utilisées : la 

stratégie d'inversion individuelle, la stratégie d'inversion continue et la stratégie d'inversion 

par double différence. Dans l'inversion individuelle en temps-laps, le même modèle initial est 

d'abord utilisé pour inverser indépendamment les paramètres basés sur les données de 

référence observées et les données de surveillance. Les résultats d'inversion des données de 

référence sont ensuite soustraits des résultats d'inversion des données de surveillance pour 

obtenir les changements de paramètres dans la zone cible. Lorsque les changements des 

données sont faibles entre différents moments, l'objectif de l'inversion est d'estimer plus 

précisément les changements de paramètres dans la zone cible tout en essayant d'éviter les 

artefacts en temps-laps en dehors de la zone cible. Par conséquent, il est judicieux d'utiliser 

les résultats d'inversion obtenus à partir du précédent moment temporel comme modèle 

initial pour l'inversion au moment temporel suivant. Cette inversion en temps-laps est appelée 

inversion continue en temps-laps. L'inversion en temps-laps par double différence peut être 

considérée comme une amélioration supplémentaire de la méthode d'inversion continue en 

temps-laps. La méthode utilise les données de modélisation directe des résultats d'inversion 
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des données de référence au moment précédent, ainsi que les différences dans les données 

de surveillance collectées à deux moments consécutifs, pour construire les données de forme 

d'onde GPR pour l'inversion. Cette approche vise à minimiser les effets en dehors de la zone 

cible, à améliorer la précision de l'inversion des paramètres au sein de la zone cible et a une 

valeur significative pour analyser et surveiller les changements dynamiques du SWC. Ensuite, 

deux types d'expériences ont été conçues sur le site expérimental SCERES. Un type simule la 

distribution spatiale et les changements dynamiques dans le SWC pendant les variations 

dynamiques du niveau de la nappe phréatique, et l'autre simule la migration de l'eau et la 

distribution spatiale ainsi que les changements dynamiques dans le SWC lors de l'infiltration 

des précipitations depuis la surface. Dans la section 3.2, nous avons d'abord appliqué 

l'inversion individuelle en temps-laps aux données GPR mesurées pour surveiller les 

changements dynamiques dans le SWC lors des expériences d'imprégnation et de drainage. 

Nous avons d'abord sélectionné cinq points temporels distincts et analysé les changements 

dans le SWC et le mouvement du front humide dans le sol lors de l'expérience d'imprégnation. 

Grâce à l'analyse globale des profils GPR, il peut être observé que l'augmentation globale du 

SWC due à la montée du niveau d'eau affecte les signaux dans les profils GPR. Afin d'observer 

plus clairement, des traces individuelles ont été sélectionnées et analysées à partir de chaque 

radargramme au même endroit. À partir des traces individuelles, le temps d'arrivée de la 

réflexion de deux couches de sable se déplace vers des temps ultérieurs lorsque la nappe 

phréatique monte jusqu'à la limite de deux couches de sable. Lors des expériences de drainage, 

le mouvement du temps d'arrivée est plus clair. Ensuite, nous avons appliqué le schéma 

d'inversion proposé sur chaque trace lors des expériences d'imprégnation et de drainage. À 

partir des résultats d'inversion, nous pouvons observer le changement du SWC pendant les 

expériences d'imprégnation et de drainage. Les résultats montrent que la technique de 

surveillance du SWC proposée basée sur les données de forme d'onde GPR en temps-laps peut 

surveiller efficacement les changements du SWC à l'échelle du terrain. Dans la section 3.3, 

nous avons d'abord analysé le profil GPR collecté lors de l'expérience d'infiltration. Pour le 

profil GPR collecté, nous pouvons surveiller le mouvement du front humide. Ensuite, nous 

avons appliqué l'inversion individuelle en temps-laps aux données GPR mesurées lors des 

expériences d'infiltration. Cependant, nous avons constaté que pour l'expérience d'infiltration 

de précipitations, lorsque l'eau s'infiltre depuis la surface, cela renforce l'amplitude de l'onde 
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directe du GPR, rendant difficile l'identification des signaux profonds. Par conséquent, nous 

avons introduit l'inversion en temps-laps par double différence. Les résultats montrent que 

l'inversion des formes d'onde GPR en temps-laps peut surveiller les changements dynamiques 

du SWC avec une grande précision, capturant la migration de l'eau en temps réel dans le sol. 

De plus, l'inversion en temps-laps par double différence peut surveiller les changements 

dynamiques du SWC plus précisément lors de l'infiltration des précipitations. 

Dans le quatrième chapitre, nous avons étendu le schéma d'inversion proposé au deuxième 

chapitre et avons proposé un schéma d'inversion pour l'estimation directe et de haute 

précision des paramètres hydrauliques du sol (SHP) basé sur les données d'onde GPR. 

Cependant, au cours du processus d'inversion, nous avons constaté que le facteur de 

convergence du GWO standard est linéaire, ce qui ne correspond pas aux caractéristiques non 

linéaires du processus d'optimisation pour le GWO. Par conséquent, nous avons amélioré le 

GWO pour améliorer la précision d'évaluation de l'estimation des SHP. Dans la section 4.1, 

nous avons d'abord introduit les nouvelles théories de base et le flux de travail impliqués dans 

ce chapitre. Le nouveau contenu de cette section par rapport au chapitre 2 comprend les 

modèles hydrauliques du sol, la construction de la fonction objective, ainsi que l'amélioration 

du GWO basée sur la fonction sigmoïde. Pour estimer les paramètres hydrauliques du sol, 

nous devons d'abord appliquer un modèle pour relier les paramètres hydrauliques du sol à la 

teneur en eau du sol (SWC). Dans cette étude, nous avons utilisé le modèle de van Genuchten 

comme modèle hydraulique du sol pour décrire la relation entre le SWC et la tête de pression. 

Lorsque nous connaissons la profondeur de la nappe phréatique souterraine, nous pouvons 

transférer la tête de pression à la profondeur, ce qui nous permet d'obtenir la relation entre 

le SWC et la profondeur. En utilisant l'équation de Topp, nous pouvons obtenir la relation 

entre la profondeur et la permittivité diélectrique relative, qui est utilisée comme modèle 

pour la modélisation directe GPR. Lors de l'inversion pour estimer les paramètres hydrauliques 

du sol, une fonction objective est toujours nécessaire. En tant que fonction objective pour 

l'estimation du SWC, nous avons construit la fonction objective en utilisant la norme L2 entre 

les données simulées et les données observées, et un algorithme d'optimisation est appliqué 

pour mettre à jour itérativement le modèle initial en minimisant la fonction objective. Le 

schéma global est divisé en cinq étapes suivantes : ① Donner le SHP initial, le facteur de 

qualité et les épaisseurs de couche. ② Calculer la SWRC à travers le modèle hydraulique du 
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sol. ③ Calculer la permittivité diélectrique relative à partir du SWC en utilisant la relation 

pétrophysique. ④ Obtenir les données d'onde GPR dans le domaine temporel par 

modélisation directe GPR. ⑤ Mettre à jour le modèle SWC initial par l'algorithme GWO pour 

rapprocher la fonction objective de la valeur minimale. Si le critère d'arrêt est satisfait, 

l'itération sera arrêtée et les paramètres finaux seront obtenus. Sinon, revenir à l'étape ② et 

continuer la mise à jour. Dans la section 4.2, nous avons conçu trois expériences numériques 

basées sur le logiciel HYDRUS-1D pour tester l'efficacité du schéma proposé. Les structures 

souterraines des deux premières expériences sont des modèles de demi-espace uniforme 

contenant uniquement un type de sol, et le troisième modèle combine les sols utilisés dans 

les deux premiers modèles pour concevoir une structure souterraine à deux couches avec 

deux types de sols répartis en haut et en bas. Le GWO standard est d'abord appliqué à ces 

trois expériences numériques pour optimiser le processus d'inversion basé sur des données 

d'onde GPR à la fois sans bruit et avec bruit. Pour tous les résultats des exemples numériques, 

les données GPR calculées peuvent correspondre assez bien aux données GPR observées, bien 

que du bruit existe dans les données GPR. De plus, toutes les courbes de rétention d'eau du 

sol (SWRC) calculées sur la base des SHP inversés s'ajustent bien aux SWRC calculées sur la 

base des SHP des modèles théoriques. Ces résultats ont vérifié l'efficacité de la détermination 

directe des SHP à partir des données d'onde GPR. En même temps, nous avons également 

examiné la convergence du schéma d'inversion proposé basé sur le troisième modèle. Ces 

résultats de convergence démontrent que le GWO montre un bon équilibre entre exploration 

globale et exploitation locale. L'algorithme GWO a également la capacité d'éviter un optimum 

local élevé et d'atteindre une convergence rapide simultanément. Dans la section 4.3, afin de 

démontrer l'applicabilité du schéma proposé, le schéma d'estimation directe des SHP par 

l'inversion d'onde GPR optimisé par le GWO standard est également appliqué aux données 

réelles collectées sur le site expérimental SCERES. Les résultats ont montré que les données 

GPR calculées à partir de la solution finale inversée correspondent raisonnablement bien aux 

données GPR observées, en particulier les amplitudes principales où la correspondance est 

assez élevée. Et la SWRC calculée à partir des SHP inversés présente une tendance similaire à 

la SWRC mesurée par les capteurs Sentek. Dans la section 4.4, le GWO amélioré est appliqué 

à ces trois expériences numériques pour optimiser les processus d'inversion encore basés sur 

des données d'onde GPR à la fois sans bruit et avec bruit, ce qui a vérifié l'efficacité du schéma 
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d'inversion amélioré. Parallèlement, une comparaison est faite entre l'optimisation du GWO 

standard et celle du GWO amélioré. Les résultats ont montré que le GWO amélioré améliore 

la précision d'estimation des SHP dans le processus d'optimisation tout en augmentant 

l'efficacité computationnelle du schéma proposé. Dans la section 4.5, le schéma d'estimation 

directe des SHP par l'inversion d'onde GPR optimisé par le GWO amélioré est également 

appliqué aux données réelles collectées sur le site expérimental SCERES, ce qui a également 

démontré l'efficacité du schéma amélioré. 

En résumé, ces résultats de recherche fournissent un soutien théorique et technique pour 

l'estimation de haute précision du SWC et des SHP utilisant des données d'onde GPR. Sur la 

base de ces recherches, nous avons tiré les conclusions suivantes : 

1. Contrairement à la plupart des études actuelles qui s'appuient sur des données GPR 

partielles comme le temps de trajet ou l'amplitude, cette recherche utilise simultanément les 

informations sur le temps de trajet, l'amplitude et la phase. En construisant une fonction 

objective basée sur les données d'onde GPR complètes et en appliquant l'algorithme GWO 

pour l'optimisation, la précision de l'estimation du SWC est significativement améliorée. Cette 

méthode permet de déterminer le SWC dans des couches de sol plus profondes. Les 

expériences numériques et les applications sur le terrain valident l'efficacité de cette approche. 

Des analyses d'incertitude ont été menées pour examiner la sensibilité des données GPR aux 

paramètres dérivés, et des comparaisons avec l'algorithme PSO indiquent que l'algorithme 

GWO est supérieur tant en efficacité computationnelle qu'en précision. 

2. Comprendre le mouvement de l'eau et des solutés dans le sol nécessite de surveiller les 

changements de SWC. La thèse a conçu deux expériences : l'imbibition et le drainage, et 

l'infiltration. La première simule les changements de SWC lors des fluctuations du niveau de 

la nappe phréatique, tandis que la seconde examine les changements de SWC lors de 

l'infiltration d'eau de surface. Les profils GPR collectés à différents moments ont révélé 

l'influence des changements de SWC sur les signaux GPR. Le schéma proposé pour l'estimation 

du SWC a été appliqué aux deux expériences, démontrant sa capacité à surveiller 

quantitativement les changements dynamiques du SWC. 

3. Lors de l'expérience d'infiltration, la saturation du sol de surface due à l'infiltration d'eau 

peut réduire l'amplitude des ondes plus profondes, compliquant la surveillance quantitative 

du SWC. Pour remédier à cela, la thèse a introduit une technique de surveillance de haute 
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précision utilisant l'inversion des ondes GPR à double différence dans le temps, qui a montré 

son efficacité à surveiller les changements de SWC dans les données de l'expérience 

d'infiltration. 

4. La plupart des recherches sur l'estimation des SHP à l'aide de GPR se concentrent sur le 

temps de trajet. Cette thèse présente une approche novatrice pour estimer directement les 

SHP par l'inversion des ondes GPR utilisant l'algorithme GWO. Les expériences numériques et 

les applications de données sur le terrain confirment l'efficacité de cette méthode, qui facilite 

l'estimation directe des SHP à partir de données d'onde GPR complètes, économisant du 

temps et étant moins invasive, en particulier dans des mesures à haute dimension comme 2D. 

5. L'étude a révélé que le facteur de convergence dans l'algorithme GWO standard diminue 

de manière linéaire avec les itérations, ce qui entrave l'efficacité de la recherche. La thèse 

propose une amélioration basée sur la fonction sigmoïde, permettant une diminution non 

linéaire du facteur de convergence. Cet ajustement assure une recherche globale efficace lors 

des premières itérations et une recherche optimale de solutions par la suite, améliorant à la 

fois l'efficacité et la précision par rapport à l'algorithme GWO standard. 

Malgré les avancées dans les études sur l'hydrodynamique du sol basée sur le GPR, des 

explorations supplémentaires sont nécessaires. Les recherches futures devraient prendre en 

compte les aspects suivants : 

1. Le SWC est réparti de manière inégale à la fois verticalement et horizontalement. Les études 

futures devraient tenir compte de l'hétérogénéité latérale pour améliorer la surveillance du 

SWC et simuler le mouvement de l'eau dans le sol. Le schéma proposé devrait être validé à 

travers divers types de sols au-delà des sols sablonneux, où le mouvement de l'eau est rapide. 

2. Les calculs de modélisation directe dans cette étude étaient indépendants. Les efforts futurs 

devraient se concentrer sur la construction d'une équation de modélisation directe complète 

qui lie directement les données GPR avec le SWC et le SHP, minimisant les erreurs provenant 

des processus intermédiaires. 

3. L'intégration d'algorithmes d'apprentissage profond pourrait être explorée pour 

l'estimation directe du SWC et du SHP à travers l'inversion des ondes GPR, tirant parti des 

avancées dans les techniques d'apprentissage automatique. 
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Techniques for estimating 
hydraulic parameters of 

unsaturated soils based on GPR 
waveform data 

 

 

Résumé 

Le géoradar (GPR) est un outil prometteur pour estimer la teneur en eau du sol (TES) et les propriétés 

hydrauliques du sol (PHS). Cependant, la plupart des études actuelles utilisant le géoradar pour déterminer la 

TES et la PHS ne se concentrent que sur une partie des données, comme le temps de parcours. L'inversion 

basée sur la forme d'onde complète peut offrir des résultats plus précis.  

Dans cette étude, nous avons d'abord développé un nouveau schéma d'estimation de la TES basé sur l'inversion 

de la forme d'onde du GPR avec l'algorithme d'optimisation globale Grey Wolf Optimizer (GWO), puis l'avons 

validé à l'aide de données synthétiques et expérimentales réelles de terrain.  

Ensuite, nous avons appliqué ce schéma aux données GPR en temps réel pour surveiller la TES dans la zone 

vadose. Enfin, nous avons établi un schéma pour déterminer directement les PHS basé sur l'inversion de la 

forme d'onde GPR avec l'algorithme GWO testé avec des données synthétiques et réelles. Ces résultats de 

recherche apportent un soutien théorique et technique à l'estimation haute précision de la TES et des PHS par 

inversion de la forme d'onde du GPR.  

Mots clés: Géoradar, la forme d'onde des données, inversion temporelle, teneur en eau du sol, propriétés 

hydrauliques du sol 

 

Abstract 

Ground Penetrating Radar (GPR) has become a promising tool for soil water content (SWC) and soil hydraulic 

properties (SHP) estimation. However, most current studies using GPR to determine SWC and SHP only focus 

on part of data like travel time. Inversion based on the full waveform can provide more accurate results. In this 

study, we first build a novel SWC estimation scheme based on GPR waveform inversion with the Grey Wolf 

Optimizer (GWO) global optimization algorithm and validated using synthetic and real experimental field data. 

Subsequently, we apply this proposed scheme to time-lapse GPR data and realized SWC monitoring in the 
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vadose zone. Finally, we further establish a new scheme for directly determining SHP based on GPR waveform 

inversion with GWO algorithm and also tested with synthetic and real experimental data. These research 

findings offer theoretical and technical support for the high-precision estimation of SWC and SHP using GPR 

waveform inversion. 

Keywords: Ground penetrating radar, waveform data, time-lapse inversion, soil water content, soil hydraulic 

properties




